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Construction speedup and deepening of partially transpose double array ngram
language models
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The implementation of ngram language models using the partially transposed
double array is excellent in terms of both access speed and model size, but has the disadvantage
that it takes a very long time to build the model (data structure). The essential difficulty lies in

arranging hundreds of millions to billions of child node arrays (with gaps) in a single array so
that they do not collide with each other. Due to the large interdependence, it is difficult to
increase the speed by techniques such as simple parallelization. In this study, we deeply examined
the properties of the partially transposed double array, realized a faster model construction by
multiple acceleration methods, and at the same time achieved a higher compression rate.
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