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It’s necessary to build a dictionary and convert words into corresponding embedding in natural

language processing tasks, which leads to problems such as OOV (Out of Vocabulary). Fine-grained

level methods, which decomposes OOV words into existing sub-words generated from known words

has been widely used.

BPE algorithm reaches excellent performance in the processing of text in multiple languages.

However, characters in Chinese have sparsity problem, so that BPE algorithm cannot effectively seg-

ment words to build sub-words. As a kind of hieroglyph, Chinese also contains rich information that

cannot be ignored in the glyph. For the use of BPE algorithm in Chinese, the author proposes a method

to alleviate sparsity problem and combine sub-word embedding with glyph feature vectors to further

improve the performance of embedding. Particularly, the author converted Chinese characters into cor-

responding radicals to alleviate sparsity problem, and proposed a method to extract the glyph feature

by vision transformer. Finally, a new model is proposed for combining embedding with glyph features

extracted by vision transformer.

In the proposed method, I show how to convert characters into corresponding radicals according

to different conversion ratios, and how to use vision transformer for extracting glyph features. In the

experiments, I evaluate the performance of the combination of embedding and glyph feature vectors

according to different conversion ratios. Results show that converting character at a larger scale can

further alleviate the OOV problem, while reducing the performance of sub-word embedding. How-

ever, this problem can be addressed by combining embedding with glyph features extracted by vision

transformer. After combination, the performance of translation results can be improved. The author

concludes that converting characters into corresponding radicals at a certain conversion ratio and com-

bining sub-word embedding with glyph features using vision transformer can improve the performance

of embedding on Chinese .
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Chapter 1

Introduction

1.1 Objective

Recently, because of the rapid development of deep learning, natural language processing

has achieved excellent performance in various tasks. To apply various deep learning models to

the task of natural language processing, it is necessary to process various text data first. For text

processing, the corresponding words in the text should be converted into corresponding embed-

ding. Usually before model training, I build a dictionary for containing the corresponding word

embedding. In Table 1.1, I show a dictionary that each word has a unique corresponding embed-

ding. By looking up the dictionary, the text will be converted into processable data.

The capacity of the dictionary is always limited, while the number of words is unlimited.

Especially considering the rapid development of the network today, new words are constantly

being created, and the single method of expanding the capacity of the dictionary can no longer

meet the demand. Instead of expanding the dictionary, the more commonly used method is to

use sub-words to generate words. A sub-word is a unit smaller than a word, such as a suffix,

prefix, root, etc. of a word. Through this method, when the OOV (Out Of Vocabulary) problem

occurs, I can find the corresponding embedding in the dictionary by decomposing the word into

sub-words. This approach performs well on tasks targeting English, etc., since the composition

of words in English-like languages relies on inflection or inflexion changes, making it easier to

segment useful sub-words from words. However When dealing with Chinese, existing algorithms

such as BPE (Byte-Pair Encoding) cannot segment efficient sub-words because Chinese words

expression do not heavily rely on the inflection or inflexion.

What’s more, Chinese characters are also rich in information in their glyph, and the meaning
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Table 1.1: Structure of Dictionary

Index Word 768-dimensional embedding

107 range [0.01,−0.34, 0.05, ...,−0.15]

108 ranger [0.06,−0.33, 0.07, ...,−0.01]

109 rank [−0.02,−0.08, 0.1, ..., 0.3]

......

4001 prob [−0.19,−0.22,−0.11, ..., 0.4]

4002 probability [−0.3, 0.61,−0.01, ..., 0.08]

of Chinese characters is directly or indirectly related to its glyph. If the same processing method

as English is used, this part of the information will be lost, resulting in the model not being able

to achieve the same excellent performance in English.

My goal is to propose a new processing approach for Chinese text to alleviate the problem

that BPE cannot segment efficient sub-words when applied to Chinese. At the same time, I pro-

pose a method of pre-training the vision transformer, and use the trained model to extract the

glyph information of Chinese characters. Finally, the sub-word embedding and character glyph

feature vector are combined to generate the embedding for natural language processing task. In

this way, I can improve the performance of Chinese word embedding while alleviating the OOV

problem.

1.2 Motivation

In order to be able to effectively use the BPE algorithm in Chinese, it’s important to pre-

process the text so that the words are easier to segment. The BPE algorithm relies on the co-

occurrence frequency between characters to generate sub-words (the higher the co-occurrence

frequency, the more likely the symbol pairs are to form meaningful sub-words). Improving the

2



Figure 1.1: Occurrence of characters in a Chinese novel.

performance of the algorithm also means addressing the problem of sparseness in co-occurrence

matrix. Since there are about 3,000 commonly used characters in Chinese, and a small number

of characters such as "是" and "的" appear much more frequently than other characters, sparsity

problem tends to occur. I show in Figure 1.1 the large differences in the occurrence frequency of

different characters in a Chinese novel [42]. Therefore I use the radicals of Chinese characters

instead of Chinese characters to convert the text to increase addressing the problem of sparseness

in matrix. The radicals of Chinese characters are part of Chinese characters, and each Chinese

character must have its own unique radical. The total number of radicals is about 300, which

compared with Chinese characters, the problem of sparseness can been alleviated. In addition,

radicals and various aspects of Chinese characters are often directly or indirectly related. For

example, among the characters with "木" as the radical, many are related to trees, such as "林",

"森", "植" and so on. Therefore, I think that after replacing the characters with their corresponding

radicals, part of the information in the Chinese characters can still be preserved, and the sub-word

method based on the co-occurrence frequency can have better performance.

Compared with English, the glyph of Chinese characters contain rich information, which is

likely to be discarded or lost when Chinese is processed in the same way as English. Similarly,

when using the above-mentioned method of converting characters into corresponding radicals,

part of the information of the characters is also lost because a plurality of different characters may

correspond to the same radical. The glyph of characters can be used as supplements for missing

part of the information because of their uniqueness. Therefore, I propose a method to extract

3



Figure 1.2: The workflow of combination of word embedding and glyph feature

Chinese character glyph features to improve the performance of Chinese word embedding.

Many studies have carried out common sense in the extraction of glyph information of char-

acters. For example, Bi et al. [4] uses CNN as an encoder to extract the features of character

images. Tao et al. [34] uses the extracted feature information to replace traditional word embed-

ding and is used in natural language processing tasks. While, with the widespread use of vision

transformer [8] in the image field, outperforming CNN in various tasks, there is still a lack of

research on applying vision transformer to Chinese character glyph feature extraction. How to

introduce well-performed transfer learning methods in various tasks of deep learning into the ex-

traction of Chinese character glyph features is still worthy of new attempts. Therefore, I apply the

vision transformer to the feature extraction of Chinese character glyph, and use the transfer learn-

ing method to directly apply the vision transformer pre-trained in the Chinese character image

reconstruction task to generate the corresponding vectors of the Chinese character images.

My research can be divided into two parts. The first part is the pre-process of Chinese text.

In this part, I convert the Chinese characters in the Chinese text into corresponding radicals and

perform word segmentation. The words after segmentation will be decomposed into sub-words ac-

cording to the established dictionary, and the corresponding sub-word embedding will be obtained

using Skip-gram model. In another part, the original Chinese character image corresponding to

the sub-word will be used as input into the vision transformer model to obtain the glyph features.

At last, the outputs of these two parts will be Combined to generate the final word vector. In these

two tasks, I address the problem that the effect of BPE algorithm decreases in Chinese processing

and the loss of Chinese character information in the process of converting into embedding. I show

the entire workflow in Figure 1.2.

4



1.3 Contributions

The contributions of this paper can be summarized as follows.

1. To effectively apply BPE algorithm on Chinese, a new approach is proposed for processing

Chinese text. Chinese characters are converted into radicals to alleviate the sparsity problem

in this approach.

2. A method of applying the vision transformer as an autoencoder to the glyph feature extrac-

tion of Chinese characters is proposed. The vision transformer pre-trained in the Chinese

character image reconstruction task is introduced into the extraction of glyph features using

transfer learning.

3. A model for combining sub-word embedding with glyph feature vectors is proposed. In

machine translation tasks, the combination of embedding and glyph feature vectors outper-

forms original embedding.

4. Results show that converting Chinese characters into radicals at a certain ratio can greatly

reduce the number of OOV words while improving the performance of sub-word embed-

ding.

1.4 Organization

The rest of this paper is organized as follows. Chapter 2 summarizes some related works,

which includes the word embedding models, meaning of OOV words, fine-grained level word

segmentation algorithm, and models used for extracting glyph features. Chapter 3 describes the

specific methods used in the study, including how I convert Chinese characters into corresponding

radicals, the specific details of using the BPE algorithm to generate dictionaries and vision trans-

former transfer learning, and how to combine the two as embedding. Chapter 4 describes some

experimental settings and the results of experiments. In Chapter 5, I provide a detailed analysis

5



of the results and discuss the shortcomings. Finally, I conclude my remarks and discuss future

works in Chapter 6.
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Chapter 2

Related Work

In this chapter, I introduce the concepts of word embedding and two kinds of implementation

approaches. In particular, I introduced the Word2Vec model in detail. After that, I describe the

OOV problem and different approaches for addressing OOV problem. Finally, I introduce the

research related to extracting the glyph feature of character, and methods of combining word

embedding with glyph feature vector.

2.1 Word Embedding Approaches

Word embedding is the basis of all natural language processing tasks. Unlike data such as

sound and images, there is no optimal solution for how to effectively convert text into correspond-

ing word embedding. As a result, there are continuous attempts by researchers in text processing,

and with the rise of deep learning, the scope of research has been further broadened.

The easiest way called one-hot embedding is to build a dictionary for looking up, and use

a sparse discrete vector to convert words into the form of embedding. Further, researchers con-

sider representing words in a continuous space and introduce the relationship between words into

vectors. Word embedding are generally considered to be a set of methods that can be used to

map high-dimensional features of words in text into a low-dimensional vector space.This concept

was firstly introduced by Hinton [13]. Following this idea, I can represent the vectors of Tsukuba

and University in the above example as [0.12,−0.02, ..., 0.2]N and [0.2, 0.4, ...,−0.2]N , and N is

a hyperparameter that determines the dimension of word embedding. To achieve the above goal,

many method has been proposed to generate word embedding, and Li et al. [21] classified these

methods into two type, one relies on neural network and the other is based on the occurrence of

7



Table 2.1: Word-document occurrence matrix

Document

Word
I is work ... NLP

1 15 102 20 ... 0

2 20 98 11 ... 1

3 3 90 7 ... 2

4 13 122 6 ... 0

each word.

2.1.1 Co-occurrence Based Method

In order to use the occurrence frequency of word, a word-document matrix is introduced.

Each entry in the matrix counts the occurrence of word in documents, The corresponding embed-

ding can be generated from the matrix via method like matrix decomposition. Compared with

the one-hot vector, the co-occurrence matrix can reflect the relationship between different words,

avoiding the problem of zero similarity that may occur when using the one-hot vector. In Table

2.1, I show a word-document occurrence matrix. Each entry in the matrix represents the number

of co-occurrences of two words. In practice, due to the sparsity of the co-occurrence matrix, the

method of dimensionality reduction is often used to make the co-occurrence matrix more dense.

Although frequency-based methods have shown promising performance, with the rise of

deep learning, higher requirements are placed on word embedding, and the relevance of words

and context has been emphasized.

2.1.2 Neural Network Based Approaches

Due to the influence of context on the meaning of words, it is generally inclined to think that

two words have similar meanings if they share a similar context. Driven by this idea, Bengio et

al. [3] proposed the Neural Networks Language Model (NNLM), in which the probability of a

sentence can be calculated by the following equation according the Bayes rule

8



P(S ) =
N∏
1

P(wt|w1,w2, ...,wt−1) =
N∏
1

P(wt|ht)

(2.1)

Where P(S ) is the joint probability of sentence S, ht denotes the context of word wt. Ob-

jective is to evaluate the probability of word wt appears in the context. However, in the actual

practice, the number of words is large, which can form a huge number of different combinations,

resulting in the problem that all contexts of words cannot be effectively counted. So the n-gram

model is usually used to replace all the contexts of words. In the n-gram model, only last n - 1

words before the word are counted at a time. So the conditional probability of word wt becomes:

p(wt|ht) = P(wt|wt−n+1, ...,wt−1)

(2.2)

Word2Vec

Different neural networks can be used to build NNLM models, including feed forward layer

[28], CNN [4], RNN [27], BERT [7], etc. Most of them are unsupervised models, and among these

unsupervised models, Word2Vec model is widely used and has achieved excellent performance.

This model is divided into two cases. In [28, 26], Miklov et al. specifically expressed these

two learning models. One learning model is the Skip-gram model, in which a word w and the

context c are given, and there are some parameters θ to be learned in the model. The conditional

probability of the context c determined by the word w is denoted as p(c|w; θ), and the task of the

model is to adjust the parameter θ to maximize the probability of the corpus:

argmaxθ
∏

(w,c)∈D
p(c|w; θ)

(2.3)

Here, D is all word w and context pairs can be extracted from text. Nowadays Skip-gram

model are usually implemented using neural networks, in which soft-max is used to model the

conditional probabilities:

p(c|w; θ) = eVcVw∑
c′∈C eVc′Vw

9



(2.4)

Here, C denotes all available contexts, and Vc, Vw ∈ Rd are vector representations for word w

and context c respectively, where d is hyper-parameter representing the dimension. The parameter

θ are Vci and Vwi . For word w ∈ V and context c ∈ C, i ∈ 1, ..., d, where V is dictionary containing

all words. In practice, Skip-gram model can be constructed with two feed forward layer. And

in order to reduce the computational complexity, hierarchical soft-max and negative sampling are

usually introduced [11]. I show how Skip-gram model is constructed with two feed forward layer

in Figure 2.1.

Figure 2.1: Structure of Skip-gram model

The other way to perform Word2Vec is CBOW model. In CBOW model, given the context c

and word w, the conditional probability of the word w is denoted as p(w|c; θ), where θ is param-

eters to be learned during model training. Like Skip-gram model, the objective of CBOW is to

adjust parameter θ to maximize the probability of the corpus:

argmaxθ
∏

w,c)∈D
p(w|c; θ)

10



(2.5)

Compared with the CBOW model, the Skip-gram model requires K times training and tuning

when each word is used as the central word, and K is the width of the context. This makes Skip-

gram perform better when there are many rare words. Due to the sparsity of Chinese, I choose the

Skip-gram model to generate word embedding in this study.

BERT

BERT (Bidirectional Encoder Representations from Transformers) [7] is a deep learning

model consisting of multi-layer transformer encoders. It is another method that is widely used to

generate word embedding. The input of the BERT model is the index number of the word in the

dictionary, and the output is the embedding of the word. Compared with the Word2Vec model,

the word embedding generated by BERT is no longer fixed, but changes according to the context

of the word. That is to say, BERT is a context-based approach. At the same time, BERT also takes

into account the relative positional relationship between words in the input. However, while the

BERT model is more complex, it has higher requirements on the amount of data used for training

and number of training steps, and since the text processing method in this paper is proposed for

the first time, there is no suitable pre-trained BERT model available. Therefore, in the current

research, BERT has not been applied into training word embedding.

2.2 Out of Vocabulary Words

In all the exiting word embedding approach, it is obvious that a dictionary needs to be es-

tablished, and the embedding is corresponding to the word through the dictionary, so as to train

the model or apply it to other natural language processing tasks. When actually used, there is a

limit to the capacity of the dictionary, but there is no limit to the number of words. Words not

included in the dictionary will become OOV (Out Of Vocabulary). In [18], OOV is considered

as one of the six most important problems in machine translation. To solve the OOV problem, the

easiest way is to replace all OOV words with UNK and use them as the input of the model, but this

method loses a lot of information and result in poor performance in natural language processing

tasks. In recent days, there are three main approaches to cope with OOV problem:

1. Expand the dictionary. For example, Jean et al. [15] proposed a method that does not in-

crease the computational complexity while using a large dictionary. However, even more

11



words can be included, the training results of word vectors may still perform poorly due

to their low frequency. Therefore, the method of expanding the dictionary cannot take into

account the performance of word embedding while solving the OOV problem.

2. Either replace OOV words directly to the corresponding position, or use synonyms to re-

place OOV words. In [14, 23], the machine translation model will find the corresponding

position of OOV words in the translated sentence and replace the word with OOV words

in the corresponding position after translation. The information of OOV word cannot be

learned by the model and has an impact on the overall result. Ngo et al. [29] replaces OOV

words with the word that is closest to the word, possibly a synonym or a different form, with

the help of an external dictionary. Even though OOV words is replaced with synonyms or

root words, there are still differences in words that may lead to poor performance in natural

language processing tasks.

3. Fine-grained level. This class of methods no longer uses words, but uses units smaller

than words as embedding targets. At the fine-grained level, word will be broken down

into parts such as prefixes, suffixes, roots, etc. Each part that is decomposed into a sub-

word will get the corresponding embedding through language model training and form a

dictionary. OOV words can also be decomposed into each sub-word when used, so as to

find the corresponding embedding in the dictionary.

Byte-Pair Encoding Algorithm

As a typical fine-grained level method, Byte-Pair Encoding (BPE) [31] algorithm is widely

applied in today’s natural language processing tasks. This is based on the intuition that Words

can be broken down into smaller units, and combinations of these units can form new words, such

as word prefixes, suffixes, roots, and so on. Byte-Pair Encoding was firstly proposed by Gage

[10], which was a data compression technique that iteratively selects the most frequent pairs and

combine them into new bytes. On top of this idea, Sennrich et al. [31] modified the algorithm so

that it can be applied to word segmentation to generate character sequences.

The algorithm firstly sets a symbol dictionary with character dictionary, by treating each

word as a sequence of single character, and adds the special symbol ‘·’ at the end, so that sub-

12



Figure 2.2: Example of BPE algorithm

words can be combined into words later. Then it will count all symbol pairs and replace the most

frequent pair ‘C’, ‘N’ with a new symbol ‘CN’ in the dictionary. In this way, after each iteration,

a new symbol can be obtained, and finally each word will become a collection of symbols, that

is, a dictionary of sub-word. I show a simple English example in Figure 2.2 how a new symbol is

generated in one iteration with three words.

Obviously, BPE algorithm relies on the co-occurrence frequency between symbols, which

leads to the poor performance of the algorithm in some languages. Li et al. [20] show that

character based embedding outperforms sub-word based and word based embedding due to the

sparseness of Chinese word distribution in several natural language processing tasks. For this

reason, many studies related to Chinese text processing use character embedding, or focus on

smaller units such as character radicals and strokes [1, 24, 37, 17].

2.3 Glyph Feature Extraction

The characters of some languages are called hieroglyphs, and unlike other languages, these

characters are developed from images and contain information related to meaning in the glyph.

Chinese characters are a kind of hieroglyphs. When processing Chinese characters, if they are

processed in the same way as English, the information contained in the glyph cannot be used.

Therefore, some research has been conducted to extract the information in Chinese character

glyph and apply it to the task of natural language processing [6]. Since Chinese characters can be
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decomposed into smaller Chinese character structures, some studies segment Chinese characters

into sub-character units, and embedding is composed of these units. Ke et al. [16] represented

a word embedding using a sequence of radical level embedding instead of character embedding.

Zhang and Komachi [39] used CJK character set to decompose Chinese characters into strokes of

characters, and words are replaced by sequences of strokes. For example, word ’物语’ will be

decomposed into ‘牛’, ‘勿’, ‘言’, ‘五’, ‘口’. Cao et al. [5] divided all strokes of Chinese char-

acters into five categories. After decomposing the Chinese characters into these five categories of

strokes, this sequence of strokes were input into the LSTM model according to the order to obtain

the corresponding embedding. Methods such as these take advantage of the structural information

of Chinese characters to process characters as text sequences. Although the information of glyph

is incorporated into the embedding, the relative position information inside the structure is not

taken into account, and it also depends on the constraints of some external knowledge.

Another class of methods takes Chinese characters as images and uses neural networks to

extract the glyph features of Chinese characters from the images. In this case, deep learning

models, which had previously performed well in the image domain, can be applied to this task.

2.3.1 CNN

CNN, which has performed well in many tasks of computer vision, is currently the most

frequently used model in character glyph feature extraction. Liu et al. [22], Zhang and Lecunn

[40] used CNN to extract glyph features and serve as character embedding. Meng et al. [25]

designed a special CNN model for feature extraction and used image classification as an auxiliary

training objective to solve the over-fitting problem. Sun et al. [33] used CNN to extract the

features of images under three different fonts of the same character, and concatenated the three as

the features of the glyph.

2.3.2 Vision Transformer (ViT)

ViT (vision transformer) [8] applies the transformer model [36] widely used in natural lan-

guage processing tasks to the computer vision field [9, 41]. Since the transformer is suitable for

sequence data, the image as input needs to be processed first. The image x ∈ RH×W×C is reshaped

into sequence of patches xpatch ∈ RN×(P2C), where H,W represent the height and width of the

image, C is the number of channels, P is the size of patch, and N = (HW)/P2 is the length of the
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Figure 2.3: Structure of ViT

sequence consisting of patch. Then a linear projection layer is used to map the dimension of each

patch to desire dimension. Finally the input sequence for the transformer encoder is obtrained.

The structure of ViT is shown in Figure 2.3.

Transformer

After the patch passes through the linear layer, it will be input into the transformer model

[36], and the transformer is core part of the vision transformer. It is a seq2seq (sequence to

sequence) model consisting of a decoder and an encoder. The core components of the encoder

and decoder are consisted of multi-layer multi-head attention models. In multi-head, each head

projects the vectors into a unique vector space and concatenates them together. In each vector

space, the attention mechanism is considered to learn the characteristics of different aspects of the

data. Compared with RNN or LSTM, transformer is more efficient in parallel and avoids the prob-

lems caused by long text. As a result, in many tasks of natural language processing, transformers

have outperformed other models. Shaheen et al. [32] compare differenet transformer-based model

for Large Scale Legal Text Classification, and present new state-of-the-art results. Khandelwal et

al. [38] use a single pre-trained transformer to achieve good result in abstract summarization task.

The structure of transformer encoder in transformer model is the same as the transformer encoder

in ViT for processing the output of projection layer. I show the structure of multi-head attention

in Figure 2.4 and transformer in Figure 2.5.

Autoencoder

In order to use ViT to extract the information in the Chinese character image, and use the

extracted information in combination with word embedding, autoencoder is used as an approach
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Figure 2.4: Structure of multi-head attention

Figure 2.5: Structure of transformer
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Figure 2.6: Structure of masked autoencoder

for pre-training and transfer learning. Autoencoder is a kind of structure for unsupervised repre-

sentation learning. Its goal is to learn how to map high-level representations into low dimensional

vector spaces, so that the model can reconstruct the original high dimensional representations ap-

proximately by low dimensional features. Typically, an autoencoder will contain an encoder and

a decoder, which takes images as input into the encoder, and obtains as similar output as possible

from the decoder, thereby learning the features of the input data.

Recently, He et al. [12] introduced the vision transformer into the autoencoder model as

the encoder, and used a transformer as the decoder. They pre-trained autoencoder in an image

reconstruction task by randomly masking partial patches in the encoder input.

In experiments, they fine-tuned the pre-trained autoencoder and apply it to the task of image

classification. Compared to self-supervised pre-trained ViT [2], it has achieved better results. I

show in Figure 2.6, the structure of masked autoencoder. This model takes an image as input, and

randomly mask patches formed by segmenting the image. Then, through the encoder and decoder,

a sequence of patches can be obtained to reconstruct the input image.

2.4 Combination of Word Embedding and Glyph Feature Vector

The characteristics of the glyph and the word vector obtained through text retain different

information of Chinese respectively, and only the combination of the two can maximize the per-

formance of the word embedding. Therefore, some researches focus on how to combine the

extracted glyph features with word embedding. Sun et al. [33] obtain three glyph features from

three different font images of same Chinese characters, combining the three features into one

through a glyph layer, and then used a fusion layer to embed the pronunciation embedding, glyph
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Figure 2.7: Structure of glyph layer

Figure 2.8: Structure of fusion layer

embedding, and character embedding into the final embedding. I show the structure of such a

network in Figure 2.7 and Figure 2.8. Here, "Pinyin" denotes the pronunciation of character.

However in this method, Chinese needs to be processed at the character level, which is lack of

word level information. Tao et al. [34] introduced glyph features at the level of word embedding.

Each word will be split into Chinese characters. The features of Chinese characters are composed

of the features of character images extracted by CNN and the features of strokes. The final word

embedding is composed of the embedding of individual characters. However, the word embedding

obtained in this way cannot learn context-related information in the text.
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Chapter 3

Proposed Method

Here I will describe how to convert Chinese characters to radicals, how to pre-train the vision

transformer, and how to combine the two to conduct evaluation.

3.1 Conversion of characters to radicals

Radical is an important part of a Chinese character, it may be the first stroke of a Chinese

character, or a part of the structure of a Chinese character. Based on radicals, I can divide Chinese

characters into different categories, and Chinese characters with the same radical often share some

important information. I build a dictionary to find the corresponding radical of each Chinese

character. Each radical in the dictionary corresponds to a list, and the list contains all the Chinese

characters with the corresponding radical.

To build the dictionary, I first crawled all Chinese characters and their corresponding radicals

from an online website Baidu Hanyu 1. In this website, I can search for Kanji to obtain their corre-

sponding radicals, strokes, and character images. However, due to the uncertainty of the website

search results, Chinese characters may correspond to more than one radical. In this case, I take

the first possible radical as the radical. On the other hand, when Chinese characters do not contain

matching radicals in the website, or the query has no results, I use the first stroke of the Chinese

characters as the radical. Finally, I obtain a dictionary with 289 different radicals corresponding

to 2,606 commonly used Chinese characters in total. I show the structure of dictionary in Table

3.1.

After building the radical-character dictionary, I obtained all the texts of Chinese terms from
1https://hanyu.baidu.com/
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Table 3.1: Structure of radical-character dictionary

Radical Character

一 一 来 丁 云 不 与 甚 求 才 ...

亻 侯 他 传 何 但 们 候 似 作 ...

亠 亮 京 市 就 交 亦 享 六 主 ...

讠 误 调 计 识 议 该 记 请 让 ...

彳 得 往 行 德 彼 街 很 彻 御 ...

心 急 心 想 愿 总 忽 愈 憨 态 ...

足 跳 踪 跟 跑 路 踏 蹲 足 蹈 ...

王 班 珍 珠 现 玩 环 理 弄 球 ...

阝 限 险 那 院 陈 都 陷 阴 隐 ...

......

Wikipedia 2 including 1, 410, 142 sentences, for generating sub-words, and training the embed-

ding.

I first tokenize all the text to get a dictionary. Then, I calculate the occurrence frequency

of all Chinese characters in the dictionary and arrange them in descending order. According

to this order, I sequentially convert 100%, 60%, 30%, and 0% of the Chinese characters in the

dictionary into the corresponding radicals. Throughout this paper, I define conversion ratio “0%"

as converting all Chinese characters into its corresponding radicals, and “100%” as keeping each

character unchanged. In the converted dictionary, I use the BPE algorithm to generate sub-words.

In this way, I get a total of four different text dataset and sub-word dictionaries. Based on this, I

use the Skip-gram model to train embedding belonging to individual dictionaries. When training

the sub-word embedding, I set the output dimension of the Skip-gram model at 768, i.e., all trained
2htttps://www.wikipedia.org
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sub-word embeddings have a dimension of 768. In Table 3.2 I show what a sentence looks like

when its characters are converted according to different conversion ratios. In Table 3.3, I give

the comparison of the sub-word in the dictionary and the original Chinese character according to

different conversion ratios.

Generally, when encountering a new Chinese text, I firstly convert characters in text into rad-

icals according to different conversion ratios, and then segment the whole text using constructed

sub-word dictionary. For example, taking Chinese text “这个目标必须是最小的稳定性,而不

是胜利.这似乎还是可以实现的.” as input, and set conversion ratio as 100%, I can get “辶人目

木丶彡日曰小白禾宀忄,而一日月禾. 辶亻丿辶日口人宀王白.” by converting characters into

radicals. Finally, I segment it using sub-word dictionary, resulting in the sequence of sub-words:

“‘辶人’, ‘目木丶’, ‘彡日’, ‘曰’, ‘小白禾’, ‘宀忄’, ‘,’, ‘而’, ‘一日月禾’, ‘.’, ‘辶亻’, ‘丿辶日’,

‘口人’, ‘宀王白’, ‘.’”

3.2 Glyph Feature Extraction

There are two steps in my approach for extracting Chinese character glyph feature. In the

first step, I pre-train a vision transformer as an encoder in autoencoder model through a Chinese

character image reconstruction task. In the second step, I use the pre-trained transformer to extract

the glyph features of Chinese characters.

3.2.1 Pre-training

I conduct pre-training in the task of Chinese character image reconstruction. The model used

is autoencoder, where the encoder is composed of a vision transformer and the decoder is con-

structed by a transformer. During training, the character image will be firstly divided into patches,

and be randomly masked at 70% according to [2] before input to the encoder. The objective of

training is to make the error between each output of the decoder and the original patch as small as

possible.
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Table 3.2: Example of converted sentence

Conversion

ratio
Converted sentence

0%

地球村不会缺少白痴。

那么德国会重归国家主义么？

在改革国有企业和自由化银行时，新领导人需要注意实体经济和扩

张的金融部门之间的联系。

30%

土球村一人缺小白痴。

阝丿德国人丿彐国家亠丶丿？

土改革国月企业禾自丨亻银彳日，斤领巳人需要氵音宀亻纟氵禾扌

弓白金融阝门丶门白联系。

60%

土球木一人缶小白痴。

阝丿德囗人丿彐囗家亠丶丿？

土改革囗月人业禾自丨亻钅彳日，斤领巳人雨西氵音宀亻纟氵禾扌

弓白金鬲阝门丶门白联糸。

100%

土王木一人缶小白疒。

阝丿彳囗人丿彐囗宀亠丶丿？

土已革囗月人业禾自丨亻钅彳日，斤页巳人雨西氵音宀亻纟氵禾扌

弓白金鬲阝门丶门白耳糸。
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Table 3.3: Example of sub-word

Conversion

ratio
Original word Sub-word

30%

有时候 月日亻

教师 教师

工会 工人

灾难 宀隹

他们自己 亻亻自己

60%

严重 一丿

人类 人米

的系 白系

生产率 生产亠

受到 又至

100%

以色 人色

列人 刂人

和 禾

巴勒斯坦人 巳革斤土人

百年来 白丿一
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Figure 3.1: Structure of glyph feature extraction

3.2.2 Transfer Learning

After the pre-training is completed, the encoder in the autoencoder, i.e. the vision trans-

former, will be used to extract the features of Chinese character glyph. The output of the vision

transformer is xoutput ∈ RL×D, where L is the number of patches and D is the dimension which is

same as embedding dimension. In order to facilitate the combination with sub-word embedding

later, I first transpose the output such that the dimension of xoutput becomoes D × L, and then map

it to D×1 through a linear layer. After transposition, the size of the glyph feature vector extracted

from each image becomes xglyph ∈ R1×D. I show this process in Figure 3.1. The upper part of

Figure 3.1 shows the process of pre-training ViT in the autoencoder model, where the Chinese

character image is used as input, and after encoder and decoder, the reconstructed image is ob-

tained.
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3.3 Combination of Sub-word Embedding and Glyph Feature Vec-

tors

Different from the research in [33], my embedding is not based on units of characters, but

units of sub-words. For a radical based sub-word, I can get the sub-word constructed by original

Chinese characters and extract each character’s glyph feature in the sub-word. For example,

sub-word “刂人” is converted from “列人”, and glyph features of characters “列” and “人”

are extracted by vision transformer while the embedding of “ 刂人” is obtained from sub-word

dictionary. Compared to original character, radical only contains part of character, i.e., part of

character’s information, while original character image used for glyph feature extraction keeps

full character. Like this, a sub-word may include more than one character and correspond to

plural glyph feature vectors, so directly using a linear layer for gathering glyph feature vectors

is not effective, nor can it reflect the order of characters in the sub-word. To effectively handle

this characteristic, I propose a new model for combining sub-word embedding and glyph feature

vectors.

Proposed Model

After using the vision transformer to extract the glyph features for each character in the

sub-word, I obtain a sequence of glyph feature vectors arranged in the order in the sub-word,

where each vector’s dimension is xglyph ∈ R1×D. Here, D is the dimension which is the same as

the dimension of sub-word embedding. Then I concatenate these features in the first dimension,

which generates xglyphall with the dimension of L × D, here L is the length of sub-word. Then, I

concatenate the sub-word embedding glyph feature vector sharing the same embedding dimension

to form xall, and the dimension of xall is (L+ 1)×D. This vector will be used as input into a RNN

model, which can reflect the order of input, and the output of the RNN at last step. xoutput with the

dimension of 1 × D will be used as the final embedding for sub-word.

I show the structure of proposed model in Figure 3.2. When encountering a sub- word, on the

one hand, I obtain the embedding of sub-word from dictionary trained by Word2Vec model. On

the other hand, glyph features of original characters corresponding to the radicals in the sub-word

are extracted and concatenated together. For example, for a radical based sub-word “刂人”, its

original characters are “列” and “人”, and each character’s glyph feature is extracted according

to the order before concatenation. Finally, sub-word embedding and glyph feature vectors are
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Figure 3.2: Structure of combination

concatenated together as input of RNN model. The output of RNN model is obtained as sub-word

embedding.
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Chapter 4

Experiments

The purpose of my experiment is to demonstrate whether my method is effective in handling

OOV problem and improving performance of Chinese sub-word embedding Firstly, I describe the

corpus and dataset used in my experiment. Then, I specifically introduced the model, various pa-

rameters and the metrics used in the evaluation. Finally, I present the results of the experiments,

including size of corpus, the number OOV words and results of machine translation tasks.

4.1 Dataset

Here I describe the two dataset I used, including the details of the dataset and how they were

divided into training, validation and test set.

4.1.1 Dataset for Glyph Feature Extraction

To conduct pre-training, I first construct a dataset consisting of Chinese character images. I

use the Pygame library in Python to generate images of all Chinese characters according to the

Unicode standard ranging from 4E00 to 9FA5. All Chinese character images are white back-

ground, black font color. When Chinese character images cannot be generated correctly, I use

pure white image as an alternative. In addition, in order to improve the performance of the model

and the ability to extract glyph features, I use two different Chinese fonts to generate images,

namely "隶书" and "宋体". In the end, I obtained 41k Chinese character images, 90% of which

will be used as training set, 5% as verification sets, and 5% as test set. I show an example of two
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Figure 4.1: Example of font image

different fonts in Figure 4.1.

The transformer in the vision transformer consists of a total of 12 layers of multi-head atten-

tion model, each containing 12 heads. Transformer in decoder consists of 12 layers of multi-head

attention model, each containing 8 heads. Before pre-training, The image will be divided into a

sequence of patches, which will be used as the input of the vision transformer. The input of vi-

sion transformer is a Chinese character image of size 3 X 224 X 224, which is transformed into a

sequence consisting of 768-dimensional vectors after segmentation and projection by linear layer.

The output of vision transformer is a sequence of 768-dimensional vectors.

4.1.2 Dataset for Machine Translation

Chinese-English Dataset [35] 1 is ued in my machine translation task. There are 3.6 million

sentence pairs in my dataset, 80% of which will be used as training set, 10% as verification sets,

and 10% as test set.

4.2 Evaluation

I evaluate my methods on two aspects respectively. On the one hand, I apply the trained

sub-word dictionary to tokenize new Chinese texts and obtain embedding of each sub-word. The

Chinese characters in the text will be converted using the same conversion ratio as when generat-

ing the dictionary, that is, the Chinese characters that were converted to radicals during training

embedding will also be converted to radicals at this time. Through this method, I compare the

number of OOV words (words cannot be effectively decomposed into combinations of sub-words

in the dictionary). After converting Chinese characters into radicals according to different conver-

sion ratios. I report variations in the size of dictionary and the number of OOV words according

to four conversion ratios.

On the other hand, I evaluate the performance of my embedding by a transformer model in
1https://opus.nlpl.eu/News-Commentary-v14.php
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Chinese-English machine translation task. Including the comparison of embedding performance

according to different conversion ratio. The embedding dimension is 768 in my experiment. In

addition, I evaluate the performance of autoencoder in Chinese character image reconstruction

task, and show the reconstructed image.

Internal evaluation tasks like analogical reasoning are not included in this paper, because of

the lack of available datasets. Since words have specific and clear meanings and can be related

with each other, these tasks are usually conducted at the word level. For example, Li et al. [19]

proposed a dataset for internal evaluation tasks that Chinese words can be applied to. However,

sub-words do not necessarily have specific meanings before forming words, so it is more difficult

to construct effective dataset and conduct this kind of task.

To be able to evaluate my sub-word embedding on internal evaluation tasks, I need to use

sub-word embeddings to form word-level embedding. There are many studies focusing on the

method of using sub-word embeddings to form word embedding, such as using the average of the

sum of sub-word embeddings. However, different composition methods will have a great impact

on the final embedding performance, and no uniform and effective method has been proposed so

far. Therefore, I did not use these techniques to conduct internal evaluation tasks at the word level,

but will keep this topic as a future research task.

4.2.1 Characters Conversion

On the basis of Wikipedia dataset, I count the number of tokens in the corpus after characters

being converted into Chinese radicals according to different conversion ratios. Afterwards, based

on the corpus obtained by BPE algorithm, I segment the Chinese text of news commentary and

count the number of OOV words. I show the result in Table 4.1.

4.2.2 Character Image Reconstruction

After pre-training the autoencoder, I apply the model to the test set of Chinese character im-

ages to evaluate the performance of the autoencoder in the Chinese character image reconstruction

task and whether the vision-transformer can extract the features of the Chinese character image

when it is used as an encoder. In order to better demonstrate the performance, I give a comparison

between the image reconstructed by the model trained for 1,200 epochs and the original image.

The result is shown in Figure 4.2.
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Table 4.1: Corpus size for Wikipedia dataset and the number of OOV words in news commentary dataset.

Conversion ratio Tokens OOV

0% 341,779 24,260

30% 333,985 3,999

60% 333,792 3,578

100% 333,787 3,571

Figure 4.2: The right side is the image reconstructed from the target by the model after 1,200 epoch training.

Also in Figure 4.3, I show a failed example where the reconstructed image is not sharp

enough at 800 epochs. Compared with 1,200 epochs, the result at 800 epochs is much more

difficult to recognize. Although the boundary between the character and background can be rec-

ognized, the strokes in the character is not clear enough. Especially when the distribution of

radicals is dense, as in the upper part of the Chinese character in Figure 4.3, the extraction of

glyph features becomes more difficult and requires the model to spend more time on learning..

4.2.3 Machine Translation

The performance of the combined embedding will be evaluated in the Chinese-to-English

machine translation task, using the transformer model. I take Chinese text as input by converting

it into the sequence of sub-word embedding combined with glyph feature vector, and the output

of my model is sequence of English sub-word embedding for building translated sentence. In the

transformer model, the input and output dimensions are 768, both encoder and decoder contains
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Figure 4.3: The right side is the image reconstructed from the left side image by the model after 800 epoch

training.

6 layers of multi-head attention, each layer of multi-head contains 8 heads.

The Chinese text converted according to different ratio will be segmented based on the dictio-

nary obtained by the BPE algorithm, and the result after word segmentation will be converted into

an embedding obtained by training the Skip-gram model. Then corresponding Chinese characters

extracted by the vision transformer features are combined as input.

For example, Chinese text “当然, 现在的情况和1989 年的情况明显不同了.” becomes

sequence of sub-words “‘小灬’, ‘,’, ‘王土白忄’, ‘冫禾’, ‘1989’, ‘丿’, ‘白忄’, ‘冫日日’, ‘一冂了’,

‘.’” after conversion and segmentation at 100% conversion ratio. Each sub-word in the sequence

is converted into corresponding embedding from the dictionary and combined with glyph feature

vectors of characters in the sub-word to build final sub-word embedding. Finally, sequence of

sub-word embeddings becomes the input of transformer model to conduct machine translation

task, and the output of transformer is a sequence of English sub-word embeddings.

After getting the output of transformer model, i.e., a sequence of English sub-word embed-

dings, I first use Softmax algorithm to find the corresponding index of each sub-word embed-

ding in an English sub-word dictionary constructed by a pre-trained tokenizer from HuggingFace

website2. Then, each embedding is transformed to sub-word according to its index to form a

sequence of English sub-words. Finally, sub-words are combined to form English text. In the

example shown in the previous paragraph, the output of transformer model is a sequence of En-

glish sub-word embedding. After Softmax operation and converting index into sub-words, I get

“‘Of’, ‘course’, ‘,’, ‘th’, ‘ere’, ‘are’, ‘ob’, ‘vious’, ‘diff’, ‘er’, ‘ences’, ‘be’, ‘tween’, ‘1989’, ‘and’,

‘now’, ‘.’” formed from English text “Of course, there are obvious differences between 1989 and

now.”. In the training process, I take minimizing the cross entropy between the generated English
2https://huggingface.co/
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index sequence and the real reference index sequence as the training objective.

I trained 20 epochs for each case and compared them by the following two metrics.

Metrics

Unigram F1 and BLEU [30] are applied to compare my machine translated results.

1. Unigram F1: F1 is the harmonic mean of Precision and recall. It represents whether each

word is translated correctly in the translation result. I show the computation of unigram

precision and recall in Equations 4.1, 4.2.

Precision = wmatch
wtranslation

(4.1)

Recall = wmatch
wre f erence

(4.2)

Here wmatch is the number of words in the translation that match the reference, wtranslation and

wre f erence are the number of words in the translation and words in the reference.

2. BLEU: BLEU is widely used in machine translation tasks. Compared with unigram F1,

BLEU evaluates the translation accuracy of various n-grams. I show the computation of

BLEU in Equations 4.3, 4.4, 4.5.

Pn =
∑E

i
∑K

k min(hk(ci),min j∈Mhk(S i, j))∑E
i
∑K

k min(hk(ci))

(4.3)

BP =


1 lc > ls

e1− ls
lc lc <= ls

(4.4)
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BLEU = BP × exp(
∑n

i Wnlog(Pn))

(4.5)

Pn is used to calculate the n-gram score, where S j represents the reference translation, and

j belongs to M, indicating that there are M reference in total. Ci represents the translation

result, and i belongs to E, indicating that there are E translation results in total. k represents

the k-th phrase of the sentence in n-gram, and there are K phrases in total. hk(ci) represents

the number of times the k-th phrase appears in ci. hk(S i, j) represents the number of times

the k-th phrase appears in the standard answer S i, j. BP is used to avoid the case where the

sentence is too short and the result is high. lc indicates the length of the translation result. In

the final calculation, BLEU adopts uniform weighting, Wn is 1/N, corresponding to n-gram,

in actual application, the upper limit of N is 4.

Here, I show the results of the model on the test set for four different methods in Table 4.2.

Table 4.2: Chinese-English translation performance (BLEU, Unigram F1)

Conversion ratio BLEU Unigram F1

0% 29.79 66.45

30% 30.14 66.92

60% 29.23 66.37

100% 29.19 66.22
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Chapter 5

Discussion

In this chapter, I will first analyze the results of the above experiments, including converting

Chinese characters into radicals to handle the OOV problem. Then I analyze the performance of

vision transformer as a model in extracting Chinese character glyph features, and performance

of sub-word embedding in machine translation task. In the following ablation study, I compared

the results of using the vision transformer to extract the glyph feature with not using the vision

transformer model. Finally, I will explain the shortcomings that still exist in this research.

5.1 Analysis

5.1.1 Variations in Corpus Size and Number of OOV Words

I converted the Chinese characters in the dataset into radicals according to different conver-

sion ratios, and finally generate a corresponding fixed-size dictionary through the BPE algorithm.

Due to the different conversion ratios, the size of the final generated dictionaries are also differ-

ent. In addition, in practice, when I generate sub-words, I ignore some sub-word units with low

frequency (≤ 5), because there may be some special characters in the character set, which form

noise.

In Table 4.1, I can clearly find that when the ratio of Chinese characters converted into

radicals is continuously increasing, the size of the dictionary is continuously decreasing. After all

the characters are converted into radicals, the size of the dictionary reaches the minimum value.

Therefore, it can be considered that after the same number of merge operations, the higher the

ratio of Chinese characters converted into radicals, the more frequent the found combinations

appear in the dictionary, that is, more words in the dictionary can be decomposed into different
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Table 5.1: Number of characters according to occurrence frequency under different conversion ratio.

Occurrence Frequency

Conversion ratio
0% 30% 60% 100%

>20000 3194 1985 1560 1360

10000 - 20000 631 622 515 439

5000 - 10000 686 674 673 547

0 - 5000 18318 14283 13976 13375

sub-word combinations. Moreover, between 30% and 0%, the size of the dictionary changes most

drastically. It can be observed that only a small part of Chinese characters needs to be converted

to have a great impact on the performance of BPE. In addition I compare the number of OOV

words encountered when processing the Chinese data of news commentary dataset according to

different conversion ratios. OOV words here include only words that cannot be concatenated from

sub-words in the dictionary. When the proportion of Chinese characters converted into radicals

gradually increases, the number of OOV words gradually decreases. Among them, the change

between 30% and 0% is the most obvious. When 30% of Chinese characters are converted into

radicals, OOV problem can be greatly alleviated.

In Table 5.1, I compare the occurrence frequency of characters in the Wikipedia dataset

after conversion according to different ratios. I divide the characters into four different regions

according to the occurrence frequency, calculate the total number of corresponding characters

and compare them.

In the Table 5.1, the characters with high and low occurrence frequency occupy most part of

all characters. However, compared with the result without converting to radicals, after conversion,

this problem is alleviated, and the distribution of characters becomes more even. Especially after

all the characters are converted into radicals, the occurrence frequency of characters is closer to the

middle area, which means that the number of low-frequency characters is reduced. In addition,

it can be observed that after 30% are converted into radicals, the distribution of characters has

greatly changed compared to 0%.
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Figure 5.1: Original image and reconstructed image at different steps

5.1.2 Image Reconstruction

When evaluating the task of image reconstruction, I mainly rely on directly comparing the

reconstructed image with the original image. In Figure 4.2 and Figure 4.3, I show a pair of

pictures, which are the original picture and the reconstructed picture. It can be observed that after

1,200 epoch training, the autoencoder has been able to clearly construct the image of Chinese

characters, and show its Structure. From this, it can be considered that the vision transformer has

successfully learned the glyph feature of Chinese characters as an encoder.

In order to more clearly demonstrate the model’s learning of Chinese glyph feature during

the entire training process, I show different images reconstructed from the same image as the

target under different epochs in Figure 5.1.

In this series of reconstructed images, I can see that the character image is constantly be-

coming clearer. At the beginning, the model focuses on learning the same background for all

character images, and then focuses on learning the position of the character in the image, as well

as the glyph feature of the character. After 1,200 epochs training, the model has learned the glyph

features of the characters. The vision transformer as the encoder can successfully extract the fea-

ture of the Chinese character image, and as a result can extract the glyph feature of the Chinese

character contained in the image.

5.1.3 Machine Translation

Unigram F1 is usually used to describe the accuracy of the translation of each word in the

translation results, which to some extent reflects the performance of the word embedding. Espe-

cially in the case of OOV, when OOV word is composed of different sub-word units, unigram F1

will reflect this effect. Table 4.2 shows the performance of embedding combined with glyph fea-

ture vectors in Chinese-English translation according to different conversion ratio. Among them,

4 different ratios have achieved good results on unigram F1. It can be considered that after con-

verting into radicals, combining embedding with glyph feature vectors can effectively express the
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characteristics of sub-words. This result also shows the effectiveness of the method proposed in

this study to combine embedding and glyph feature vectors in practice. In addition, in the case of

retaining 70% of Chinese characters, the score of unigram F1 reached the highest 66.92, and there

is a gap of about 0.6 with other results. At the same time, the conversion of Chinese characters

into radicals to a greater extent affects the performance of embedding in machine translation to

a certain extent. Compared with the result of keeping all Chinese characters, the BLEU score of

converting all Chinese characters into radicals is reduced by 0.6. Although the OOV problem is

better handled, the information loss in the characters is not compensated.

Compared with unigram F1, BLEU evaluates the overall results of translation more com-

prehensively. It can be observed from the results that according to the four different ratios, the

difference between BLEU is not huge, and the difference between the highest value and the lowest

value is only 0.95. This shows that in translation, all four embedding achieve acceptable levels.

Among them, 30% got the highest BLEU score with 30.14, same as unigram F1. It can be known

that 30% found the best balance between the loss of character information and the alleviation of

OOV problem. Compared with 30%, the result of keeping all Chinese characters got the closest

result, while the result of converting all Chinese characters into radicals had a gap less than 1

against the best result.

Combining the results of these two different metrics, it can be found that when the conversion

ratio is 30%, the combination of embedding and glyph feature vectors achieves the best results.

Compared with 30%, the performance of other ratios have decreased to a certain extent. When

a larger ratio of Chinese characters is converted into radicals, more character information will be

lost. Obviously, the glyph feature cannot fully complement this part of the information. For

example, compared to original sub-word “百年来”, its corresponding radical based sub-word “

白丿一” only contains a part of characters’ information while vision transformer capturing glyph

feature from full original character image. When more Chinese characters are reserved, due

to the sparseness of Chinese characters, the performance on handling OOV is even worse. 70%

characters and 30% radicals will be the best balance, while alleviating the OOV problem.

5.2 Ablation Study

Here I will analyze the performance of the glyph feature extracted by the vision transformer

on the final embedding. I will compare the performance of embedding without glyph feature and
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Table 5.2: Comparison of translation performance (BLEU, Unigram F1).

Conversion ratio ViT BLEU Unigram F1

0%
With 29.79 66.13

W/O 28.82 65.43

30%
With 30.14 66.92

W/O 24.43 63.75

60%
With 29.23 66.37

W/O 23.96 63.13

100%
With 29.19 66.22

W/O 23.89 63.17

embedding with glyph feature on machine translation tasks.

In order to reflect the impact of whether to use glyph feature on the performance of embed-

ding, I use exactly the same settings as in previous experiments in machine translation, including

the parameters of the transformer used for training and the hyper-parameters during training. In

addition, the training set and test set are also consistent.

I show the results of embedding with 4 different ratios in Table 5.2 and compare them with

the results of embedding combined with glyph feature vectors. In the Table, With represents the

case that ViT is used to extract glyph feature, and W/O indicates that ViT is not applied.

Based on these results, I can evaluate the effectiveness of vision transformer for complement-

ing the missing information when converting characters to radicals. Among results without using

vision transformer, the score of BLEU and F1 are continuously decreasing while the conversion

ratio keeps increasing. Converting more Chinese characters leads to more missing information.

For example, after converting all characters to radicals, “这个目标必须是最小的稳定性,而不

是胜利.这似乎还是可以实现的.” (Meaning: The goal must be minimal stability, not victory.

This still seems achievable) becomes “辶人目木丶彡日曰小白禾宀忄,而一日月禾. 辶亻丿
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辶日口人宀王白.”. It is difficult to recognize the original Chinese characters and understand

the meaning of the sentence, which leads to a decrease in the embedding effect. However, after

combining embedding with glyph feature vectors, the score of BLEU and F1 is significantly im-

proved, and it can be seen that the missing information can be complemented by glyph features of

Chinese characters. For example, I can obtain the left half information of the Chinese character

“列” by using glyph feature, which is lost during converting from the original Chinese character

“列” to “刂”. Except for the case of retaining all Chinese characters, there is a big difference

between using glyph feature and not using glyph feature. The biggest difference occurs at 100%,

BLEU increases from 23.89 to 29.19, and the score of F1 increases from 63.17 to 66.22.

When all Chinese characters are retained, the use of glyph features can also effectively im-

prove the translation performance. Although the improvement is not so obvious compared with

the performance of converting Chinese characters into radicals, it can still be seen that the glyph

feature retains another part of the information in the Chinese word. The glyph feature extracted

by the vision transformer model not only complement the information loss when converting to

radicals, but also extract the information of words in the character sense.

5.3 Shortcomings

Here I will discuss some shortcomings in the study, including deficiencies in embedding

training, deficiencies in evaluation, and possible solutions to these problems.

5.3.1 Sub-word Embedding

In practice, I only use the Skip-gram model to train Chinese text to obtain word embedding.

When using the Skip-gram model, sub-word with a frequency below 5 will be ignored, and this

setting should be related to the actual situation of the text. Inappropriate settings may have a

negative impact on the trained sub-word embedding.

BERT, as the most widely used pre-training language model at present, has not been selected

for training sub-word embedding in this study due to its high requirements for text and hardware.

In order to further improve the performance of embedding in tasks such as machine translation, I

recommend using BERT and other pre-training language model to train the sub-word embedding.
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5.3.2 Evaluation Tasks

In the evaluation, only the embedding according to four conversion ratios are used for com-

parison. Due to the long evaluation period, I have not been able to compare the performance of

embedding combined with glyph feature vectors in more cases in more detail, and the results ob-

tained only represent the optimal solutions in these four cases. I believe that by dividing by 10%

and experimenting, more comprehensive results can be achieved.

In addition to machine translation, other NLP tasks can be used to evaluate my embedding,

such as text generation, text classification, sentiment analysis, etc. Particularly, more diverse

evaluation metrics should be applied to the evaluation tasks for a more comprehensive evaluation

of my proposed method.
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Chapter 6

Conclusion

6.1 Summary

In this study, I propose a new method for processing Chinese text, and a method of using

vision transformer to extract Chinese character glyph feature through transfer learning. Glyph

feature vectors are combined with embedding to improve the performance in downstream task.

Using glyph features of Chinese characters, I transform Chinese characters into corresponding

radicals, alleviating the sparsity problem of Chinese and the OOV problem when processing.

Moreover, after I converted Chinese characters into radicals according to four different conversion

ratios, I compared the embedding performance and the number of OOV words with each other. My

experiments show that converting Chinese characters into radicals can indeed reduce the number

of OOV words when processing Chinese text, and using the vision transformer to extract glyph

features and combine embedding with it can improve the sub-word embedding performance.

The main contributions of this paper are as follows:

1. I propose a new approach to Chinese processing, which converts Chinese characters in text

into their corresponding radicals. Based on the converted text, I use BPE algorithm to gener-

ate sub-word. Compared with Chinese characters, there are fewer kinds of radicals, so as to

alleviate the sparsity problem of Chinese characters and reduce the number of OOV words

that may be encountered when processing.

2. A method of applying the vision transformer as an autoencoder to the glyph feature extrac-

tion of Chinese characters is proposed. The vision transformer pre-trained in the Chinese
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character image reconstruction task is introduced into the extraction of glyph features using

transfer learning.

3. I propose a novel approach to combine character sub-word embedding with glyph feature

vectors. Compared with the previous ones, the combined embedding are more effective in

machine translation tasks.

4. I have shown that converting Chinese characters into radicals according to a low ratio can

greatly reduce the number of OOV words while improving the performance of sub-word

embedding.

6.2 Future Work

In the experiment, I only used the Word2Vec model to train the sub-word embedding, while

pre-training models such as BERT are currently more general methods. Therefore, I will add the

BERT model for sub-word embedding in future experiments. At the same time, in this study, the

embedding performance of four different conversion ratio were used for comparison, but there

are still more cases that have not been included. I will continue to experiment with other con-

version ratios and compare the results. Finally, in order to obtain more comprehensive results, in

addition to machine translation, other tasks will also be added to the experiment to compare the

performance of different embedding.
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