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Chapter 1

Introduction

This chapter describes the background of this research, such as introducing some basic
concepts on Shodo (Japanese calligraphy) and research motivation. Also, a description of
the key idea for the visualization of the Shodo correction by machine learning approach is
included. Finally, some contributions of this research are listed.

1.1 Background

This section describes the Shodo concept, instruction process, and research motivation for
this research.

1.1.1 Terminology: What is Shodo?

Japanese calligraphy (£, shodo) also called shiiji (35 ) is a form of calligraphy, or artistic
writing, of the Japanese language. For a long time, the most esteemed calligrapher in Japan
had been Wang Xizhi, a Chinese calligrapher from the 4th century, but after the invention of
Hiragana and Katakana, the Japanese unique syllabaries, the distinctive Japanese writing
system developed and calligraphers produced styles intrinsic to Japan. The term shodo (&
i8, 'way of writing") is of Chinese origin as it is widely used to describe the art of Chinese
calligraphy during the medieval Tang dynasty [1]. Here is a quote from an explanation
of calligraphy in a guidebook for beginners to experience calligraphy written by the Japan
Calligraphy Education Foundation, a major calligraphy organization [2]: "It is believed that
Chinese characters (kanji in Japanese) were introduced to Japan in the second half of the
4th century. At around the same time, shufa (Chinese calligraphy) was incorporated into
Japanese culture, and studying calligraphy became proof of one’s knowledge and education.
Japan established its own unique form of calligraphy by the 9th century. Even though
printing and information technology has developed significantly, handwriting is still highly
valued in modern-day Japan. It is incorporated into street signs, advertisements, restaurant
menus, nameplates, letters, certificates, school curricula, enrichment lessons, and art. Most
of these are written with ink brushes, not pens. Why do the Japanese value brush-writing
so much? One of the reasons is that people have always viewed those acquainted with
calligraphy as wise or educated. But perhaps the biggest reason is that the Japanese
recognize that handwriting can convey the writer’s emotions, feelings, and character. The
popularity of handwriting-style fonts, emoticons, and emoji imply that the Japanese find it



difficult to express one’s true feelings and emotions with printed words. In this sense, one
of the greatest appeals of Japanese culture is that calligraphy and handwriting are deeply
rooted in its society and in the people’s daily lives."

1.1.2 Instruction Process in Shodo

Although the instruction process in Shodo differs depending on &{k/EFIR/ZA, there is a
representative training flow to learn Shodo: (1) Observation of the model: In this step,
the student observes and learns basic calligraphy techniques and strokes by looking at a
model of proper calligraphy; (2) Writing actually on the paper; The student then practices
writing on paper using the techniques and strokes learned in the previous step. (3) Receiving
feedback and correction from the instructor: The student receives feedback and correction
on their writing from the instructor to improve their techniques and strokes. (4) Repeating
steps 1 to 3: The student repeats these steps multiple times to practice and improve their
calligraphy skills.

/-——D 2. Writing on paper —

1. Observation of the model 3. Receiving feedback
\4. Repeating the process/

Figure 1.1: Basic practice process of Shodo: Repeat the process of observing a model, actually
writing with a brush, and receiving corrections from the teacher to recognize areas for correction.

1.1.3 Research Motivation

The idea to automate calligraphy corrections came from the observation that corrections
often follow certain patterns, both subjectively and objectively. The motivation for this
automation originated from the author’s experience learning calligraphy from two masters
over the course of eight years. During this time, the author noticed typical patterns in the
feedback given on submitted writing homework, particularly regarding common elements
in kanji characters. This led the author to think that it might be possible to program
a system to automate at least some of the correction processes, even if it could not fully
replace the current process of human correction. This automation aims to capture the
essence of the correction process and apply it more objectively. Basic stroke (FEZf[H)
shown in fig.1.2 refers to the basic way of drawing Japanese characters in calligraphy. Basic
stroke includes brush strokes and dot combinations. Basic stroke is the most fundamental
aspect of learning calligraphy and is essential for learning how to write Chinese characters.
In addition, mastering basic strokes lays the foundation for creating works of art using
calligraphy. In the sense that all characters are made up of combinations and applications
of basic strokes, it can be said that basic strokes are objective patterns unique to calligraphy.

1.2 Proposal of This Research

This section describes the research question (how I connect my motivation for Shodo correc-
tion automation to the research), the expected result, and the key idea for the visualization



of the Shodo correction by machine learning approach.

Research Question

I am interested in exploring the feasibility of using a machine learning-based auto-correction
system to replace the traditional one-on-one correction process typically used in Japanese
calligraphy instruction. Specifically, I want to determine whether the system can accurately
and effectively identify and visualize corrections in the learner’s Shodo handwriting and to
what extent it can replace the existing heuristic correction process from the perspective of
both accuracy (both individual classification and overall proportion) and visibility (glance-
easiness) as perceived by the learners. I am also interested in understanding how well
the system performs compared to human instructors in providing feedback and guidance
to learners and whether it can help learners improve their Shodo handwriting skills more
efficiently and effectively.

Key idea for visualization of the shodo correction: machine learning approach

The technical challenge in this study is the incorporation of fonts as a dataset for a machine
learning-based auto-correction system that can identify and visualize specific corrections
in the input Shodo image provided by the learner. The system uses machine learning
algorithms to analyze positive and negative examples of font data to determine the correct
and incorrect parts of the learner’s input image of their writing work. The goal is to provide
the learner with visual feedback on their writing, highlighting areas where they may need to
improve their technique to produce more accurate and visually pleasing Shodo handwriting.

1.3 Contributions

The main contributions of this study are the following two:

(1) Evaluation of kaisho fonts with various perspectives

Two surveys were conducted to evaluate 99 kaisho fonts with 40 participants, including 26
Dan-holders. Among the 99 fonts, 27 selected fonts are evaluated with multiple perspec-
tives by ten Dan-holders. Although this study only applied the evaluation result of the top
four and bottom four fonts as positive/negative examples, there are unused insights from
the survey result that would be utilized in other research such as computer science (e.g.,
kaisho font-based machine learning approach including generation/classification of the char-
acter), education (e.g., Utilization of fonts data as a model in Shodo learning), and digital
humanities (e.g., This study: Auto-correction in Shodo.)

(2) Development a Proof-of-concept prototype of Shodo auto correction

An automatic correction system was constructed to visualize areas where learners should
practice more by machine learning using positive and negative example fonts carefully se-
lected through two font questionnaires as teacher data. The stroke classification model and
the balance judgment model achieved a high accuracy of 94% and 98%, respectively, in
classifying positive and negative examples. The basis for the classification was visualized in
a form understandable to humans.
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Chapter 2

Related Work

There are related works on Calligraphy (including Shodo) learning support systems such
as evaluation by computer, learning mobile/VR interfaces, development of haptic feedback
devices, and so on. This section describes related works divided into several categories.

2.1 Generation and Representation of Character

Berio et al. devised a technique for automatically breaking up a font’s glyphs into a collec-
tion of overlapping and intersecting strokes, which can then be used to generate variations,
stylizations, and animations in various artistic or design-focused styles [3]. Seah et al. pro-
posed a modeling and representation method for brushstroke and animation based on disk
B-spline curves (DBSC) [4]. Lin et al. present an autonomous robotic writing system for
Chinese calligraphy that is enabled by the proposed automatic stroke matching and gener-
ation mechanisms, allowing the robot to effectively learn to write any Chinese character in
a style that is sampled by a small number of handwritten Chinese characters with a specific
target writing style [5].

2.2 Auto Evaluation of character

Fang et al. proposed a design of the Qi Gong calligraphy learning system with a computer
by simulating the actual writing process stroke by stroke, including the construction of a
Qi font vector library with 3755 characters, decomposition of the character by corner detec-
tion algorithm, and evaluation of the stroke through graphical user interface [6]. Sun et al.
proposed a number of aesthetic feature representations and fed them into Artificial Neural
Networks [7]. Moreover, a Chinese Handwriting Aesthetic Evaluation Database (CHAED)
is also built with 1000 Chinese handwriting images. Experimental results demonstrate that
the proposed Al system with its original database for the aesthetic evaluation of Chinese
calligraphy provides a comparable performance with human evaluation. Xu et al. use an
area-based evaluation approach to automatically grade the visual appearance of calligraphic
writing, where the grading result of our method closely resembles human aesthetic opinions.
They also treat stroke decomposition and grading visualization through the implementation
[8]. Wang et al. developed a stroke-by-stroke calligraphy evaluation system with area-based
scoring using a vector data structure, and a skeleton-based reference [9]. It is faster and
more versatile than the raster format evaluation that was mainstream in previous research.



Since the input is assumed to be on an electronic tablet, the evaluation of non-digital callig-
raphy is omitted. In the process of developing a PC-based system to support the practice of
brush copying evaluation methods, Miyaji et al. surveyed and reviewed instructional books
and manuals on brush copying and organized the evaluation items (brush stroke usage, let-
ter shapes, letter arrangement, etc.) [10]. Han et al. suggested an interactive calligraphic
grading system that employs fuzzy inference and image processing to assess the quality
of written characters with advice for improvement, allowing users to study and practice
Chinese calligraphy at home [11]. However, the system feedback is not visualized so users
can’t figure out the correction point intuitively. Nobe et al. proposed a method for the
aesthetic evaluation of characters in distance education using penmanship and calligraphy
[12]. In actual correction, evaluation is not conducted by focusing only on the general char-
acteristics of the characters but also on the individual dots that make up the characters. In
this study, they created character evaluation data for each character type and developed a
program that can also evaluate the details of individual characters. Shin et al. proposed
a pen-tablet-based calligraphy system for the oriental brush writing with the sensory cal-
ligraphy method, so-called Yongzi-Bafa in Chinese, Yongza-Palbop in Korean, Eiji-Happo
in Japanese [13]. The system compares each stroke’s feature point to the reference data,
which includes 13 feature points from one character’s Chinese name, Young. The system
then provides the user with the analysis and comparison of model and input data. Since
the system only covers "Young' ("7K") characters, the system lacks flexibility in practice.

2.3 Visualization of Correction

Bando et al. and Nishioka et al. have developed an application that performs simple
corrections on a smartphone by superimposing the input work, and the model image [14, 15].
Also, the process of extracting Chinese character strokes requires correcting any errors, and
visualization and adaptive correction methods were proposed to facilitate this process [16].
These methods visualize the extracted strokes using color, brightness, saturation, and the
degree to facilitate manual human correction of errors. Also, a method for visualizing the
results of matching Chinese character strokes using a multi-level hierarchy based on features
and information is proposed [17]. The hierarchy includes colors, symbols, and numbers and
effectively simplifies the process, and improves efficiency. The mind calligraphy system is
an interactive calligraphy tool that visualizes the writer’'s emotions in real-time through
animations and color palettes [18]. It uses brain wave data to classify the writer’s emotions
into four categories. It has been shown to increase the writer’s interest in calligraphy, help
them understand the connection between calligraphy and emotions, and provide a new and
interactive experience of calligraphy.

2.4 Other HCI research on Shodo

"Spring-Pen" is a research paper that describes a system for reproducing the softness of
materials using 3D printing. The system utilizes a 3D printer that can print a spring-
like structure in addition to solid objects. By adjusting the shape and stiffness of the
spring, the researchers were able to create objects with a wide range of softness, from hard
to soft. The system could reproduce the softness of various materials, including silicone



rubber and foam, with good accuracy. The authors suggest that this technology could be
used to create custom-designed soft objects for a range of applications, such as robotics
and haptic interfaces [19, 20]. Muranaka et al. describe the development and evaluation
of a calligraphy learning system using virtual reality (VR) technology [21]. Conventional
tablet-type pens do not provide a sense of writing pressure. Therefore, they developed a
pressure pen input device that closely resembles the sensation of writing pressure. They also
developed an automatic animation generation process using 3D computer graphics. Using
this animation, practitioners can experience the subtle writing quality of calligraphy as seen
through the eyes of a calligraphy teacher. Yang et al. simplified the generation of writing
trajectories to an optimization problem that considers only the width of the stroke as a
function of its height (z-axis) [22]. Based on the skeleton extracted from each stroke, the
width at each sampling point is solved and converted to a smooth trajectory using dynamic
programming and a Gaussian process model. In this way, the robot can learn to write any
Kanji character directly from the image input within half a minute. Brozkova attempted
to comprehensively discover where computers could be beneficial in personal instruction
of calligraphy from an HCI perspective [23]. Specifically, they found the most suitable
human-computer interaction device for computerized calligraphy and created a tutoring
program using the device. Shichinohe et al. introduced an augmented calligraphy system
that aims to support the self-learning process of calligraphy learners through feedback [24].
Body posture is a very important factor in writing well. However, it is difficult to maintain
correct posture without an assistant. Therefore, they developed a system that monitors the
learner’s posture with a web camera and notifies the learner when the posture becomes poor.
Hira et al. proposed a writing system using a pen-type haptic device that enables human-
computer interaction through touch operation and forces feedback of the pen to realize a
virtual writing system [25]. In this system, a reaction force is applied to the virtual paper,
and the handwriting was recorded according to the position and pressure of the pen tip
during virtual writing. Suzuki et al. proposed a virtual calligraphy brush model for haptic
devices that takes into account the brush’s ground contact area, compression force, and
friction force to enable realistic drawing with haptic devices [26]. The implemented VR
calligraphy system was evaluated through experiments, showing that the proposed model
can realize a realistic sensation of calligraphy. Li et al. proposed a system that can imitate
a specified Kanji character with a virtual brush according to the movement and strength of
the user’s finger that touches the cell phone screen [27]. In this case, a calligraphy imitation
system based on the virtual brush and scale-invariant feature transform is used to learn a
feature library of many kanji characters. Experimental results show that the system can
accurately imitate Chinese characters and efficiently match accurate images. A method of
controlling brush grasping and stroke movement in calligraphy using a multi-fingered hand
robot is proposed by Tsutsumi et al [28]. The proposed system realized a brush’s grasping
and stroke control, although the quality of the beginning and ending strokes remained a
problem. Shimada et al. proposed a virtual calligraphy system drawable with a Chinese
brush that users can write directly on the screen with a brush that has a built-in 3D
position sensor and experience virtual calligraphy under a working environment that is
almost identical to that of real-world calligraphy, including an actual brush, virtual half-
paper, and inkstone [29]. The system is calibrated to generate handwriting exactly where
the brush strokes touch and the handwriting is generated based on actual measurements of



the strokes made with the real brush strokes. The system also monitors the spatial behavior
of the brush strokes and expresses visual effects such as ink drips and splashes. 1/O Brush
is a drawing tool designed for young children to explore the colors, textures, and movements
of everyday materials [30]. It looks like a regular paintbrush but has a camera and sensors
inside that allow it to pick up and draw with the colors and textures of the materials it
touches.

2.5 Position of This Study

A summary of the related studies mentioned above yields the following findings. (1) few
studies deal with real calligraphy: Many studies on calligraphy use tablet devices for input,
and there are few studies that evaluate actual calligraphy works using actual brushes and
paper. (2) Visualization is rough: Although there are studies on correcting real calligraphy,
they are limited to simple corrections, such as overlapping input images with an example
image, and cannot be said to visualize actual corrections. (3) Rule-based Evaluation with
low applicability: Many existing evaluations of calligraphy are rule-based. However, char-
acters are diverse, and few visualize evaluations with large-scale data. In other words, no
research in Japan or China uses machine learning-based large-scale data, corresponds to real
calligraphy, and visualizes the evaluation of calligraphy. The correction system proposed
in this study does not assume tablet-based input but rather supports image-based input,
making it applicable to real-world calligraphy.



Chapter 3

System Design

System
— bgﬁ — m —
Stroke Segmentation: Binary classifier: Visualization results: :
Break down input determine if the input stroke is Visualize the basis for judging the :
characters into stroke units. good or poor as calligraphy stroke. input as good/bad and visually show :
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input characters to determine if the input skeleton is input as good/bad and visually show :
evaluate balance. good or poor as calligraphy balance. the learner where to correct. :
Feedback:

return correction results (classification + classification basis visualization) to the learner

Figure 3.1: Overview of system design with ML approach for classification and visualization: The
system corrects calligraphy in terms of stroke units and overall balance. A) For stroke correction:
1) input an image of calligraphy; 2) segment the input image into stroke units; 3) have the input
strokes evaluated by a binary classifier that distinguishes between good and bad strokes; 4) visualize
the features that the classification results are based on; 5) feedback the results to the user. B)
For whole balance correction: 1) input an image of calligraphy; 2) preprocess the input image and
extract a skeleton representation; 3) use the binary classifier to determine the quality of the input
strokes; 4) visualize the feature values that the classification result is based on; 5) feedback the
results to the user.

OCNN image in the figure: https://towardsdatascience.com/understanding-input-and-output-shapes-in-
convolution-network-keras-f143923d56¢ca, accessed on 2022.12.25



3.1 Factorization of Shodo correction: perspectives and method

When we break Shodo correction down into its constituent parts, there are two main factors:
(1) individual quality of basic stroke and (2) overall proportion as an entire character.
Accordingly, these two perspectives are important for reproducing the correction process.
On the other hand, the correction in Shodo describes the good part (which means keep
on going in the next practice) and the bad part (which means try to modify in the next
practice) for each character. Accordingly, it’s natural for visualization of the correction to
show the actual good/bad parts of the character.

3.2 Overview of system design

Therefore, the correction system aims to feedback visualization results of the good/bad part
in the input character for these two perspectives: individual strokes and overall proportion.
To visualize, this study created a classification model of good and bad players by CNN and
visualized the basis for the classification as shown in fig.3.1.

3.3 Classification design

'In this research, a machine learning approach, rather than a rule-based approach, is adopted
to classify the input characters as good or bad for the following three reasons: 1) ML-
compatibility in terms of data volume: There is a large amount of font data available
for machine learning as training data (e.g. In Japanese, a single font typically includes
about 7600 characters, though this may vary depending on the font!). 2) ML-compatibility
in terms of pattern recognition: There are typical patterns that emerge when human in-
structors correct Shodo (e.g. There are common components for Shodo known as 'Kihon
Tenkaku,” which means basic strokes. These strokes are commonly found in a lot of char-
acters with typical correction patterns.). 3) Rule-based-incompatibility: Correction is a
subjective process (two people’s corrections often differ to some extent, even if they both
have an instructor license in Shodo), so it is difficult to define a rules-based algorithm."

3.4 Visualization design

Numerous visualization techniques can be employed to gain insight into the decision-making
processes of machine learning models. Some common examples include:

o Activation maps: These visualizations highlight the most influential features for mak-
ing a prediction by displaying the activations of neurons in different layers of the
model.

o Saliency maps: These visualizations depict the regions of the input that are most
consequential for making a prediction by emphasizing pixels with a high impact on
the model’s output.

o Feature maps: These visualizations illustrate the features learned by different model
layers, providing insight into what the model is looking for when making a prediction.

Thttps://www.dynacw.co.jp/support/support_faq_detail.aspx?qid=377, accessed on 17th, Nov
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» Layer-wise relevance propagation (LRP): This technique breaks down the prediction
of a model into the contributions of individual neurons, enabling users to understand
how the model utilizes various features in its prediction.

In comparison to these other techniques, Grad-CAM has several notable advantages. It is
easy to implement and provides clear, interpretable visualizations that facilitate an under-
standing of the model’s decision-making process. Additionally, it is model-agnostic and can
be applied to a wide range of CNN architectures. Grad-CAM belongs to the category of
activation maps, which visualize the activations of neurons in different layers of a model
and highlight the most relevant features for making a prediction. Specifically, Grad-CAM
generates a heatmap by utilizing the activations of neurons in the final convolutional layer of
a CNN to show the regions of the input that are most pertinent to the prediction. Saliency
maps, feature maps, and LRP are all distinct visualization techniques that can be used to
gain insight into the workings of machine learning models. Saliency maps highlight pixels
in the input that significantly impacts the model’s output, while feature maps display the
features learned by different model layers. LRP decomposes a model’s prediction into the
contributions of individual neurons, enabling users to understand how the model utilizes
various features in its prediction. "The two essential steps for visualizing correction are:
1) having the classifier determine whether the input image of written Shodo is of positive
(well-written) or negative not (well-written) quality and 2) visualizing the basis for this
judgment. It is crucial that these two approaches are applied to both individual strokes and

n

the overall proportion of the character.
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Chapter 4

Font survey for data construction

This chapter describes how the author collected, selected, and preprocessed the font as
training data to make ML-model for classification.

4.1 Summary of the selection

An automatic correction system necessitates classification to discern whether the input
character constitutes a positive or negative example. In this study, the author implemented
a machine learning approach rather than a rule-based approach for this classification, as
outlined in the "System Design" section. Two surveys were conducted: (1) the first survey
was administered to 30 participants, comprising individuals with and without familiarity
with Shodo, to identify potential training data candidates, and (2) the second survey was
conducted with a group of seasoned practitioners (ten people of Dan holders) to verify the
training data. As a result of these surveys, eight fonts (four positive example fonts and four
negative example fonts) were selected as the final training data for stroke-level classification.
Four fonts (two positive example fonts and two negative example fonts) were selected as
the final training data for stroke-level classification as shown in figd.9. The whole selection
process is shown in fig.4.1, and the 99 kaisho fonts surveyed were samples from a website[31]
that compiles Japanese fonts.

4.2 Adopted font style: kaisho (block style)

There are five basic styles commonly used in Japan for writing Kanji: They are tensho
(seal style), reisho (scribe’s style), and kaisho (block style) in chronological order, which
all appeared in China before the end of the fourth-century [32]. In this paper, our target
writing style is Kaisho, which looks closest to the original Chinese characters, and is easiest
to read. Kaisho is the first style most Shodo beginners usually learn and practice. The
target characters for use in training are the educational Kanji characters specified by the
Japanese Ministry of Education, Culture, Sports, Science, and Technology.
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[ First Round Selection for 99 kaisho fonts }

Screening:
Top and bottom 10 font rankings for each of the three groups:
inexperienced, experienced, and experienced Dan holders

[ Second Round Selection for 27 kaisho fonts ]

For storke-level classification For balance-level classification

Four fonts in total:
two fonts each for positive and negative examples

Eight fonts in total:
four fonts each for positive and negative examples

Figure 4.1: Overview of font survey process: Two surveys were conducted: (1) the first survey was
administered to 30 participants to identify potential training data candidates, and (2) the second
survey was conducted with a group of seasoned practitioners to confirm the training data.

4.3 First round selection: 27 fonts selected from 99 fonts

4.3.1 Selection attributes and perspectives

99 Kaisho fonts sample are collected from an online website called The Japanese Font library
for macOS and Windows [31]. For screening purposes, the first survey was conducted to
select Kaisho fonts which are used as positive and negative examples. Participants collected
from social media (e.g., Facebook and Twitter) were asked to answer the evaluation of 99
fonts at google forms online. The evaluation required a single five-level judgment for each
font, where the evaluation used a five-level Likert scale (1: Bad, 2: Slightly bad, 3: Normal,
4: Slightly good, and 5: Good) based on the question of "How much do you want to use the
designated font as the model when you practice Kaisho on the brush?".

The table 4.4 presents the description of the first font survey. The aim of the study is to
assess which fonts are suitable as positive and negative examples of kaisho fonts in brush
calligraphy. The methodology employed involved evaluating 99 block letter fonts according
to a five-point scale (ranging from poor to excellent). The evaluation criterion was whether
the font would be suitable as a model for brush calligraphy. The study period was from
August 7th to August 12th, 2022, spanning a total of six days. Recruitment for the study
was conducted via social media, using an online questionnaire administered through Google
Forms. There were 30 respondents, all of whom were Japanese. The age distribution of
the respondents included one person under ten years of age, two teenagers, ten people in
their twenties, three people in their thirties, seven people in their forties, four people in
their fifties, and three people who did not provide an answer. The degree distribution of the
respondents included 24 experienced individuals, 16 graded individuals, and six people who
were either inexperienced or had only learned in a class. The group affiliations of the re-
spondents included Japanese Characters, the Japanese Calligraphy Academy, the Japanese
Pen Calligraphy Research Association, the Tokyo Calligraphy Education Association, the
Japanese Art Academy, the Yomiuri Calligraphy Exhibition, Kumon, and the Independent
Calligraphy Group (previously).
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Table 4.1: Description of first font survey

Step Description

Purpose Investigate suitable fonts as positive and negative examples of kaisho fonts
in brush calligraphy

Method Evaluation of 99 block letter fonts in 5 grades (5 grades = poor, slightly

poor, normal, slightly good, good)

Evaluation criteria

practice calligraphy?"

"Would you like to use this font as a model for brush calligraphy when you

Period 2022/08/07 - 2022/08/12 (6 days)

Recruitment SNS (online questionnaire via Google Forms)
Respondents 30 people (all Japanese)

Recruitment SNS (online questionnaire through Google Forms)

Age distribution

Under 10 years old: 1 person / Teens: 2 people / 20s: 10 people / 30s: 3
people / 40s: 7 people / 50s: 4 people / No answer: 3 people

Degree distribution

class: 6 people

Experienced: 24 people, Graded: 16 people, Unexperienced / Learned in

Associations

HAET /| HAREESE | AR HETFIIRR [ faEEdFm Rz [ HAE
=ht ) FinEEE [ (DA / IHSEAE

4.3.2 Result

The result is shown in the fig.4.2 to fig.4.7. Many fonts, both positive and negative examples,

were ranked in duplicate by all three respondent groups. However, some fonts were ranked

by only one respondent group (e.g., positive example #7 Arphic Kaisho Medium within the

16 Dan-holders respondent group ranking).
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Figure 4.2: Positive example candidates ranking for 30 respondents (ascending-order)
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Table 4.2: Candidate fonts of positive example: Fonts ranked in the top 10 in at least one of
the three attribute groups (all respondents (including inexperienced respondents), experienced
respondents, and only experienced respondents) in the first font survey.

Motoya Sei Kaisho 3
Motoya Shin Kaisho 3
JTC Namiki Tokubuto Kaisho
Motoya Shin Kaisho 5
ArisawaFutoKaisho
SBTH-GFKaisho-E
Arphic Kaisho Medium
Shinsei Kaisho CBSK1
DFPKaiSho-Md
A-OTF

DFPKaiSho-B
DFPKaiSho-SB

English | Original Japanese
GrecoB | 7L a2—B
Motoya regular Block Style 5 | & b Y IE#E 5
Greco DB | 7L 22— DB

T MY EMHEE3
EMVHHEES
JTC F 3 FREAMEE
E M YHHEES
BEAME

H AR A 5
AR #EFEAR M
HrEMEE CBSK1
DFP HfEEAK

R A =

DFP AfsEA
DFP HkfsEA

Table 4.3: Candidate fonts of negative example: Fonts ranked in the bottom 10 in at least one
of the three attribute groups (all respondents (including inexperienced respondents), experienced
respondents, and only experienced respondents) in the first font survey.

English

Original Japanese

Soei Futo Kaisho 11*
DFPGanKaiSho W7
DFPGanKaiSho W9

DFKKaiShoA Std W5
DFPGanKaiSho W5
HGGyokoku

DFKKaiShoB Std W5
DFPDanKaiSho-W5
HGHakushuGokubutoKaishotai
DFP Shinsotai*

Soei kaisho 4*

DF Kyo Sui Japanese W3

B RAEEIR 11

DFP EiEE W7

DFP EtEEH W9

DFP #HFEREER A W5
DFP Bit&EE W5

HG 174

DFP #EFREEIK B W5
DFP #t&EH W5

HG BN SR
DFP ¥Rk
RltEE AR 4

DF #57K std W3
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Figure 4.3: Positive example candidates ranking for 24 experienced respondents (ascending-order)

4.4 Second round selection: 8 fonts selected from 27 fonts

4.4.1 Selection attributes and perspectives

After the screening in the first round survey, the second round survey was conducted to
evaluate 27 fonts more precisely. All participants are Dan holders collected from social
media (e.g., Facebook and Twitter) and the contact list of the author asked to answer the
evaluation of 27 fonts at google forms online. The evaluation required the judgment for each
font, where the evaluation used a five-level Likert scale (1: Bad, 2: Slightly bad, 3: Normal,
4: Slightly good, and 5: Good) based on the seven perspectives (1: General impression, 2:
brush-stokes for handling a brush, 3: Shape of the character, 4: Balance of the character, 5:
Momentum, 6: Dynamism, 7: Stretched), where the 2-7th perspectives are evidenced from
the Paper Scoring Criterion — referenced Fvaluation from Criticism for Calligraphy Works
by Miyaji et. al [10].

Objective: To evaluate 27 standard fonts from 7 perspectives on a 5-point scale to
determine desirable fonts for brush calligraphy Means: Each font will be evaluated using
the following criteria: stroke usage/strokes, character shape, balance, momentum, strength,
stretch, and overall evaluation on a scale ranging from poor to good Period: August 23,
2022, to September 16, 2022 Recruitment: Participants will be recruited via email and social
media Survey method: An online survey will be conducted using Google Forms Respondents:
10 Dan-holders including previous round respondents Age distribution: 40s (6 people), 50s
(2 people), 60s (1 person), 70s (1 person) Distribution of ranks: 1st dan (1 person), 3rd dan
(1 person), provisional 3rd dan (1 person), 4th dan (1 person), 5th dan (1 person), 7th dan
(1 person), 8th dan or higher (4 people) Associations : HAE 7, HAFH, HEHER.
HAF BB, Bett
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Figure 4.4: Positive example candidates ranking for 16 Dan-holders (ascending-order)

4.4.2 Result

As a result of second-round surveys, eight fonts (four positive exemplars and four negative
exemplars) were selected as the final training data for stroke-level classification, and four
fonts (two positive exemplars and two negative exemplars) were selected as the final training
data for stroke-level classification, as depicted in fig4.9.

Training fonts for stroke-level classification

Greco B (#4), MotoyaSeikaiStd-W5 (#10), Greco DB (#3), and JTC Namiki Tokubuto
Kaisho (#4) were selected as the positive example fonts for the stroke classification model
(top three in Overall evaluation ranking and top three in Six perspectives ranking). The
four selected fonts are (the top three in the Overall evaluation ranking and the top three in
the Six perspectives ranking). Four fonts were selected as negative example fonts: DF Kyo
Sui Japanese W3 (#23), DFP Shinsotai (#21), HGHakushuGokubutoKaishotai (#25), and
DFPDanKaiSho-W5 (#22) (the bottom three in the Overall evaluation ranking and the
bottom three in the Six perspectives ranking).

Training fonts for balance-level classification

Greco B (#4) and MotoyaSeikaiStd-W5 (#10) were selected as the positive example fonts
for the balanced classification model (top two in the Balance ranking). DF Kyo Sui Japanese
W3 (#23) and HHakushuGokubutoKaishotai (#25) were selected as negative example fonts
(the bottom two in the Balance ranking).

Distribution of ratings for each perspective

The distribution of ratings for each perspective was investigated. In the fig.4.11, the vertical
axis represents the mean value of the responses of all evaluators for font evaluation (5
grades = 1: poor, 2: slightly poor, 3: normal, 4: slightly good, 5: good). Referring to the
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Figure 4.5: Negative example candidates ranking for 30 respondents (descending-order)

interquartile range, it can be seen that, in general, stroke and brushwork, character shapes,
and balance, which belong to Skills, have a wide range of evaluations and are prone to be
evaluated differently depending on the font. Among them, stroke and brushwork had the
greatest variance. On the other hand, momentum, strength, and stretch, which belong to
spirituality, are relatively less variable in their evaluations. Among them, stretch had the
smallest variance.

Weights of rating for six perspectives

The rating weights for six perspectives were investigated to determine how much evaluators
prioritize each perspective when evaluating fonts. In fig.4.12, the vertical axis represents the
evaluation value, with 1 being "not prioritized" and 5 being "prioritized." Referring to the
interquartile range, there is a tendency for stroke and brushwork, and character shapes to be
the most prioritized, followed by balance. The three perspectives of spirituality, momentum,
strength, and stretch tend to be less prioritized than the three perspectives of skills, stroke
and brushwork, character shapes, and balance.

Weights of the parts in the example sentence

The importance of each part of the sample sentence presented for font evaluation was
investigated. In the fig.4.13, the vertical axis is the evaluation value with "not considered"
as 1 and 'considered" as 5. The character '7K' written in large letters on the left was
overwhelmingly considered the most important, with an average value exceeding 4.5. Next,
the sample sentence at the top right was given the second highest priority, with an average
value of 3.5. It can be seen that the smallest Japanese sample sentence and capital /lowercase
alphabet were almost not considered.
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Figure 4.6: Negative example candidates ranking for 24 experienced respondents (descending-
order)

Correlation of six perspectives and overall rating

The fig.4.14 represents the correlation of scores: 6-Perspective Total - Overall Rating. It
can be seen that there is a correlation between the total score of 6 perspectives and the
overall rating. The fig.4.15 also represents the correlation of rankings: 6-Perspective Total
- Overall Rating. It can be seen that there is a correlation between the rank of the total
score of the 6 perspectives and the rank of the overall rating. What can be inferred from
these two figures is that the evaluation based on the six perspectives divided into objective
elements is interesting in that it is linked to the overall evaluation, which includes subjective
elements.

Correlation of six perspectives and balance rating

The fig.4.16 represents the correlation of scores: 6-perspective total - balance. It can be
seen that there is a correlation between the total score of 6 perspectives and the balance
rating. The fig.4.17 also represents the correlation of rankings: 6-perspective total - balance
rating. It can be seen that there is a correlation between the ranking of the total score of
the 6 perspectives and the balance ranking. What can be inferred from these two figures is
that the evaluation of 6 points with various evaluation elements is interesting in that it is
linked to the evaluation of a single point called balance. In other words, it can be said that
fonts that are more likely to receive high evaluations often have excellent balance.

19



MDFP Hit§® W9 DFPGanKaiSho W9

MDF#ik Std W3 DF Kyo Sui Japanese W 3 S 2 >
H r o RN I AN S % P o ~ &chL\'iﬂﬂ‘ﬁkﬁimﬁﬂk
99 > 94 FECHENTFENT IS A0S LI LHES OB IR &
7]& e ’ s EALc e bR R 7 ABCDEFGHUUKLMNOPQRSTUVWXYZ@&(™)!?
ase " abcdefghijklmnopqrstuvwxyz.1234567890

MAIEAHEES 11 Soei Futo Kaisho 11*

WDFP E##& W7 DFPGanKaiSho W7

- S i1 s 2 HELLVHANALFLONAL
98 x é(iQ%fg;n‘ﬂ?;(§fﬁm‘ﬁ%2ﬂr’; 93 7K FECHENIFENTICAOE CRP I LHNECOFBACHMIT &
2

ABCDEFGH | JKLMNOPARSTUVWXYZEk (") 17

ABCDEFGHIJKLMNOPQRSTUVWXYZ@&(")!?

abedetghi jklmneparstuvwxyz. 1234567890 abedefghijkimnopqrstuvwxyz.1234667890
MDFP BRBWS DEPERREEIoE HDFP WASR(KB W5 DFKKEISHoB St WS )
« BEODLLWHAZEAADOHNE X LS LV YERLOME
97 . . 92 BURHEMIRENTS Y IORRRECPENEIOESRCMI &
FvemeMu Y S s Ao ckeraMEcoF s R MY & 7 . -
7 : ABCDEFGHIJKLMNOPQRSTUVWXYZ@&( )12
ABCDEFGHIJKLMNOPQRSTUVWXYZ@&( )17

abedefghijklmnopqrstuvwxyz.1234567890

abcdefghijkimnoparstuvwxyz./ 23¢567890

mAIEEEE 4 Soel Kaisho 4%

MDFP Et& W5 DFPGanKaiSho W5

S HELLOHASAAT oML s HEtbLuELr LEFYLYOEHE

ABCDEFGH | JKLMNOPQRSTUVWXYZ@& (") 1?7

i ‘= s N g < - FUPCHENIFENF SIS A0 CRLHrLHNECDAZR LMY &
96 ,K EUCHAMUETHTI ST 0P LR AL ESRCMY & 91 7K ABCDEFGHUIKLMNOPQRETUVWRYZO8(1?

abcdefghi jkimnoparstuvwxyz. 1234567890
WDFP #iR#k DFP Shinsotai*

abcdefghijklmnopqrstuvwxyz,1234567890

WDFP EHEHEEHA W5 DFKKaiShoA Std W5

>, HESLVHANERFEDHE S HELLLWHAEERZONE

95 7j< ABCDE LM

)PQ RSTUVWXYZ@&( )L
wvwxyz 1234567890

ABCDEFGHIJKLMNOPQRSTUVWXYZ@&(™ )12
abedefghijklmnopqrstuvwxyz.1234567890

12 M1 & 90 7]( FULHEMY RENT IS TOBCROPGMECOFIRCMY &

Figure 4.7: Negative example candidates ranking for 16 Dan-holders (descending-order)

Table 4.4: Description of second font survey

Objective To evaluate 27 standard fonts from 7 perspectives on a 5-point scale to
determine desirable fonts for brush calligraphy
Method Each font will be evaluated using the following criteria: stroke us-

age/strokes, character shape, balance, momentum, strength, stretch, and
overall evaluation on a scale ranging from poor to good

Evaluation criteria

"l.  Stroke usage/stroke movement: the perspective of the stroke
size /stroke end/stroke beginning/stroke end/stroke; 2. Character shape:
size, grain, and overall character shape; 3. Balance: balance between
the character and space / whether the character is balanced or not; 4.
Momentum: Is the character vigorous?; 5. Strength: Is the character
bold/strong/sturdy?; 6: Spontaneity: Is it spontaneous / is the size ap-
propriate / is it written spontaneously?; 8. Overall evaluation: Overall
evaluation refers to a subjective judgment, such as "whether or not you
would like to use this font as a model for your own calligraphy."

Period 2022/08/23 - 2022/09/16 (24 days)

Recruitment SNS (online questionnaire via Google Forms)

Respondents 30 people (all Japanese)

Recruitment Email and SNS (online questionnaire through Google Forms)

Age distribution

40s (6 people), 50s (2 people), 60s (1 person), 70s (1 person)

Degree distribution

Experienced: 1st dan (1 person), 3rd dan (1 person), provisional 3rd dan
(1 person), 4th dan (1 person), 5th dan (1 person), 7th dan (1 person),
8th dan or higher (4 people)

Associations

HAE T, HAREGR, wEdas, HATEF R Bt
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Figure 4.8: Hierarchical Diagram of Evaluation Items for Calligraphy[33] (English translation
attached by the author): The evaluation required the judgment of fonts using a 5-point Likert
scale based on 7 perspectives. The Likert scale ranges from "Bad" to "Good," The perspectives
include general impression, brush strokes, character shape, balance, momentum, dynamism, and
stretched.
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WaTHmIEN REFME 6FHRSIIELN 6#mast NTVRIBM NTYZXRE

Font ID (#) English Font name Original Font Name = Overall evaluation ranking Overall evaluation Six perspectives ranking = Six perspectives total Balance ranking Balance evaluation
1 3.9
2 35
9 3.5
9 MotoyaSeikaistd-W3 NP ERS3 4 18.4 6 3.5
11 Motoyashinkaistd-w3 £ MRS 3 5 19.4 2 315
6 2 3.4
12 MotoyaShinkaistd-ws ENVHEES 7 19.9 2 3.3
15 ArisawaFutokaisho BEAKE 8 19.3 7 3.3
13 SBTH-GFKaisho-E BAHEARSE 9 18.5 14 3.2
14 Arphic Kaisho Medium ARBEE M 10 17.3 7 3.1
2 Shinsei Kaisho CBSK1 $TE#SBCBSK1 11 3.1 12 16.5 13 3.1
5 DFPKaisho-Md DFPehis &k 12 31 10 17.7 10 3
1 aotr AR 13 29 14 15.7 12 29
7 DFPKaisho-B DFPAHE Bk 14 2.9 13 16.4 15 2.7
6 DFPKaisho-sB DFP AR E & 15 2.7 15 15.3 10 2.5
27 soei Futo Kaisho 11 AIZEAREBEA1 16 21 16 15.2 16 22
19 prpGankaisho w7 DFPEERSBWT 17 2 18 14.1 19 22
20 prpcankaisho we DFPEERSEWO 18 2 19 14.1 16 21
16 DFKKaishoa Std W5 DFPEEREHSE{FA W5 19 1.9 21 11.2 23 2
18 brpGankaisho w5 DFPERSEBWS 20 1.9 20 13.7 18 2
24 ceyokoku HG7l 21 1.8 22 11.2 21 1.9
17 DFKKaishoB Std W5 DFPERIEE(AB W5 22 1.7 24 10.6 23 1.9
21 1.8
26 1.8
19 1.6

Figure 4.9: Result of the second questionnaire: The fonts colored orange are the final positive and
negative example fonts selected (some fonts were used for stroke classification only and others for
both stroke and balance classification training). Greco B (#4), MotoyaSeikaiStd-W5 (#10), Greco
DB (#3), and JTC Namiki Tokubuto Kaisho (#4) were selected as positive example fonts. DF
Kyo Sui Japanese W3 (#23), DFP Shinsotai (#21), HGHakushuGokubutoKaishotai (#25), and
DFPDanKaiSho-W5 (#22) were selected as negative example fonts. Note that Soei kaisho 4, which
was within the adoption zone for negative example fonts, was not adopted due to inaccessibility.
Soei kaisho 4 (#26) was not selected as a negative example font due to inaccessibility. Also, it
should be noted that while all eight fonts were utilized for training the stroke-level classification
model, only four fonts were utilized for training the balance classification model. This decision was
made because two of the negative example fonts, DFP shinsotai and DFP dankaisho W5, received
relatively high scores in terms of balance, making them unsuitable as negative examples for training
the balance classification model. Also, note that fonts with "*" at the end of the English font name
have no confirmed official English name and are the author’s English translation of the original
Japanese font name.
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Figure 4.10: Positive and negative example fonts: In the figure, the top four are negative example
fonts, and the bottom four are positive example fonts. From top to bottom, HGHakushuGokubu-
toKaishotai (#25), DF Kyo Sui Japanese W3 (#23), DFP Shinsotai (#21), DFPDanKaiSho-W5
(#22), Greco B (#4), Greco DB (#3), MotoyaSeikaiStd-W5 (#10), and JTC Namiki Tokubuto
Kaisho (#4).
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Figure 4.11: Box plot of seven perspectives: the vertical axis represents the mean value of the
responses of all evaluators for font evaluation (5 grades = 1: poor, 2: slightly poor, 3: normal, 4:
slightly good, 5: good).
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Figure 4.12: Box plot of six perspectives: The respondents were asked to rate the importance of
the survey on a 5-point scale, with 1 indicating "not prioritized" and 5 indicating "prioritized"
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Weights of the parts in the example sentence
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Figure 4.13: Weights of example sentence: the vertical axis is the evaluation value with "not
considered" as 1 and "considered" as 5.

Correlation of scores: 6-Perspective Total - Overall Rating
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Figure 4.14: Correlation of scores: 6-Perspective Total - Overall Rating: There is a distinct
correlation.
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Correlation of Rankings: 6-Perspective Total - Overall Rating
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Figure 4.15: Correlation of Rankings: 6-Perspective Total - Overall Rating: There is a distinct
correlation.

Correlation of scores: 6-Perspective Total - Balance
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Figure 4.16: Correlation of scores: 6-Perspective Total - Balance: There is a distinct correlation.
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Correlation of Rankings: 6-Perspective Total - Balance
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Figure 4.17: Correlation of Rankings: 6-Perspective Total - Balance: There is a distinct correlation.
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Chapter 5

Implementation

5.1 Overview of implementation

A
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Visualization result

Figure 5.1: Overview of implementation with ML approach for classification and visualization:
The system corrects calligraphy in terms of stroke units and overall balance. The top and bottom
of each diagram section correspond to positive and negative examples, respectively. A) For stroke
correction: 1) input an image of calligraphy; 2) segment the input image into stroke units; 3) have
the input strokes evaluated by a binary classification model?that distinguishes between good and
bad strokes; 4) visualize the features that the classification results are based on. B) For whole
balance correction: 1) input an image of calligraphy; 2) preprocess the input image and extract a
skeleton representation; 3) use the binary classification model to determine the quality of the input
strokes; 4) visualize the feature values that the classification result is based on; The CNN model
for both stroke and balance classification consists of 4 convolution layers and 2 fully-connected
layers. Grad-CAM was used for visualization, and for both stroke and balance classification, the
gradient through the fourth last convolution layer was used for visualization.

A system that uses a CNN to classify the skill level of calligraphy is a type of image
recognition task that uses a Convolutional Neural Network (CNN) to extract features from
images and use those features to classify them. To do this, first, collect images of calligraphy
fonts that have been surveyed for skill level using a questionnaire. This training data will
include images of both skilled and unskilled calligraphy fonts. Next, train a CNN. CNNs

2CNN image in the figure: https://towardsdatascience.com/understanding-input-and-output-shapes-in-
convolution-network-keras-f143923d56¢ca, accessed on 2022.12.25
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can extract features from images by repeating convolutional and pooling layers. These
features are then used to make a final classification through fully connected layers. The
CNN model for both stroke and balance classification consists of 4 convolution layers and
2 fully-connected layers. Once the training is complete, the CNN will be able to accept
new images of calligraphy fonts as input and use the features extracted from those images
to determine whether they are skilled or unskilled. In addition, the classification results
using a CNN can be visualized to make the basis of the classification more understandable.
For example, highlighting parts of an image that the CNN placed particular importance
on can make it easier to understand why it was determined to be negative. In this study,
grad-CAM was used for visualization, and for both stroke and balance classification, the
gradient through the fourth last convolution layer was used for visualization.

5.2 Preprocessing

The training fonts’” input font images were preprocessed for the following classification and
visualization processing. Preprocessing consisted of three parts: Stroke segmentation which
segment the overall character into individual strokes (*individual stroke data is only used
for the stroke classification model. Whereas overall character data is used for the proportion
classification model), normalization of the image size, and adding margin around the image.
For stroke segmentation, illustrator and its third-party script® were used.

5.3 Stroke Classification Model Construction and Visual-
ization

The system needs to let the classifier judge whether the input image of written Shodo is good
or bad based on two perspectives of (1) individual stroke and (2) overall character. This
section treats (1) individual stroke; it explains how to build the stroke classification model
and visualize the evidence for the classification result. There are two steps to implement
the correction process of individual stroke: Classification and visualization. (*Note that
these two steps are also applied to the correction process of proportion in 5.4.)

5.3.1 Classification model by CNN

Classification is needed since the system wants to judge whether the input image of written
Shodo is good or bad. A machine learning approach, especially a Convolutional Neural
Network (CNN) with selected font data of positive/negative examples was adopted to build
a classification model. CNN is adopted since this network specializes in pattern recognition

in the image.

5.3.2 Visualization by Grad-CAM

Visualization is needed since the system wants the user to understand the judgment basis
of the classification. To visualize the judgment basis of the classification, the simplest
way is to colorize the input stroke image depending on the goodness/badness, where the
classification model makes the decision whether the input image is good or bad. In this

3MojiDisassembler, an ITllustrator script that disassembles text: https://sppy.stars.ne.jp/mojidisassembler
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research, I adopted a visualization framework called Grad-CAM[34]. Grad-CAM produces
visual explanations for decisions from CNN-based models.

5.4 Proportion Classification Model Construction and Vi-
sualization

The system needs to let the classifier judge whether the input image of written Shodo is
good or bad based on two perspectives of (1) individual stroke and (2) overall character.
This section treats (2) overall proportion; it explains how to build the proportion classifi-
cation model and visualize the evidence for the classification result. There are two steps
to implement the correction process of proportion: Classification and visualization. (*Note
that these two steps are also applied to the correction process of stroke classification in 5.4.)

5.4.1 Classification model by CNN

Classification is needed since the system wants to judge whether the input image of written
Shodo is good or bad. A machine learning approach, especially a Convolutional Neural
Network (CNN) with selected font data of positive/negative examples is adopted to build a
classification model. CNN is adopted since this network specializes in pattern recognition in
the image. Also, the Deep learning framework Keras is adopted for implementation. When
it comes to thinking about the proportion evaluation, the judgment of the model should only
take into account proportion/balance without the biased weight/boldness of the character.
Therefore, we first skeletonize the image data of the character before it is used as training
data. The actual implementation process is as follows: (1) Skeletonize the overall image of
the character as a positive/negative example; (2) Build the model by CNN with the Keras
framework. 1006 character images for four fonts (two positive and two negative examples)
are used as training data.

5.4.2 Visualization by Grad-CAM

Visualization is needed since the system wants the user to understand the judgment basis
of the classification. To visualize the judgment basis of the classification, the simplest
way is to colorize the input skeleton image depending on the goodness/badness, where the
classification model decides whether the input image is good or bad. Grad-CAM][34] is
adopted as same as stroke-level visualization in sec.5.4.
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Chapter 6

System Evaluation

This chapter describes system capability, evaluation perspectives, actual evaluation, and its
result.

6.1 System Capability

In this study, we developed a beginner-friendly calligraphy automatic correction system
with two main functions.

6.1.1 Stroke Classification and visualization

The first function is the stroke-level classification of good/bad calligraphy and visualization
of the basis for this classification. Here, the definition of good/bad classification is the
binary classification model’s judgment of the fonts ranked in the top/bottom 4 for overall
evaluation in the calligraphy font survey. The definition of visualization of the basis for
this classification is a color-coded map of the parts deemed good/bad in terms of overall
evaluation using Grad-cam, sorted by degree of impact.

6.1.2 Proportion Classification and visualization

The second function is the classification of good/bad balance in calligraphy and visualization
of the basis for this classification. Here, the definition of good/bad classification is the binary
classification model’s judgment of the fonts ranked in the top/bottom 2 for balance in the
calligraphy font survey. The definition of visualization of the basis for this classification is
a color-coded map of the parts deemed good/bad in terms of balance using Grad-CAM,
sorted by degree of impact.

6.2 FEvaluation perspectives

An evaluation was conducted with three perspectives as follows:

1. Verification of correct classification of inputs in both non-training-used-
but-same fonts and different fonts: An experiment to verify that the system
can accurately classify inputs. In other words, it is the verification of the correct
classification of test data (unseen characters of the same font type as those used in
training.): An experiment to verify that the system can also accurately classify input
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test data that were not included in its training data, though the font type is same.
Input samples of calligraphy that the system has not previously seen and verify that
it can correctly classify them.

2. Evaluation of the accuracy of visualization as a basis for classification: An
experiment to evaluate the accuracy of the system’s basis for its classification. Input
samples of well-written and poorly-written calligraphy and verify that the system
correctly classifies each as good or bad.

6.3 Verification of correct classification of inputs

An experiment to verify that the system can accurately classify inputs. In other words,
verification of the correct classification of the fonts which are not used in training but the
same type as the training font: An experiment to verify that the system can accurately
classify different styles of calligraphy. Input samples of calligraphy in different styles and
verify that the system can correctly classify each style.

Confusion Matrix of stroke-level classification model Confusion Matrix of balance classification model
0 1 0 1
0 147 2 0 407 10
1] n
o ©
2 2
< <
1 4 191 1 31 357
Predictions ' Predictions

Figure 6.1: Confusion Matrix of two models: stroke-level classification model with 94% accuracy
(left) and balance-level classification model with 98% accuracy (right). Here, 0 means well-written
(good) and 1 means not well-written (bad).

6.3.1 Verification of correct classification of unseen characters of the
same font type as those used in training.

An experiment to verify that the system can also accurately classify inputs that were not
included in its training data but in the same font used in training. Input samples of
calligraphy that the system has not previously seen and verify that it can correctly classify
them. It was verified that both stroke evaluation and balance judgment models could
correctly classify unseen characters of the same font type as those used in training.
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6.4 Simple verification of an ability to produce similar vi-

sualization results to those of calligraphy teachers/Dan-
holders

A simple validation was conducted to verify that the classification results are similar to
those of Dan-holders and calligraphy teachers. Specifically, the system and the human
calligrapher (visualization results) were tested to see how similar the two types of fonts
classified as good (positive) and bad (negative) by the balanced classification model were to
three Dan-holders (one of whom is a master calligrapher). Dan-holders were asked to circle
in red/blue the letters that they felt were particularly bad/good (the number and shape of
the circles were up to them) for those that the system judged to be negative/positive. The
results are shown in fig.6.2.

It is important to note that the system visualization results are evaluated only from the
perspective of balance, while the human correctors evaluate the strokes from the perspective
of overall evaluation points. In some cases, the system did not give a high evaluation to the
"stroke," but in the case of the stroke classification model visualization, it is highly likely
that the system places importance on the "stroke' (in this verification, since the human
corrections were made by looking at the entire stroke, not just the individual strokes, the
system’s classification was also based not on the stroke classification model but on the entire
character (the balance of the character)). (Since human corrections are made by looking at
the whole character rather than stroke by stroke, the system classification was compared
using a balanced classification model that evaluates the balance of the entire character, not
a stroke classification model.)

Also, the fact that the visualization of the judgment basis of the balance classification
model and the human corrections do not match in some cases suggests that in human
corrections, the quality of each stroke unit, which is an element other than balance, may be
an important point in the correction.
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Figure 6.2: Comparison of the system and human corrections: Specifically, the degree of similarity
between the system and human corrections (visualization results) for two fonts classified as bad (A-
E)/good (F-J) by the balanced classification model was verified with the help of three calligraphers
Dan-holders (one of whom is a master calligrapher). Columns: (1): results of visualization, (2):
original font image, (3): correction by Dan-holder P1 (calligraphy instructor), (4): correction by
Dan-holder P2, (5): correction by Dan-holder P3. Dan-holders were asked to circle in red/blue
the letters that they felt were particularly bad/good for the letters that the system judged to be
negative/positive (the number and shape of the circles were up to them). <3> A-E: P1 judged
all of the letters to be particularly bad and circled the entire letter. <3, 4, 5> F: In common, the
corrections of the Dan-holders students gave high marks to the last stroke, the "Harai (Lower Right
Sweeping)". Visualization of the system also rated the "Harai (Lower Right Sweeping)" highly, but
other parts of the system (especially the turning section) were rated highly as well. <3, 4, 5> G/J:
In common, the corrective actions of the Yudansha highly evaluated the last stroke, "Harai (Lower
Right Sweeping)" but other parts (especially the turning section) were also highly evaluated. The
system visualization did not rate "Harai (Lower Right Sweeping)", particularly highly.
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Chapter 7

Discussion

In this chapter, the followings are described: (1) Feedback from the questionnaire, (2)
Validity of used font data (and segmentation), and (3) Validity of visualization.

7.1 Validity of font data for training model

7.1.1 Feedback from the questionnaire

I solicited opinions and feedback as free text in the first round of the survey (a total of 30
people responded to 99 block fonts). Some of them are divided into categories, and their
feedback is shared in this section.

Feedback on how to improve the survey process system

The total number of responses to the fonts was large, therefore the following responses were
received. "I had a gestalt collapse after about the 80th one(P4)" and "It was like a gestalt
collapse. (P15)" Also, since the survey was conducted on Google forms, some pointed out
the visibility of the surveyed fonts. "If this was somewhat bad, then maybe what we saw
was normal. I know it is difficult to do it again, but I thought it would be nice to see a list.
(p. 22)" and "Since I viewed the survey on my cell phone, the text was very small, so I am
unsure if I could give accurate answers. (P30)"

Comments on the content of the survey (especially the reasons for their answers)

Feedback on the content of the survey, especially regarding the reasons for their answers,
included the following: 'Besides Ei(7K), of course, but I also personally decided to look quite
a bit at the differences in the way Bou(¥) was written (P5)." "I think I personally preferred
the ones that were neat and clean without any quirks in the form of tome, hane, and harai
(P4)." "I felt that a certain degree of thinness tended to score higher, and the thicker the
line, the lower the score (p. 9)." "There were many fonts that I felt did not have strong
enough lines or were incorrect. Some of the mistakes were not acceptable even if the rest of
the font was perfect, while others were acceptable if the rest was fine (p. 30)." "The authors
gave high marks to fonts that reproduced the shoulder-to-arm movements that occur in the
act of writing with the human right hand (p. 18)." "It is also possible that I gave favorable
ratings to fonts that I liked in terms of balance (how well the letters looked) (p. 23)."
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Comments on the Current State of Research and Calligraphy

We also received feedback on the current state of this research and calligraphy. "The font is
somewhat unreasonable to consider it as a model for calligraphy. We sometimes see fonts
distributed by schools as name models for elementary school students at the beginning of
their calligraphy year, perhaps due to a lack of instructors, but they are all completely
useless as calligraphy models (p. 18)."

Other Comments

'T remember that I liked the thick lines of the calligraphy teacher in my calligraphy class,
so I felt that the models in school calligraphy class were too thin and different (p. 23)." "I
was surprised that there are so many fonts. I was surprised at how many fonts there are.
Do you want it to be unique, or do you want it to be easy to read for everyone? Fonts play
an important role in commercial logos. I enjoyed looking at it (p. 30)."

7.1.2 Validity of stroke segmentation

For stroke segmentation, we used a dedicated character segmentation software that operates
within Illustrator. However, not all the characters were segmented correctly. In some
places where characters were present, the segmentation was insufficient (for example, stroke
segmentation was not performed on strokes that should have been divided into two) or
overly segmented (a single stroke was divided into two strokes). Incomplete strokes (strokes
that have not been correctly segmented) can be divided into two types: (1) incomplete
strokes that have a positive effect on essential learning (contribute to the learning of brush
calligraphy-like characteristics) and (2) incomplete strokes that have a negative effect on
essential learning (do not contribute to the learning of brush calligraphy-like characteristics).
(1) refers to incomplete strokes that are established as strokes of more than one basic stroke
unit. For example, it refers to cases where two basic stroke units are connected. (2) refers
to incomplete strokes with less than one basic stroke unit. Strokes are divided into three
categories: starting stroke, stroke process, and ending-stroke, and if any of these are missing,
they will not be a characteristic stroke of calligraphy. Therefore, strokes that include these
three elements are likely to be noisy when learning the characteristics of the corresponding
font. The data quality can be improved by removing incomplete strokes corresponding to
(2) during learning, improving classification accuracy, and visualization of higher-quality
correction.

7.2 Validity of classification

7.2.1 Increase of kinds of training font

We are considering increasing the number of types of training fonts used to create the
models. Specifically, we are currently using 8 types of fonts for the stroke judgment model
and 4 types of fonts for the balance judgment model, but we believe that by increasing
the types of fonts for negative and positive examples, we can use a more general-purpose
classifier to distinguish between good and bad strokes. We believe that by increasing the
number of negative and positive example fonts.
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Figure 7.1: Stroke segmentation of GrekoB by moji-disassembler: Relatively correct stroke seg-
mentation is achieved, but there are some areas where the segmentation is not perfect in dense
areas. Strokes are smooth.
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Figure 7.2: Stroke segmentation of HGHakushuGokubutoKaishota by moji-disassembler: From
the looks of it, stroke segmentation is correctly achieved in about half of the strokes, but there are
a few areas that are not segmented correctly. The strokes are jagged in places and have more of a
brush stroke feel.

7.2.2 Introduction of scoring

In addition to visualization, a scoring system could be introduced to convey quantitative
feedback to users. For example, the degree of how good/poor the letter is can be presented
by simultaneously presenting the classification score. Another way to convey results would
be to present the sum of the stroke score and the balance score to make the use of corrections
more intuitive to the user.

7.2.3 Accuracy of perspective

In this study, we corrected the classifications from two perspectives, the stroke perspective
and the balance-level perspective. Section 3.1 explains the rationale for choosing these
perspectives. The extent to which these perspectives actually influence the overall evaluation
of the characters can be shown in two ways, by focusing on the explicit and latent perspective
weights, respectively. The explicit perspective weights were obtained from the second round
of the questionnaire (for the 10 Dan-holders), when the respondents were asked, "How much
importance did you give to each of the evaluation perspectives? (on a 5-point scale), the
weight of each perspective is the respondent’s average of the weight of each perspective. It
can be seen that the stroke perspective is closely related to "stroke use and movement" and
the balance-level perspective is closely related to the two "letter shapes" and "balance," but
these items recorded higher weights than the other perspectives related to mentality. The
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weights by potential perspective were inferred by looking at the correlations between the
total 6 perspectives - general evaluation (fig. 4.15) and the total 6 perspectives - balance-
level perspective (fig. 4.17) at the time of the second questionnaire, respectively.

7.3 Validity of visualization

7.3.1 Restoration of image proportions during stroke-level visualization

Although the stroke images in which corrections are visualized are converted to 1:1 50*50
pixel squares, the original proportions vary from stroke to stroke. For example, horizontal
strokes have a horizontal ratio, while vertical strokes have a vertical ratio. We believe that
visualization can be made more user-friendly by restoring the strokes to the original strokes
before presenting the visualization results.

7.3.2 Stroke-level visualization

Fig.7.3 demonstrates the result of visualizing the underlying foundation for evaluating
strokes deemed satisfactory in the stroke classification model (excerpt from Figure X). In
this figure, the visualization process exhibits a red reaction at the onset and termination
of strokes, as well as at the inflections in the strokes. This implies that the starting point,
ending point, and curvature points of strokes, which are regarded as crucial in calligraphy

as shown in fig.7.4, serve as the basis for determining praiseworthy strokes.

Figure 7.3: Visualization of the basis for evaluating strokes judged satisfactory in the stroke classi-
fication model. The beginning stroke is rated highly for the two strokes on the left and the second
on the right. The beginning and ending strokes are highly rated for the stroke in the middle. In
the rightmost set of strokes, the third stroke, the beginning stroke (or the turning stroke, if you
look at it differently), is highly evaluated.

7.3.3 Balance-level visualization

As depicted in fig.7.5, the results of the Grad-CAM visualization illustrate the evidence of
block letters rated as negative in terms of balance. In contrast to the visualization of stroke
classification, the direct visualization of the color map for balance classification may not
afford the learner an understanding of where to concentrate their efforts in correcting the
issue. Therefore, visualization methods that highlight specific areas that merit particular
attention are also considered.
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Figure 7.4: Shihitsu, sohitsu, and shuhitsu of horizontal stroke. Image from Japanese Calligraphy
Experience Book by japan Calligraphy Education Foundation[2]

Figure 7.5: Results of Grad-CAM visualization of the rationale for the block calligraphy characters
rated as poor in the balance-level perspective. From left to right: (1) Original (2) Skeleton (3) Color
map output by Grad-CAM (4) Image with only the areas particularly affected by classification
extracted (5) Multiple areas particularly affected by classification overlaid with the original image
as red dots (6) Single areas particularly affected by classification as red circles (6)Overlaid image
with the original image with red dots in a single area that has a strong influence on classification
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Chapter 8

Future Work

8.1 Mobile Application as an Integrated Learning Support
System

With the proposed auto-correction technique proposed in this study, an integrated learning
support system for Shodo beginners could be a mobile application that helps users learn
and practice the art of Shodo. The app could provide users with a variety of features to
support their learning, including step-by-step tutorials and lessons on how to write the
different characters and strokes used in Shodo correctly; an interactive practice area where
users can try writing the characters and strokes on their own, with the app providing real-
time feedback and corrections to help them improve their technique; A reference library
of characters and strokes, including examples of how they should be written and their
meanings; A community forum or messaging system where users can connect with other
learners and experts to share tips and ask for guidance; Integration with a digital pen or
stylus, allowing users to practice writing on a tablet or other device with a screen; Overall,
such an app could serve as a comprehensive resource for anyone interested in learning and
improving their skills in Shodo.

8.2 Application for other Penmanship Culture

There are many other penmanship cultures and traditions from around the world that could
also be supported by the proposed system. Some examples might include the following:

Chinese calligraphy: This art form uses a brush and ink to write Chinese characters
in a visually expressive and aesthetically pleasing way. Korean calligraphy: Also known as
'hanja," Korean calligraphy is similar to Chinese calligraphy in many ways, but with its own
set of characters and styles. Arabic calligraphy: This art form involves writing the Arabic
alphabet and other texts in a beautiful and ornate style using a pen or brush. Western
calligraphy: This encompasses a wide range of styles and traditions, including Gothic,
Italic, Copperplate, and more. Overall, there are many different penmanship cultures and
traditions that could be supported with the proposed technique, and such an app could be
a valuable resource for anyone interested in learning and practicing these art forms.
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8.3 Application to other written style

The correction algorithm proposed in this study, which consists of classification and visual-
ization, could be applied to any typeface. However, each script has its own unique characters
and writing style, so it is necessary to be able to recognize them accurately. The system
is expected to accurately recognize the script to apply the automatic correction system to
a Shodo work. This will require a dataset representing the script, which is a collection of
images or character data representing the script. This dataset helps to train a model that
can recognize the script.
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Chapter 9

Conclusion

In conclusion, our study on the visualization of Shodo correction demonstrated the effective-
ness of using a machine learning approach to evaluate and improve the quality of Kaisho
calligraphy characters with block style. By conducting a font survey and implementing
both stroke-level and balance-level classification methods, the development of a proof-of-
concept prototype for an auto-correction system was realized. The proposed visualization
design also showed some similarities to human correction. Overall, this research has the
potential for practical applications in Shodo instruction and practice. This research has
two contributions: (1) This research conducted two surveys to assess 99 kaisho fonts with
40 participants, including 26 Dan-holders. Ten Dan-holders evaluated a total of 27 selected
fonts from various perspectives. The evaluation results of the top four and bottom four fonts
were utilized as positive and negative examples. Still, the survey results also contained un-
used insights that could be applied to diverse fields such as computer science, education,
and digital humanities. (2) A proof-of-concept prototype of a Shodo auto-correction system
was developed using machine learning. The stroke classification model and balance judg-
ment model had high accuracy rates of 94% and 98%, respectively, in classifying positive
and negative example fonts selected through two font questionnaires as teacher data. The
basis for the classification was also visualized in a way that is comprehendible to humans.

Future endeavors include (1) augmenting the quantity and diversity of training fonts
to enhance the adaptability of the classification model, (2) examining visualization and
scoring techniques for learners, (3) investigating correspondence with more detailed human
corrections, (4) extending to Japanese fonts beyond Kaisho (block style) and to foreign
penmanship cultures, and (6) constructing a comprehensive application that manages ev-
erything from camera capture to visualization feedback for offline calligraphy.
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Appendix

conv2d_4_input | input: | [(None, 50, 50, 3)]
InputLayer output: | [(None, 50, 50, 3)] ¢

conv2d 4 | input (None, 50,50, 3) conv2d_7 | input: | (None, 24, 24, 64)
Conv2D | output: | (None, 50, 50, 32) Conv2D | output: | (None, 22, 22, 64)

activation_6 | input: | (None, 50, 50, 32) activation 9 | input: | (None, 22, 22, 64)
Activation | output: | (None, 50, 50, 32) Activation | output: | (None, 22, 22, 64)

max_pooling2d_3 | input: | (None, 22, 22, 64)

conv2d_5 | input: | (None, 50, 50, 32)

MaxPooling2D output: | (None, 11, 11, 64)

Conv2D | output: | (None, 48, 48, 32)

A
activation_7 | input: | (None, 48, 48, 32) dropout 4 | input: | (None, 11, 11, 64)
Activation | output: | (None, 48, 48, 32) Deopout | owtpot: | (Nonw, 11, 11, 64)

A
max_pooling2d_2 | input: | (None, 48, 48, 32) flatten_1 | input: | (None, 11, 11, 64)
MaxPooling2D output: | (None, 24, 24, 32) Flatten | output (None, 7744)

dropout_3 | input: | (None, 24, 24, 32) dense 2 | input: | (None, 7744)
Dropout | output: | (None, 24, 24, 32) Dense | output: | (None, 512)

conv2d_6 | input: | (None, 24, 24, 32) activation 10 | input: | (None, 512)
Conv2D | output: | (None, 24, 24, 64) Activation | output: | (None, 512)

dropout_5 | input: | (None, 512)
Dropout | output: | (None, 512)

activation_8 | input: | (None, 24, 24, 64)
Activation | output: | (None, 24, 24, 64)

dense_3 | input: | (None, 512)
Dense | output: | (None, 2)

activation_11 | input: | (None, 2)
Activation output: | (None, 2)

Figure 1: Summary of stroke-level classification model
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conv2d_input | input: | [(None, 50, 50, 3)]
InputLayer | output: | [(None, 50, 50, 3)]
A
conv2d | input: | (None, 50, 50, 3)
Conv2D | output: | (None, 50, 50, 32)
activation | input: | (None, 50, 50, 32)
Activation | output: | (None, 50, 50, 32)
conv2d_1 | input: | (None, 50, 50, 32)
Conv2D | output: | (None, 48, 48, 32)
activation_1 | input: | (None, 48, 48, 32)
Activation | output: | (None, 48, 48, 32)
max_pooling2d | input: | (None, 48, 48, 32)
MaxPooling2D | output: | (None, 24, 24, 32)

dropout | input:

(None, 24, 24, 32)

Dropout | output:

(None, 24, 24, 32)

conv2d_2 | input: | (None, 24, 24, 32)
Conv2D | output: | (None, 24, 24, 64)
activation_2 | input: | (None, 24, 24, 64)
Activation | output: | (None, 24, 24, 64)

}

conv2d_3 | input:

(None, 24, 24, 64)

Conv2D | output: | (None, 22, 22, 64)

activation_3 | input:

(None, 22, 22, 64)

Activation | output: | (None, 22, 22, 64)

max_pooling2d_1 | input:

MaxPooling2D | output:

dropout_1 | input: | (None, 11, 11, 64)

Dropout | output: | (None, 11, 11, 64)

flatten | input:

(None, 11, 11, 64)

Flatten | output: (None, 7744)
dense | input: | (None, 7744)
Dense | output: | (None, 512)

activation_4 | input:

(None, 512)

Activation | output: | (None, 512)

dropout_2 | input:

(None, 512)

Dropout | output: | (None, 512)

dense_1 | input:

(None, 512)

Dense | output:

(None, 2)

activation_5

input: | (None, 2)

Activation

output: | (None, 2)

Figure 2: Summary of balance classification model
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Figure 16: Fonts covered by the first round survey: 66-70
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Figure 17: Fonts covered by the first round survey: 71-75
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Figure 18: Fonts covered by the first round survey: 76-80
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Figure 19: Fonts covered by the first round survey: 81-85

65



86
o
88
89

90

mErEYHFTB

> HESLLVHAREEFEORE
;’ BEUULRMZRUEEMIS S AOBICROAZBEZZOFIRICH T X

ABCDEFGHI JKLMNOPQRSTUVWXYZ@8& (" ") 1?
abcdefghijklmnoparstuvwxyz. 1234567890

mErESYHF7 UB

» HEO6LVHANEEFBONE

EVICHRERITEMTISCAOBICRSIZBECZOFIRICHITL
ABCDEFGH | JKLMNOPQRSTUVWXYZ@& (™) !?
abcdefghijklimnoparstuvwxyz. 1234567890

BEEPAKSE R
Hhltb LVWSAN X LEZ DAL
;, EvicmtMudErgy s Ao i e oS s BICH T L
ABCDEFGHIJKLMNOPQRSTUVWXYZ@&L (" ") 17

abedefghijkimnopgrstuvwxyz. 1234567890

BEEARE
S, HRLLUVHANPE FELOME

7 BRI EERTF I A 0Bl A 0S5 BRI L
ABCDEFGHIJKLMNOPQRSTUVWXYZ@& (") 17
abedefghijkimnopgrstuvwxyz. 1234567890

BNSK E?ﬂ%ﬁﬁ%!ﬁ!N

Ht=-B L VAN E LD FE

Ui+ FEmMmEs yroF e w4 >0k 3 Bl itk
7 ABCDEFGHITKLMNOPQRSTUVWXYZ@&(™")!?

abcdefghi jkimnopgrstuvwxyz.l 234567890

Figure 20: Fonts covered by the first round survey: 86-90
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Figure 21: Fonts covered by the first round survey: 91-95
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Figure 22: Fonts covered by the first round survey: 96-99
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