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Abstract  

Water transparency (Secchi disk depth; 𝑍 ) is a key parameter of water quality and thus it 

is very important to routinely monitor. Recently, remote sensing technique has been widely 

used because of its capability of giving synoptic view of 𝑍  distribution in waters as well as 

the progress of estimation algorithm development. Previous studies have reported that the 

𝑍  estimation algorithms based on the new theory perform better than those algorithms 

based on the classic theory. In the new theory-based algorithms, accurate estimation of 

absorption and backscattering coefficients (a and 𝑏 ) using an appropriate quasi-analytical 

algorithm (QAA) is a key step for estimating more accurate 𝑍 values. Therefore, the 

selection of appropriate QAA for different water types is necessary.  

Consequently, the objectives of this study were to: (1) develop a new algorithm for 

estimating more accurate 𝑍  by selecting more appropriate QAA for different water types; 

(2) evaluate the performance of the developed 𝑍  estimation algorithm using synthetic and 

in situ 𝑍  values; and (3) apply the developed 𝑍  estimation algorithm to Medium 

Resolution Imaging Spectrometer (MERIS) data over Lake Kasumigaura between 2003 and 

2012 to produce a long-term 𝑍  product. 

In Chapter 2, I made four efforts to improve a state-of-art 𝑍  estimation algorithm, 

which is based on the new underwater visibility theory. First, I adopted a recently proposed 

water type classification algorithm, which can classify all waters into four types, i.e., clear 

(Type I), moderately turbid (Type II), highly turbid (Type III), and extremely turbid (Type 

IV). This effort can promise an assumption for absorption coefficients at reference bands 
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become more valid.  Second, I selected three semi-analytical models and one empirical model 

specific to each water type to retrieve accurate a and 𝑏  at reference bands. Third, I found 

two empirical models and one semi-analytical model, which can represent reasonable shapes 

for particulate backscattering coefficients, and thus to retrieve accurate a and 𝑏  at a given 

wavelength for each water type. Fourth, I carried out a statistical analysis using a synthetic 

dataset to identify possibility of minimum 𝐾  for each water type. This effort can avoid 

selection of inappropriate wavelengths due to estimation errors in the previous steps. 

Validation results obtained from the synthetic dataset (N=91287, 𝑍  values ranging from 

0.01m to 44.68m) show that the developed 𝑍  algorithm in this study outperformed the 

state-of-art algorithm with a Root Mean Square Error (RMSE) reduced from 0.30 to 0.23, 

Mean Absolute Percentage Error (MAPE) reduced from 116% to 65%. Particularly, the new 

algorithm does not include estimation outliers, which were obviously observed in 𝑍  

estimations by using the previous algorithm.  

In Chapter 3, I carried out two more validations for the developed 𝑍  estimation 

algorithm by using an independently generated synthetic dataset (N=1000, 𝑍  ranging from 

0.01m to 34.87m) and in situ-collected 𝑍  measurements (N=305, 𝑍  ranging from 0.3m 

to 16.4m). The performance of the developed 𝑍  algorithm was also compared to that of the 

state-of-art algorithm. Results from the synthetic dataset show a significant improvement 

with RMSE of 0.21 versus 0.16 and MAPE of 52% versus 38%. However, a systematic 

overestimation was still observed (bias=35%).  This systematic overestimation is considered 

to be caused by the assumption for the absorption coefficients at the reference wavelengths. 

On the other hand, comparison results from in situ data shows the improvement in accuracy 
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with RMSE of 0.18 versus 0.17 and MAPE of 32% versus 27%. In addition, the systematic 

overestimation was not found for in situ data. This is probably because that the measurement 

errors contained in in situ data have hidden the systematic overestimation due to the 

mechanism of the developed algorithm. Overall, all results show that the four improvements 

described in Chapter 2 worked, and thus increased 𝑍  estimation accuracy.  

In Chapter 4, I applied the developed 𝑍  algorithm to the 2003-2012 MERIS images 

collected from Lake Kasumigaura, Japan to check the performance of the algorithm. From 

19 matchups, the results showed good performance with RMSE of 0.08, MAPE of 15%, and 

bias of -9%. The satellite retrieved long-term 𝑍  trends agreed well with that retrieved from 

the in situ long-term 𝑍 . These results indicate that satellite data can be used for 

𝑍  monitoring. 
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Chapter I:   General Introduction 

1.1. Water transparency  

Water transparency relates to the depth that light will penetrate water (Figure 1.1.), and 

thus it is key information for water quality evaluation (Swift et al., 2006; Doron et al., 2007; 

Fleming-Lehtinen et al., 2012; Lee et al., 2015; Fukushima et al., 2016; Rodrigues et al., 

2017; Liu et al., 2020; Olmanson et al., 2008). Water transparency depends on the amount of 

particles (which can be algae or sediment from erosion) present in the water whereby the 

more the particles, the less the water transparency. Higher water transparency may indicate 

lower levels of turbidity and vice versa while lower water transparency can cause water 

temperature to rise.  

 

Figure 1.1. Light paths in water 

Estimating water transparency is important because the clarity of water impacts the 

amount of light penetration which affects photosynthesis, on the other hand water 

transparency is used for comparing bodies of water or looking for changes to a specific body 
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of water over time (Wondie et al., 2007;  Rodrigues et al., 2017). Changes in clarity of water 

can be an indicator of a human threat to an ecosystem (Canfield & Langeland, 1985; Lee et 

al., 1999; Holland, 1993; Devlin et al., 2008; McCullough et al, 2012). 

1.2. Measurement of water transparency  

In the field survey of aquatic environment water transparency has been a routine 

measurement since 1860s  (Lee et al., 1995; Sandén & Håkansson, 1996;  Fleming-lehtinen 

et al., 2016). Water transparency is often represented using Secchi disk depth (𝑍 ), which 

can be measured using either traditional Secchi disk or remote sensing technique.  

1.2.1. Tradition method  

Tradition measurement of water transparency involves the use of a Secchi disk (which 

is a white or black-and-white disk) that is lowered into the water on a cord (Tyler, 1968). 

𝑍  measurement in the field is the depth at which the observer can no longer see the disk 

and where it reappears again when it is raised (Figure 1.2.).  

 

Figure 1.2. ZSD Measurements in the field. 
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For decades now, Secchi depth measurements has been practiced across a wide 

geographic area because of its reliability, easy and affordability nature in water clarity 

measurement. The measurements of Secchi depth are typically done in deeper areas of the 

lake and at regular intervals ideally in multiple locations. These measurements can vary from 

a few centimeters in very turbid lakes to more than 10 meters in deep, clear lakes (Tyler, 

1968; Sandén & Håkansson, 1996; Wernand, 2010).  

However, collection of in situ Secchi depth over a wide area is characterized by 

temporal and spatial coverage limitation, laborious in nature, time-consuming and lacks data 

in some waters necessitating other methods to expand the temporal and spatial scope of water 

quality assessment (Lee et al., 2015; Mao et al., 2018; Wang et al., 2019). 

1.2.2. Remote sensing techniques  

The ultimate goal of using remote sensing technique is to avoid relying on in situ data 

collection as the only source of water quality data, and to base on remote sensing techniques 

because of its capability of giving a synoptic view of 𝑍  distribution in waters as well as the 

progress of estimation algorithm development (Bai et al., 2020; Sòria-Perpinyà et al., 2020; 

Chang et al., 2020). There are also some limitations when using remote sensing techniques; 

for example, too large pixel size for small water bodies, too long temporal return period to 

effectively capture rapid changes in water surface conditions and poor atmospheric condition 

(Lee et al., 2015; Mao et al., 2018; Wang et al., 2019). 

However, remote sensing techniques have been acknowledged as an effective tool for 

monitoring trends in Secchi depth, so data obtained from remote sensing have been used to 
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evaluate water transparency in lakes (Bai et al., 2020; Sòria-Perpinyà et al., 2020) . Therefore, 

transferability of models among locations and times is very important aspect to the 

application of remote sensing methods to lake monitoring (Sòria-Perpinyà et al., 2020; Chang 

et al., 2020). Generally, there are two types of 𝑍  estimation algorithms: (1) empirical 

algorithm, and (2) semi-analytical algorithm.  

1.2.2.1. Empirical Algorithms  

Empirical algorithms use a simple regression analysis between remote sensing data and 

in situ-measured 𝑍   values (Lee et al., 2018; Alikas & Kratzer, 2017; Canfield & Langeland, 

1985; Doron et al., 2011). These algorithms are usually simple but require in situ data for 

recalibration before applying to another water body. For this reason, waters without in situ 

data, the empirical algorithms applicability is a challenge.  

1.2.2.2. Semi-analytical Algorithms 

Semi-analytical algorithms are based on an underwater visibility theory (Lee et al., 

2015; Mao et al., 2018; Wang et al., 2019; Jiang et al., 2019). Despite of Semi-analytical 

algorithms being complicated and their assumptions depending on optical properties of a 

water body, they are more suitable for estimating 𝑍  values from remote sensing data 

because they can be applied to various waters without the requirements of recalibration when 

compared to the empirical algorithms (Vundo et al., 2019;  Jiang et al., 2019). For this reason, 

Semi-analytical algorithms became more useful for 𝑍  monitoring especially in those 

waters which lack in situ data. 
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There are two underwater visibility theories until now for retrieving 𝑍 : (1) classic 

theory proposed in 1952 and (2) new theory proposed in 2015. Classical theory are semi-

analytical algorithms for 𝑍  retrieval which are based mainly on an underwater visibility 

theory proposed by Duntley (1952). Among all semi-analytical algorithms of 𝑍  retrieval 

basing on classical theory, the algorithm proposed by Doron et al. (2011) performed better 

than other algorithms (Lee et al., 2015).  In classical theory, 𝑍  is inversely proportional to 

the sum of 𝐾  (diffuse attenuation coefficient of downwelling irradiance (m¯¹)) and c(beam 

attenuation coefficient (m¯¹)) within the visible domain (Tyler, 1968; Sandén & Håkansson, 

1996; Wernand, 2010). 

𝑍 =
Γ

𝐾 (v) + 𝑐(v)
 

(1.1) 

Γ = ln(
𝑅 − 𝑅

𝑐 𝑅
) 

(1.2) 

Whereby, 𝐾 (v) is the diffuse attenuation coefficient of downwelling irradiance (m¯¹) in 

visible domain, c(v) is the beam attenuation coefficient (m¯¹) in visible domain and Γ is the 

coupling constant with a range of 5-10. Γ can be estimated using equation. (1.2), where, 𝑅  

is the submerged disk reflectance, 𝑅  is the reflectance of water body around the disk, and 

𝑐  is the threshold of contrast for detecting a disk. 

Lee et al. (2015) pointed out some remaining problems in the classic theory. First, there 

is no universal relationship between 𝑍  and the beam attenuation coefficient (c(v)). Second, 

the correlation between 𝑍  and the diffuse attenuation coefficient of downwelling irradiance 
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(Kd) is typically similar or better than the correlation between 𝑍  and the beam attenuation 

coefficient (c(v)). 

To tackle the above shortcomings, Lee et al. (2015) developed a new theory for 

underwater visibility. Previous studies have reported that the 𝑍  estimation algorithms 

based on the new theory perform better than those algorithms based on the classic theory 

(Lee et al., 2015; Vundo et al., 2019; Jiang et al., 2019; Wang et al., 2019;  Bowers et al., 

2020). The new theory-based algorithms (hereafter referred to as the 'Lee15 algorithm') rely 

on diffuse attenuation coefficient (𝐾 ) at a wavelength corresponding to the maximum 

transparency for such interpretation (Lee et al., 2015).  

𝑍 =
1

2.5𝑀𝑖𝑛𝐾 (𝜆)
ln

0.14 − 𝑅

𝐶
 

(1.3) 

Where 𝑀𝑖𝑛𝐾 (𝜆) is the minimum diffuse attenuation coefficient of downwelling irradiance 

(𝐾 (𝜆)) value in the visible domain. 𝑅  is the corresponding remote sensing reflectance (Rrs, 

sr¯¹) at the band with the minimum 𝐾 (𝜆), and 𝐶  is the contrast threshold for sighting a 

white disk by eyes (which is equal to 0.013 sr¯¹). The coefficient of 2.5 was obtained with 

the assumption that 𝐾  = 1.5𝐾 , while 𝐾  is the upwelling radiance diffuse attenuation 

coefficient (m¯¹). 

Recently, Jiang et al. (2019) listed some shortcomings in Lee15 algorithm towards 

more accurate 𝑍  values retrieval. First, the estimation of absorption coefficient (a) and 

backscattering coefficient (𝑏 ) using QAA_V6 or QAA_V5 (Quasi-Analytical Algorithm 
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Version 6 or 5) failed in turbid inland waters. Second, using a fixed value of 𝐾 /𝐾  ratio in 

𝑍  values estimation may lead to some errors.   

So, Jiang et al. (2019) developed a new theory-based semi-analytical algorithm 

(hereafter refered to as Jiang19 algorithm) to estimate 𝑍  values with the aim of improving 

the former 𝑍  estimation algorithm developed by Lee et al. (2015). The improvement was 

done based on using QAA_hybrid (which integrates different types of QAAs) and dynamic 

𝐾 /𝐾  ratio instead of fixed ratio of 1.5.  

The Jiang19 algorithm contains three main steps. First, a QAA hybrid is developed to 

retrieve 𝑎(𝜆) and 𝑏 (𝜆) from 𝑅 (λ) spectra. In the QAA hybrid, a maximum chlorophyll 

index (MCI) proposed by Gower et al., (2005) is used to switch QAA_V5 (Lee et al., 2002) 

and QAA_T (i.e., QAA_Turbid in (Yang et al., 2013)). In detail, if MCI <= 0.0016 sr−1, 560 

nm is used as the reference wavelength and thus QAA_V5 is selected to estimate 𝑎(𝜆) and 

𝑏 (𝜆) for clear waters; otherwise, 754 nm is used as the reference wavelength and thus 

QAA_T is selected to estimate 𝑎(𝜆) and 𝑏 (𝜆) for turbid waters.   

Then, 𝐾 (𝜆) is estimated from 𝑎(𝜆) and 𝑏 (𝜆) using Equation (1.4) developed by Lee 

et al. (2005, 2013) as the second step, and 𝑍  is estimated from the minimum 𝐾 (𝜆) in the 

visible domain (e.g., 443 nm, 490 nm, 510 nm, 560 nm, 620 nm, 665 nm) and the 

corresponding 𝑅 (λ) using equation (1.5) (the third step). 

𝐾 (𝜆) = (1 + 0.005𝜃)𝑎(𝜆) + 4.259(1 − 0.265𝜂 (𝜆) 1 − 0.52𝑒 . ( ) 𝑏 (𝜆)  (1.4)
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where θ is the solar zenith angle and 𝜂  is the ratio of 𝑏  (backscattering coefficient of pure 

water  (Zhang & Hu, 2009)) to 𝑏 . RI is the refractive index value of water (1.34, (Lee et al., 

1998)), 𝐾  is the diffuse attenuation coefficient of upwelling radiance at the wavelength with 

the minimum 𝐾 (𝜆), and 𝜇 is defined as 𝑏 /(𝑎 + 𝑏 ). 

 

1.3. Remaining Issues  

In the new theory algorithms (both Lee15 and Jiang19 algorithms), accurate estimation 

of absorption and backscattering coefficients (a and 𝑏 ) using an appropriate quasi-analytical 

algorithm (QAA) is a key step for estimating more accurate ZSD values. Therefore, the 

selection of appropriate QAA for different water types is necessary (Lee et al., 2015; Mao et 

al., 2018; Jiang et al., 2019; Uudeberg et al., 2019; Liu et al., 2019; Liu et al., 2020; Zeng et 

al., 2020; Bai et al., 2020).  

However, only two water types (i.e., clear and turbid waters) were considered in the 

Jiang19 algorithm, and thus only two reference wavelengths (560 nm for clear waters and 

754 nm for turbid water) were used to estimate a(𝜆) and 𝑏 (𝜆) at these two wavelengths. 

Although previous studies have confirmed the success of using 560 nm for clear waters (Lee 

et al., 2002) and 754 nm for highly turbid waters (Yang et al., 2013) as reference wavelengths 

in total absorption coefficient estimations, the assumption of a pure water absorption 

coefficient dominating the total absorption coefficient at these two wavelengths will probably 

be invalid in moderately turbid and extremely turbid waters. This is because that absorption 

coefficients of phytoplankton and non-algal particles at 560 and 754 nm will also be high in 

𝑍 =
1

(1 + 𝐾 𝐾⁄ ). Min𝐾 (𝜆)
ln

|0.14 − 𝑅 |

𝐶
,   𝐾 𝐾⁄ =

1.04(1 + 5.4𝜇) .

1 1 −
𝑠𝑖𝑛(𝜃)

𝑅𝐼

.  (1.5)
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moderately and extremely turbid waters (Jiang et al., 2021). Therefore, the applicability of 

the Jiang19 algorithm to different optical water types is still a challenge.  

It is thus necessary to revisit the Jiang19 algorithm and improve its water type 

classification, reference wavelength selection, and water type corresponding QAA 

application to estimate more accurate 𝑍  in waters with different optical properties. 

1.4. Research Objectives of this Study  

The following are the research objectives of this study that enabled addressing of the 

remaining problems identified in the Jiang19 algorithm to estimate more accurate 𝑍  values. 

 (1) To develop a new algorithm for estimating more accurate 𝑍  by selecting more 

appropriate QAA for different water types (Chapter II).  

(2) To evaluate the performance of the developed 𝑍  estimation algorithm using synthetic 

and in situ 𝑍  values (Chapter III).  

(3) To apply the developed 𝑍  estimation algorithm to Medium Resolution Imaging 

Spectrometer (MERIS) data over Lake Kasumigaura between 2003 and 2012 to produce a 

long-term 𝑍  product (Chapter IV).  
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Chapter II:   Development of 𝒁𝐒𝐃 estimation algorithm 

2.1. Introduction  

This chapter is about developing a 𝑍  estimation algorithm. Since the applicability of 

Jiang19 algorithm to different optical water types is still a challenge as mentioned in chapter 

I, this chapter will detail the methodology and approach used to improve the Jiang19 

algorithm hence achieving the objectives which are to: (1) develop a new algorithm for 

estimating 𝑍  more accurately in waters with different optical properties by classifying 

more water types and by selecting a more appropriate reference wavelength and 

corresponding QAA for each water type; and (2) evaluate the performance of the developed 

𝑍  estimation algorithm by comparing it with the existing algorithm using synthetic data. 

Ultimately, the results achieved and discussions that are drawn from this study are given out. 

2.2.  Method  

2.2.1. Synthetic data collection and generation 

In this chapter, I collected one synthetic dataset from Jiang et al. (2021) which is called 

Synthetic Dataset I (N = 91,287) in Table 2.1. Synthetic Dataset I contains pairs of 𝑅 (λ) 

spectra as well as total absorption coefficient (a(𝜆)) and total backscattering coefficient 

(𝑏 (𝜆)) values. The 𝑅 (λ) spectra were generated from the simulated a(𝜆) and 𝑏 (𝜆) values 

by using a bio-optical model proposed by Gordon et al. (1988) and Lee et al. (2002) having 

assumptions of a nadir viewing angle and optically deep waters. For Synthetic Dataset I, the 

chlorophyll-a concentration (𝐶  (N = 63)), tripton concentration (𝐶  (N = 63)), and CDOM 
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absorption coefficient at 440 nm (𝑎  (440) (N = 23)) were varied with different intervals 

between 0.01–1000 mg/m3, 0.01–1000 g/m3, and 0.01–5 m−1, respectively. More details on 

Synthetic Dataset I generation can be found in Jiang et al. (2021). 

I then generated two other synthetic datasets to help with the development and 

evaluation of the algorithms. Synthetic Dataset II contains the diffuse attenuation coefficient 

(𝐾 (𝜆)) values (N = 91287), which were generated from the simulated a(𝜆) and 𝑏 (𝜆) values 

in Synthetic Dataset I by using the semi-analytical equation (1.4) proposed by Lee et al. (2005, 

2013). 

Synthetic Dataset III consists of simulated 𝑍  values (N = 91287). These 𝑍  values 

were generated from the simulated 𝐾 (𝜆) values (Synthetic Dataset II) and the corresponding 

𝑅 (λ) values (Synthetic Dataset I) using the semi-analytical equation (1.5) developed by 

Jiang et al. (2019). A summary of all synthetic datasets is listed in Table 2.1. 

Table 2.1 Summary of Synthetic Datasets I, II, and III 

Synthetic  

Dataset 

I 

(Jiang et al., 2021) 

II 

(This Study) 

III 

(This Study) 

Total 

Number 

of Data 

Usage 

Parameter a(𝜆), 𝑏 (𝜆), 𝑅 (λ) 𝐾 (𝜆) 𝑍 (0.01–44.68 m) 91287 
Algorithm 

Validation 

 

2.2.2. Development of a 𝒁𝐒𝐃 estimation algorithm 

Since previous studies have confirmed that semi-analytical Equations (1.4) and (1.5) 

are robust in waters with different optical properties if accurate 𝑎(𝜆) and 𝑏 (𝜆) are provided 
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(e.g., Lee et al., 2015; Jiang et al., 2019; Vundo et al., 2019; Lee et al., 2005; Yang et al., 

2014), the efforts were focused on how to obtain more accurate 𝑎(𝜆) and 𝑏 (𝜆) values from 

𝑅 (λ) spectra. A flowchart of the developed 𝑍  estimation algorithm is shown in Figure 2.1. 

Comparing to the Jiang19 algorithm, four improvements were carried out in this study, which 

are detailed sequentially in the following paragraphs. 

 

Figure 2.1.  Flowchart of the ZSD estimation algorithm proposed in this study 

First, I adopted a recently proposed water type classification algorithm that can classify 

all waters into four types, clear (Type I), moderately turbid (Type II), highly turbid (Type 

III), and extremely turbid (Type IV), by comparing the values of 𝑅  at 490, 560, 620, and 

754 nm (Jiang et al., 2021). This approach helped to more reasonably assume that the pure 

water absorption coefficient dominated the total absorption coefficients at the reference 
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wavelengths (i.e., 560 nm for Types I & II, 754 nm for Type III, and 865 nm for Type IV) 

(Lee et al., 2002; Jiang et al., 2021; Curtarelli et al., 2020). The water type classification 

algorithm is described as follows: 

If 𝑅 (490)> 𝑅 (560), then Type I waters, 

Else, if 𝑅 (490)> 𝑅 (620), then Type II waters, 

Else, if 𝑅 (754)> 𝑅 (490) and 𝑅 (754) > 0.01 sr−1, then Type IV waters, 

Else, Type III waters.   

(2.1)

 

Second, I selected a different reference wavelength and corresponding QAA for each 

water type to retrieve 𝑎(λ ) and 𝑏 (λ ) values at the reference wavelength (λ ). For Type I 

waters, I selected 560 nm as the reference wavelength and then used an empirical equation 

in QAA_V5 to estimate a(560) due to its good performance in clear water (Lee et al., 2002; 

Joshi & D’Sa, 2018; Andrade et al., 2019; Deng et al., 2020). The equations are: 

𝑎(560) = 𝑎 (560) + 10 . . .   (2.2)

𝑥 = 𝑙𝑜𝑔 (
𝑟 (443) + 𝑟 (490)

𝑟 (560) + 5
𝑟 (665)
𝑟 (490)

𝑟 (665)
)  (2.3)

 

where 𝑟  is the remote sensing reflectance just below the water surface, 𝑎 (560) is the 

absorption coefficient of pure water at 560 nm, and 𝑎(560) is the total absorption coefficient 

at 560 nm. 
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For Type II waters, I selected the same wavelength (i.e., 560 nm) as the reference 

wavelength but used a different empirical equation from QAA_TM (developed by Curtarelli 

et al. (2020)) to estimate a(560). I adopted QAA_TM because of its good performance in 

moderately turbid waters compared to QAA_V6 developed by Lee et al. (2014) (Curtarelli 

et al., 2020). The equation is:  

𝑎(560) = 𝑎 (560) + 0.43(
𝑅 (560)

𝑅 (665) + 𝑅 (709)
) .  (2.3)

 

where 𝑅 (560), 𝑅 (665), and 𝑅 (709) are the remote sensing reflectance just above the 

water surface at 560, 665, and 709 nm, respectively.  

For Type III waters, 754 nm was selected as the reference wavelength, and the 

equations from QAA_T were adopted to estimate a(754) (i.e., 𝑎(754) ≈ 𝑎 (754) (Yang et 

al., 2013)). 

For Type IV waters, 865 nm was selected as the reference wavelength and the 

assumption of a(865) ≈ 𝑎 (865) was adopted, as suggested by Jiang et al. (2021). After 

estimation of a(λ ) at the reference wavelength (λ ), the particulate backscattering coefficient 

(𝑏 (λ )) could be calculated by the following equation (Jiang et al., 2019; Lee et al., 2002): 

 

 

 

Here, 𝑏 (λ ) is the backscattering coefficient of pure water at the reference 

wavelength. 

𝑏 (λ ) =
𝜇(λ )𝑎(λ )

1 − 𝜇(λ )
− 𝑏 (λ ) (2.4) 
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In the third effort, I employed two empirical models (for Types I and II, respectively) 

and one semi-analytical model (for both Types III and IV waters), which can represent 

reasonable shapes for particulate backscattering coefficients (𝑏 (𝜆)), thereby retrieving 

more accurate a(𝜆) and 𝑏 (𝜆) values at a given wavelength for each water type. For Type I 

waters, the spectral slope 𝑌 was calculated using an empirical equation in Lee et al. (2002): 

𝑌 = 2.0 1 − 1.2𝑒𝑥𝑝 −0.9
𝑟 (443)

𝑟 (560)
 (2.5)

 

For Type II waters, the spectral slope 𝑌 was calculated using a different empirical 

equation in Curtarelli et al. (2020): 

𝑌 = 0.5248𝑒𝑥𝑝
𝑟 (665)

𝑟 (709)
 (2.6)

 

For Types III and IV waters, the spectral slope 𝑌 was calculated using a semi-analytical 

equation in Yang et al. (2013): 

𝑌 = −372.99 𝑙𝑜𝑔
( )

( )
² + 37.286 𝑙𝑜𝑔

( )

( )
+0.84  (2.7)

 

Then 𝑎(𝜆) and 𝑏 (𝜆) at the given wavelength (λ) were calculated using the following 

equations (Lee et al., 2002): 

𝑏 (λ) = 𝑏 (λ) + 𝑏 (λ )(
λ

λ
)  (2.8)
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𝑎(𝜆) =
(1 − 𝜇(λ))𝑏 (λ)

𝜇(λ)
 (2.9)

 

To summarize the second and third efforts, I selected QAA_V5 for Type I waters, 

QAA_TM for Type II waters, QAA_T with a reference wavelength of 754 nm (hereafter 

renamed QAA_T754) for Type III waters, and QAA_T with a reference wavelength of 865 

nm (renamed QAA_T865) for Type IV waters. 

In the fourth effort, I carried out a statistical analysis using Synthetic Dataset II to 

investigate the possibility of a minimum 𝐾 (𝜆) for each water type. Figure 2.2 shows the 

number of synthetic water samples with the minimum 𝐾 (𝜆)  occurring at each visible 

wavelength for each water type. From the figure, the minimum 𝐾 (𝜆)  almost always 

occurred at 490 and 560 nm for Type I waters, 560 nm for Type II waters, 560, 620, and 665 

nm for Type III waters, and at 665 nm for Type IV waters. Accordingly, I considered the 

relating wavelengths to find the minimum 𝐾 (𝜆) for each water type. This effort avoided the 

selection of inappropriate wavelengths due to estimation errors in the previous steps (e.g., 

due to uncertainty in the estimations of Y values using equations (2.5)–(2.7). 
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Figure 2.2. Statistical analysis using Synthetic Dataset II to identify the possibility of a 

minimum Kd (λ) for each water type 

2.2.3. Accuracy assessment 

I used the root mean square error (RMSE) in a 𝑙𝑜𝑔  unit, the mean absolute percentage 

error (MAPE), bias, and the Nash-Sutcliffe efficiency (NSE) were used to evaluate the 

performance of the developed algorithm. The equations are as follows: 

RMSE =
∑ , ,   (2.10)

MAPE =
1

𝑁

𝑋 , − 𝑋 ,

𝑋 ,
. 100% (2.11)
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Bias = 10 − 1, 𝑌 =
∑ 𝑙𝑜𝑔 𝑋 , − 𝑙𝑜𝑔 𝑋 ,

𝑁
 

(2.12)

NSE =  1 − 
∑ 𝑋 , − 𝑋 ,

∑ 𝑋 , − 𝑋
 (2.13)

 

where 𝑋  is the estimated 𝑍  value, 𝑋  is the corresponding known 𝑍  

value, 𝑋  is the mean of known 𝑍  values, and N is the number of data pairs. The 

regression results between the estimated and the known 𝑍  values (i.e., R², slope, and 

intercept) were also used to help evaluate algorithm performance. 

 

2.3. Results 

2.3.1. Validation of 𝒁𝐒𝐃 

Figure 2.3 compares known 𝑍  values (i.e., Synthetic Dataset III) and estimated 𝑍  

values from Synthetic Dataset I using the Jiang19 algorithm and the algorithm developed in 

this study, respectively. From the figure, I observed many overestimations around the 

boundary between Type I and Type II waters as well as around the boundary between Type 

II and Type III waters when the Jiang19 algorithm was used (Figure 2.4(a)). These outliers 

resulted in very low values of R2 (=0.008) and NSE (=−200.12), and high values of RMSE 

(0.30 in 𝑙𝑜𝑔  𝑍  units), MAPE (116%), and bias (83%). In contrast, the outliers are well 

addressed in the new algorithm, with improved values of R2 (0.97), NSE (0.90), RMSE (0.23 
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in 𝑙𝑜𝑔  𝑍  units), and MAPE (65%) (Figure 2.3(b)). However, a systematic overestimation 

was found in the new algorithm (bias of 60%). 

  
(a) (b) 

Figure 2.3. Comparison of known and estimated ZSD values. The estimated ZSD values were 

obtained from the simulated Rrs(λ) in Synthetic Dataset I using the Jiang19 algorithm (a) and 

the new algorithm proposed in this study (b). The colors in the figures represent water types 

 

2.3.2. Validation of 𝒁𝐒𝐃  after removing outliers  

Even when the outliers in Jiang et al.’s results were removed (N = 84,166), the proposed 

algorithm still performed better than the Jiang19 algorithm, with reduced values of RMSE 

(0.29 to 0.23 in 𝑙𝑜𝑔  𝑍  units) and MAPE (90% to 68%) as well as increased values of R2 

(0.95 to 0.97) and NSE (0.85 to 0.90). Figure 2.4 compares known 𝑍  values (i.e., Synthetic 

Dataset III) and estimated 𝑍  values from Synthetic Dataset I (N = 84,166) using the 

Jiang19 algorithm and the algorithm developed in this study, respectively. 
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(a) (b) 

Figure 2.4. Comparison of known and estimated ZSD values. The estimated ZSD values were 

obtained from the simulated Rrs(λ) in Synthetic Dataset I (after removing outliers, N = 

84,166) using the Jiang19 algorithm (a) and the new algorithm proposed in this study (b). 

The colors in the figures represent water types. 

 

2.3.3. 𝒁𝐒𝐃  Range for each water type 

     It was found that for water Type I,  𝑍  values ranged from 5.54 m to 43.45 m. For 

water Type II,  𝑍  values ranged from 1.19 m to 8.75 m. For water Type III,  𝑍  values 

ranged from 0.12 m to 2.76 m and for water Type IV, 𝑍  values ranged from 0.03 m to 0.22 

m.  
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2.4. Discussion 

2.4.1. Overestimation of ZSD values  

I developed a new algorithm to estimate 𝑍  from Synthetic dataset I. Since this 

algorithm is based on several existing semi-analytical algorithms (Jiang et al., 2019; Lee et 

al., 2002; Yang et al., 2013; Jiang et al., 2021; Curtarelli et al., 2020), it can be applied to 

different optical water types, from clear to extremely turbid. The results from the synthetic 

dataset I (with a wide range of inherent optical properties, 𝑍  values ranging from 0.01 to 

44.68 m) provide strong evidence to confirm the applicability of the developed 𝑍  

estimation algorithm.  

However, a systematic overestimation of 𝑍  values was observed from the results 

when using synthetic dataset (Figure 2.3(b)). This is because the assumption for a(𝜆) at the 

reference wavelengths resulted in an underestimation of a (𝜆)  values and thus an 

underestimation of 𝑏 (𝜆) values at the same wavelength. These underestimations propagated 

to the final estimated 𝑍  values.  

 

2.4.2. Influence of water type classification, QAA and reference wavelength 

selection on the accuracy of 𝒁𝐒𝐃 estimation 

Optical water type classification is very important because it helps to both clarify 

relationships between different properties inside a certain class and quantify the variation 

between classes (Uudeberg et al., 2019; Reinart et al., 2003). Recently, interest has grown in 

the application of the optical water type classification in the remote sensing of ocean color 
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(e.g., (Jiang et al., 2019; Jiang et al., 2021; Moore et al., 2014; Matsushita et al., 2015; 

Spyrakos et al., 2018; Balasubramanian et al., 2020)). In this study, I found that water type 

classification is a guide to select the most appropriate reference wavelength and 

corresponding QAA for the more accurate estimation of a(𝜆) and 𝑏 (𝜆)  in waters with 

different optical properties. Therefore, I adopted the latest classification algorithm to classify 

all waters into four types. In contrast, the Jiang19 algorithm classified waters into only two 

types (clear and turbid) and used two corresponding QAAs (QAA_V5 and QAA_T754), thus 

generating large errors around boundaries of different water types (Figure 2.3(a)).  

For example, in Figure 2.5(a), the Jiang19 algorithm classified some data samples as 

the clear water type and used QAA_V5 to estimate a(𝜆)  and 𝑏 (𝜆) ; thus, large errors 

occurred in the Z  estimations (yellow points in Figure 2.5(a)). In contrast, I classified these 

data samples as Water Type II (moderately turbid waters), whereby QAA_TM was used for 

a(𝜆) and 𝑏 (𝜆) estimations and in turn improved the Z  estimations (blue points in Figure 

2.5(b)).  
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(a) (b) 

Figure 2.5. Comparison of known and estimated ZSD values. The estimated ZSD values were 

obtained from the simulated Rrs(λ) in Synthetic Dataset I using the Jiang19 algorithm (a,) 

and the new algorithm proposed in this study (b). The colors in the figures represent the QAA 

used. 

In addition, Jiang et al. (2021) suggested the use of QAA_V6 to estimate a(𝜆) and 

𝑏 (𝜆) at the reference wavelength of 665 nm for Type II waters. However, several previous 

studies have reported that QAA_V6 often failed in turbid waters (Rodrigues et al., 2017; 

Jiang et al., 2019; Yang et al., 2013, Curtarelli et al., 2020). Therefore, I used QAA_TM 

instead of QAA_V6 in this study. The results also show that QAA_TM performed better than 

QAA_V6 for Type II waters as shown in Figure 2.6. 
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(a) (b) 

Figure 2.6. Comparison of known and estimated ZSD values. The estimated ZSD values were 

obtained from the simulated Rrs(λ) in Synthetic Dataset I for water Type II only using the 

QAA_V6 algorithm (a) and QAA_TM (b,). 

 

2.4.3. Influence of minimum 𝑲𝐝 selection on the accuracy of ZSD estimation 

(Water type I) 

Overall, I improved the accuracy of a(𝜆) and 𝑏 (𝜆) estimation by classifying waters 

into four types (effort 1), and then adopted different QAA to estimate a(𝜆) and 𝑏 (𝜆) for 

each water type (efforts 2 and 3). These three efforts addressed most of the outliers caused 

by using the Jiang19 algorithm. However, some outliers remained after the above three 

efforts. This is because 620 or 665 nm was sometimes identified as the wavelength with the 

minimum  𝐾  even for some Type I and II waters due to uncertainty in the Y estimation model 
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(Yang et al., 2013). The identification of 620 or 665 nm is obviously inappropriate as the 

wavelength with the minimum  𝐾  in Type I and II waters should be at 490 or 560 nm based 

on the statistical results in Figure 2.2.  

Therefore, in this study, I also limited the wavelengths used to estimate the 

minimum 𝐾 (𝜆) in each water type. This effort can make the wavelengths for estimating 

minimum  𝐾 (𝜆) close to the reference wavelength in each water type and thus can reduce 

errors due to uncertainty in the Y estimation model as seen in Figure 2.7(a,b). 

  
(a) (b) 

Figure 2.7. Comparison of known and estimated ZSD values. The estimated ZSD values were 

obtained from the simulated Rrs(λ) in Synthetic Dataset I using the Jiang19 algorithm (a) and 

the new algorithm proposed in this study (b). The colors in the figures represent the 

wavelengths with the minimum Kd(λ) 
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2.5. Conclusion  

In this chapter, a new semi analytical algorithm for 𝑍  estimation was developed. The 

original Jiang19 algorithm showed systematic overestimations of 𝑍  values but managed to 

be improved by 17% in this study. The improvement in 𝑍   estimation was due to water 

type classification, and appropriate algorithm (QAA) selection according to water type 

classification. The developed 𝑍  algorithm improved Jiang19 algorithm with an increased 

R2 from 0.008 to 0.97, NSE from -200.12 to 0.90 and reduced RMSE from 0.30 to 0.23 (in 

𝑙𝑜𝑔  𝑍  units), MAPE from 116% to 65%, and bias from 83% to 60% for synthetic dataset 

I. The developed 𝑍  algorithm can be used to estimate 𝑍  in different optical water types. 
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Chapter III:   Validation of the developed 𝒁𝐒𝐃 estimation 

algorithm 

3.1. Introduction  

After developing a new semi-analytical algorithm for 𝑍  estimation in chapter II and 

check its performance by comparing it with the Jiang19 algorithm using synthetic dataset I, 

in this chapter the main objective was to validate the developed 𝑍  estimation algorithm 

using an additional synthetic dataset (IV) as well as in situ dataset from 21 waters in Japan. 

This was done to further check the effectiveness and applicability of the developed 𝑍  

estimation algorithm in different optical water types. 

3.2. Method 

3.2.1. Synthetic data collection and generation  

In this chapter, I collected another synthetic dataset from Jiang et al. (2021), which is 

called Synthetic Dataset IV (N = 1000) in Table 3.1. Synthetic Dataset IV contains pairs of 

𝑅 (λ) spectra as well as total absorption coefficient (a (𝜆) ) and total backscattering 

coefficient (𝑏 (𝜆)) values. The procedures that this dataset was generated is the same as that 

of Synthetic Dataset I and as described in chapter II.  

Unlike Synthetic Dataset I, for Synthetic Dataset IV, five ranges for chlorophyll-a 

concentration (𝐶 ), tripton concentration (𝐶 ), and CDOM absorption coefficient at 440 

nm (𝑎  (440)) values were randomly selected to generate 200 𝑅  spectra. Therefore a 

total of 1000 𝑅  spectra with 𝐶  values in the range of 0.01–1000 mg/ m3, 𝐶  values in the 
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range of 0.01–1000 g/m3, and 𝑎  (440) values in the range of 0.01–5 m-1 was obtained. 

More details on Synthetic Dataset IV generation can also be found in Jiang et al. (2021). 

Thereafter I generated two other Synthetic Datasets namely Synthetic Dataset V and 

Synthetic Dataset VI. Synthetic Dataset V contains the diffuse attenuation coefficient (𝐾 (𝜆)) 

values (N=1000) and Synthetic Dataset VI consists of simulated 𝑍  values (1000). These 

𝐾 (𝜆) and 𝑍  values were generated in the same manner as the Synthetic Dataset II and III 

in chapter II section 2.2.1. Synthetic Dataset IV, V and VI was used to validate the developed 

𝑍  estimation algorithm in chapter III and a summary of all Synthetic Datasets collected 

and generated in this chapter is listed in Table 3.1. 

Table 3.1 Summary of Synthetic Datasets IV, V, and VI 

Synthetic  

Dataset 

IV 

(Jiang et al., 2021) 

V 

(This Study) 

VI 

(This Study) 

Total 

Number 

of Data 

Usage 

Parameter a(𝜆), 𝑏 (𝜆), 𝑅 (λ) 𝐾 (𝜆) 𝑍 (0.01–34.87 m) 1000 
Algorithm 

Validation 

 

3.2.2. In situ data collection 

I compiled 305 in situ measured hyperspectral remote sensing reflectance (𝑅 (λ)) and 

𝑍  data pairs from 20 lakes and Tokyo Bay in Japan, which were collected between 2005 

and 2020. Figure 3.1, hereafter shows the location of the sampling location (20 lake and 

Tokyo bay in Japan). These lakes include Lakes Kasumigaura, Shirakaba, Suwa, Hibara, 

Kugushi, Suigetsu, Megami, Suga, Mikata, Senbako, Tateshina Unagi, Saiko, Biwa, 

Inawashiro, Ikeda, Motosu, Yunoko, Akan and Syoji. 
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Figure 3.1. Study areas: Locations of 20 Japanese lakes and Tokyo Bay 

 

The 𝑍  values were measured with a 30 cm diameter white Secchi disk. The 𝑍  data 

ranged from 0.3 to 16.4 m and covered clear to highly turbid waters. The in situ measured 

𝑅 (λ) values were obtained through the above-water approach. This approach measures the 

radiance of the skylight (Ls), the total upwelling radiance from the water (Lt), and the radiance 

from a standard gray board (Lg) using a FieldSpec® HandHeld spectroradiometer (ASD, 

Boulder, CO, USA) with a sensor zenith angle of 40° and an azimuth angle of 135° from the 

sun (Mobley, 1999). All measurements were carried out between 9:30 to 14:00 local time 

(three measurements were taken between 14:00 and 16:00). Then, the 𝑅  was calculated as 

follows: 

𝑅 =(𝐿 − 𝜌𝐿 )/ 𝐿 − ∆ (3.1) 
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where 𝜌 is the water surface reflectance factor (0.028 when the wind speed is less than 5 m/s) 

(Mobley, 1999), 𝑅  is the reflectance of the gray board, and ∆  is the residual reflected 

skylight calculated using a method proposed by Jiang et al. (2020). All 𝑅 (λ) spectra were 

then converted to MERIS bands based on the MERIS spectral response functions. This 

dataset was used to evaluate the performance of the developed 𝑍  estimation algorithm.  

 

3.2.3. 𝒁𝐒𝐃 estimation  

The developed 𝑍  estimation algorithm developed in chapter II was applied to the 

Synthetic Dataset IV and in situ dataset to retrieve 𝑍  values. However, in practical 

application some improvements were made to the 𝑍  estimation algorithm developed in 

chapter II. These improvements were done for water Type II and Type III when using in situ 

dataset. The improvements are:  

① Since equation (2.3) used a longer wavelength (709 nm) than those used in equation (2.2), 

and considering the effects of a low signal-to-noise ratio in a practical application, I 

followed Lee et al.’s (Lee et al., 2014) suggestion to use QAA_V5 for the waters with 

𝑅 (665) < 0.0015 sr−1 (i.e., I still used equations (2.2) and (2.3)).  

② Similar to the consideration for Type II waters, in Type III, I used a threshold of 𝑅 (754) 

< 0.0015 sr−1 and used QAA_TM for those waters with lower 𝑅 (754). This approach 

also allowed avoiding the effects of a low signal-to-noise ratio in a practical application. 

A flowchart of the developed 𝑍  estimation algorithm improved in this chapter for 

practical application and being applied to the in situ dataset only is shown in Figure 3.2. 
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Figure 3.2.  Flowchart of the ZSD estimation algorithm applied to the in situ dataset. 

 

3.2.4. Accuracy assessment  

The root mean square error (RMSE) in a 𝑙𝑜𝑔  unit, the mean absolute percentage error 

(MAPE), bias, and the Nash-Sutcliffe efficiency (NSE) were used to evaluate the 

performance of the developed algorithm using the following equations.  

RMSE =
∑ , ,   (3.2)
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MAPE =
1

𝑁

𝑋 , − 𝑋 ,

𝑋 ,
. 100% (3.3)

Bias = 10 − 1, 𝑌 =
∑ 𝑙𝑜𝑔 𝑋 , − 𝑙𝑜𝑔 𝑋 ,

𝑁
 

(3.4)

NSE =  1 −  
∑ 𝑋 , − 𝑋 ,

∑ 𝑋 , − 𝑋
 (3.5)

 

where 𝑋  is the estimated 𝑍  value, 𝑋  is the corresponding in situ measured 

or known 𝑍  value, 𝑋  is the mean of in situ measured or known 𝑍  values, and N 

is the number of data pairs. The regression results between the estimated and the known or 

in situ measured 𝑍  values (i.e., R², slope, and intercept) were also used to help evaluate 

algorithm performance. 

 

3.3. Results 

3.3.1. Validation of 𝒁𝐒𝐃 using synthetic dataset IV 

Figure 3.3 compares known 𝑍  values (i.e., Synthetic Dataset VI) and estimated 𝑍  

values from Synthetic Dataset IV using the Jiang19 algorithm and the algorithm developed 

in this study, respectively. From the figure, overestimations for Type IV and around the 

boundary between Type II and Type III waters was still observed when the Jiang19 algorithm 

was used (Figure 3.3(a)). These systematic overestimations were improved in this study by 
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14% (Figure 3.3(b)). The results shows the algorithm developed in this study outperformed 

the Jiang19 algorithm with R2 (=1), NSE (=0.98), RMSE (0.21 in 𝑙𝑜𝑔  𝑍  units), MAPE 

(52%), and bias (45%) when using the Jiang19 algorithm versus R2 (=1), NSE (=0.98), 

RMSE (0.16 in 𝑙𝑜𝑔  𝑍  units), MAPE (38%), and bias (35%) when using the algorithm 

developed in this study.  

 
 

(a) (b) 

Figure 3.3. Comparison of known and estimated ZSD values. The estimated ZSD values were 

obtained from the simulated Rrs(λ) in Synthetic Dataset IV using the Jiang19 algorithm (a) 

and the new algorithm proposed in this study (b). The colors in the figures represent water 

types. 
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3.3.2. Validation of 𝒁𝐒𝐃 using in situ dataset  

Figure 3.4 compares the in situ measured and estimated 𝑍  values. The estimated 𝑍  

values were obtained from in situ measured 𝑅 (λ) spectra using the Jiang19 algorithm or the 

algorithm developed in this study. The results show that the new 𝑍  estimation algorithm 

outperformed the Jiang19 algorithm with a reduced RMSE (from 0.18 to 0.17 in 𝑙𝑜𝑔  unit) 

and MAPE (from 32% to 27%) as well as increased NSE (from 0.90 to 0.92) and R2 values 

(from 0.90 to 0.93). In particular, I observed that three points with large errors due to the use 

of the Jiang19 algorithm (blue circles with red boxes in Figure 3.4(a)) were improved 

substantially by using the new algorithm (Figure 3.4(b)).  

However, compared to the use of the Jiang19 algorithm, the bias due to the use of the 

new algorithm increased slightly, from a 13% underestimation to an 18% underestimation. 

In addition, unlike the results shown in Figures 2.3 and 3.3, systematic overestimation was 

not found in the application of in situ measured 𝑅 (λ) spectra to estimate 𝑍 , regardless of 

the use of the Jiang 19 algorithm or the new algorithm. Type IV waters were not found from 

in situ dataset. 
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(a) (b) 

Figure 3.4. Comparison of in situ measured and estimated ZSD values. The estimated ZSD 

values were obtained from in situ measured Rrs(λ) spectra using the Jiang19 algorithm (a) 

and the new algorithm proposed in this study (b). The colors in the figures represent water 

types. 

3.4. Discussion  

3.4.1. Overestimation of 𝒁𝐒𝐃 values  

Systematic overestimation was still observed when validating the 𝑍  estimation 

algorithm developed in this study using Synthetic Dataset IV (Figure 3.3(b)) which were 

caused by the same factors described in chapter II. However, no overestimation of 𝑍  values 

was observed when the developed algorithm was applied to the in situ data (Figure 3.4(b)). 

This is probably because the measurement errors contained in the in situ data hid (or offset) 

the systematic overestimation due to the mechanism of the developed algorithm. Therefore, 

further correction to mitigate the systematic overestimation was not carried out in this study. 
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3.4.2. The applicability of the developed 𝒁𝐒𝐃 estimation 

The developed 𝑍  estimation algorithm in chapter II and its modification for practical 

application in this chapter has been applied to Synthetic Dataset IV and in situ dataset 

respectively and resulted reasonable 𝑍  estimates for different optical water types (Figures 

3.3(b) and 3.4(b)).  

The four improvements (water type classification, QAA selection, reference 

wavelength selection, and the minimum 𝐾   selection) made to the Jiang19 algorithm in 

chapter II has improved the accuracy of 𝑍  values (Figure 3.3 and 3.4). For example, the 

Jiang19 algorithm classified the yellow point with red box 3 as clear water and two green 

points with red boxes 1 and 2 as turbid water, and thus used QAA_V5 and QAA_T754 to 

estimate a(𝜆)  and 𝑏 (𝜆) , resulting finally in large errors in the Z  estimations (Figure 

3.5(a)). These three Z  estimations were improved by classifying them as Type II waters 

and thus using QAA_TM to replace QAA_V5 and QAA_T754 (Figure 3.5(b)). 
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(a) (b) 

Figure 3.5. Comparison of in situ measured and estimated ZSD values. The estimated ZSD 

values were obtained from in situ measured Rrs(λ) spectra using the Jiang19 algorithm (a) 

and the new algorithm proposed in this study (b). The colors in the figures represent QAA 

used. 

3.5. Conclusion  

The developed 𝑍  estimation algorithm has been applied to Synthetic Dataset IV and 

in situ dataset to estimate 𝑍 . These datasets represent a wide range of water qualities (𝑍  

ranges from 0.01 to 34.87 m for Synthetic Dataset IV and 𝑍  ranges from 0.3 to 16.4 m for 

in situ dataset). The developed algorithm was able to improve the systematic overestimations 

of 𝑍  values observed when using Synthetic Dataset IV by 10%.  For Synthetic Dataset IV 

even though slightly overestimate was observed, yet the accuracy of all water type was 

improved with RMSE of 0.21 versus 0.16, MAPE of 52% versus 38%.  
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On the other hand, for in situ dataset, the accuracy was improved too, with RMSE of 

0.18 versus 0.17, MAPE of 32% versus 27%. The results obtained from all datasets show 

that the four improvements described in Chapter II worked, and thus increased 𝑍  

estimation accuracy and thus the developed 𝑍  estimation algorithm is expected to estimate 

more accurate 𝑍  values in various types of waters. 
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Chapter IV:   Application of the developed 𝒁𝐒𝐃 estimation           

algorithm 

4.1. Introduction  

Information on water clarity obtained by field survey is still limited in terms of 

temporal frequency, spatial coverage, and representativeness even though 𝑍  is one of the 

simplest measures of water properties. In contrast, earth observation data from satellite 

remote sensing can provide a feasible source to monitor long-term changes in 𝑍  over large 

regions due to the revisit capacities and wide-swath observation of sensors onboard satellite 

platforms (Doron et al., 2011). To ensure management practices achieve sustainable 

development in the field of water environment, a routine monitoring by remote sensing 

technique is vital (Jiang et al., 2019; Vundo et al., 2019; Matsushita et al., 2012; Setiawan et 

al., 2019).  

In chapter II the 𝑍  estimation algorithm for estimating more accurate 𝑍  values has 

been developed. Thereafter, the accuracy of the developed  𝑍  estimation algorithm was 

validated using both Synthetic Dataset and in situ data to check its performance in chapter 

III.  

Therefore, in this chapter the main objective is to apply the developed 𝑍  estimation 

algorithm to MERIS satellite images of Lake Kasumigaura to obtain the time-series 𝑍  

product and analyze their changing trends.  
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4.2.Methods 

4.2.1. Study area 

The study area is Lake Kasumigaura (36.03° N, 140.40° E), which is the second 

biggest lake in Japan. It has an area of 167.6 km² (only west part) and an average water depth 

of 4 m, and is a typically shallow turbid lake. The 𝑍  values of Lake Kasumigaura range 

from 0.05 m to 3.8 m (NIES, 2020). The chlorophyll-a concentrations range from 12.0 mg/m³ 

to 148.6 mg/m³ while the TSS range from 4.1 g/m³ to 45.6 g/m³ in this lake. In Lake 

Kasumigaura, there are 10 routine monitoring sites with a monitoring frequency of 1 month. 

 

Figure 4.1. Study areas: (a) Location of Lake Kasumigaura, and (b) sampling sites of the 
Lake Kasumigaura Database. 

 

  



 

41 
 

4.2.2. In situ data collection 

I acquired in situ measured 𝑍  values at 10 stations in Lake Kasumigaura (Figure 

4.1(b)) between January 2003 and March 2012 from the Lake Kasumigaura database, which 

were collected by the National Institute for Environmental Studies (NIES), Japan 

(NIES,2020). The 𝑍  values ranged from 0.1 m to 1.8 m. This data was used for validation 

of the 𝑍  values retrieved from satellite images by comparing the matchups (data acquired 

at the same day) and the long-term 𝑍  time-series. 

4.2.3. Satellite image processing 

The MERIS Level-1B data between 2002 and 2012 for Lake Kasumigaura were 

collected from the European Space Agency (ESA, https://merisfrs-merci-ds.eo.esa.int, 

accessed on 04/02/2018). MERIS data was selected due to their good spatial (300 × 300 m) 

and spectral (15 bands in visible and near-infrared domains) characteristics. To remove the 

smile effect radiometric correction was done to the downloaded images after they have been 

clipped to the Lake Kasumigaura area. 

Thereafter, atmospheric correction was performed using the Case-2 Regional Processor 

in BEAM Visualization and Analysis Tool version 5.0 (BEAM VISAT 5.0), and clouds and 

cloud shadows were identified using the IdePix module in Sentinel Application Platform 

(SNAP). I then masked out the pixels with clouds, cloud buffers, cloud shadows, and failed 

atmospheric correction. As a result, a total of 507 images were downloaded but only 200 

images remained for the 𝑍  estimation. The improved 𝑍  estimation algorithm for 
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practical application in chapter III was applied to the remained MERIS images to retrieve 

𝑍  values for Lake Kasumigaura.  

The correction of variations of visibility due to changes in the solar zenith angle was 

done to the MERIS derived 𝑍  values using the Verschuur`s method (Verschuur, 1997). 

Then, I generated the monthly estimated 𝑍  values by averaging all daily estimated 𝑍  

values in the same month. Due to the reason that, some sites in Lake Kasumigaura are very 

close to the shoreline hence being influenced by the land, a long-term 𝑍  time-series at only 

seven sites (i.e. Sites 3, 4, 7, 8, 9, 11 and 12) was generated. The three remaining sites (i.e. 

Sites 1, 2 and 6) of Lake Kasumigaura were excluded from the comparison.  

Finally, 19 matchups from Lake Kasumigaura were compiled by matching the 

acquisition times of in situ measured 𝑍  values and satellite images (acquired on the same 

day). These matchups were used to further evaluate the performance of the developed 𝑍  

estimation algorithm. In addition, the averages of the 𝑍  values derived from 3-by-3 pixels 

were used as satellite-estimated values.  

 

4.2.4. Accuracy assessment  

The root mean square error (RMSE) in a 𝑙𝑜𝑔  unit, the mean absolute percentage error 

(MAPE), bias, and the Nash-Sutcliffe efficiency (NSE) were used to evaluate the 

performance of the developed algorithm. The equations are as follows: 

RMSE =
∑ , ,   (4.1)
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MAPE =
1

𝑁

𝑋 , − 𝑋 ,

𝑋 ,
. 100% (4.2)

Bias = 10 − 1, 𝑌 =
∑ 𝑙𝑜𝑔 𝑋 , − 𝑙𝑜𝑔 𝑋 ,

𝑁
 

(4.3)

NSE =  1 − 
∑ 𝑋 , − 𝑋 ,

∑ 𝑋 , − 𝑋
 (4.4)

 

where 𝑋  is the estimated 𝑍  value from MERIS image, 𝑋  is the 

corresponding in situ measured 𝑍  value, 𝑋  is the mean of in situ measured 𝑍  

values, and N is the number of data pairs. The regression results between the estimated and 

the in situ measured 𝑍  values (i.e., R², slope, and intercept) were also calculated to evaluate 

algorithm performance. 

 

4.3. Results 

4.3.1. Validation using 𝒁𝐒𝐃 matchups 

Figure 4.2 compares the estimated 𝑍  values from MERIS images using the newly 

developed algorithm to the in situ measured 𝑍  values. The in situ measured 𝑍  values 

were obtained from the Kasumigaura database. All matchups were classified to Type III 

waters based on their MERIS-derived 𝑅 (λ) spectra. From the figure, the MERIS-derived 

𝑍  values were consistent with the in situ measured 𝑍  values, with a MAPE value of 15%, 
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an RMSE value of 0.08 (in 𝑙𝑜𝑔  unit), and a bias value of −9%. The R2 value of 0.57 and 

the slope of 0.82 also indicate the good performance of the new 𝑍  estimation algorithm. 

Since the Jiang19 algorithm also selected the same reference band (band 12 of MERIS) and 

the corresponding QAA (QAA_T754) for all matchups, identical results were obtained when 

we used the Jiang19 algorithm (data not shown). Systematic overestimation was not found 

in the application of MERIS data. 

 

 
Figure 4.2. Comparisons of the in situ measured ZSD values and the estimated ZSD values 

from MERIS data using the new ZSD estimation algorithm. 
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4.3.2. Long-term 𝑍  product from MERIS Data  

Figure 4.3 shows the comparison of the monthly in situ and estimated 𝑍  values in 

Lake Kasumigaura for a long-term period of 2003-2012.  The monthly in situ 𝑍  values 

were obtained from NIES Kasumigara database while the monthly estimated 𝑍  values 

were estimated using the developed 𝑍  estimation algorithm from available MERIS data. 

From Figure 4.3, some estimated 𝑍  values from satellite images (orange dots) matched 

well with the in situ measured 𝑍  values (blue dots). In some months, the estimated 𝑍  

values were marked higher than their corresponding in situ measured 𝑍  values.  
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  Figure 4.3. Long-term ZSD time-series at seven sites in Lake Kasumigaura from 2003 to 

2012. Blue dots represent in situ measured ZSD values, Orange dots represent estimated ZSD 

values from MERIS images using the developed ZSD estimation algorithm. 

Since Lake Kasumigaura belongs to water Type III according to the in situ 𝑅   spectra 

(Figure 4.4), therefore equations for estimating a and 𝑏  for water type III in the developed 

𝑍  estimation algorithm were used (i.e. QAA_T754 was used). This was done to correct the 

overestimation of 𝑍  values observed in Figure 4.3.  
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Figure 4.4. In situ 𝑅  spectra of Lake Kasumigaura. 

 

Figure 4.5 shows the comparison of the monthly in situ and estimated 𝑍  values in 

Lake Kasumigaura for a long-term period of 2003-2012. From Figure 4.4, estimated 𝑍  

values from satellite images (orange triangles) matched well with the in situ measured 𝑍  

values (blue dots). Both in situ and estimated 𝑍  values in Lake Kasumigaura show 

comparable increasing trends from 2003 to 2012 with slope > 0 and p value <0.001. 
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Figure 4.5. Long-term ZSD time-series at seven sites in Lake Kasumigaura from 2003 to 2012. 

Blue dots represent in situ measured ZSD values, Orange triangles represent estimated ZSD 

values from MERIS images using the developed ZSD estimation algorithm. 

4.4. Discussion 

4.4.1. The applicability of the developed ZSD estimation on satellite data. 

The accuracy of 𝑍  values estimated from satellite images are affected by atmospheric 

correction (Mao et al., 2018; Jiang et al., 2019; Vundo et al., 2019;  Setiawan et al., 2019). 

In this chapter atmospheric correction was performed using the Case-2 Regional Processor 

in BEAM VISAT 5.0. Case-2 Regional Processor was selected due to its better performance 

in Lake Kasumigaura (Jiang et al., 2019). The developed 𝑍  estimation algorithm in Chapter 

II was applied to MERIS images from 2002 to 2012 of Lake Kasumigaura and reasonable 

results were obtained (Figure 4.2). Just like when using in situ data to estimate 𝑍  values, 

no systematic overestimation of  𝑍  values was observed when using satellite data (𝑍  

matchups) as well. The reason is probably because the atmospheric correction and 

measurement errors contained in the satellite data offset the systematic overestimation due 

to the mechanism of the developed algorithm.  

However, many points in Figure 4.3 were overestimated. This is because imperfect 

atmospheric correction affects water type classification hence wrong QAA is used to estimate 

a and 𝑏  which in turn affects 𝑍  estimation. For example some samples were classified as 

water Type I or Type II and used QAA_V5 or QAA_TM respectively to estimate a and 𝑏  
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in Figure 4.3 which resulted to overestimation. Despite the effect caused by atmospheric 

correction and measurement errors in 𝑍  values estimated from satellite images, time 

variation and number of data between estimated 𝑍  values and in situ measured 𝑍  values 

within a month lead to the observed discrepancies (Mao et al., 2018; Wang et al., 2019). In 

addition, discrepancies between the measured and estimated 𝑍  (i.e. overestimation, 

underestimation or scatter) in lake Kasumigaura are caused by surface scum and patches of 

cyanobacteria (Fukushima et al., 2016). 

To address the overestimation observed in Figure 4.3, in situ 𝑅  spectra was used for 

water type classification (Figure 4.4). QAA_T754 was used to estimate a and 𝑏  for all data 

samples hence estimate 𝑍 values which in turn increased the R² and reduced the p value for 

all sites (Figure 4.5). Overall the estimated 𝑍  matched well with the in situ measured 𝑍 . 

The results in this study are good evidence that by using the developed 𝑍  estimation 

algorithm 𝑍  values can be retrieved from satellite images. On the other hand further studies 

on atmospheric correction is vital to obtain more accurate 𝑍  values from satellite images 

since according to Jiang et al. (2019) there is no any algorithm which can work effectively in 

various water types. 

 

4.4.2.  Usefulness of ZSD estimation from satellite image 

Recently remote sensing technique has simplified the process of large scale and long-

term data acquisition in terms of time, cost and labor. By using satellite images, analyzing 

the changing trend of water quality parameters is one of the goal in the field of water quality 
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monitoring. Different studies have proved the applicability of satellite images in 𝑍 values 

retrieval (Fukushima et al., 2016; Jiang et al., 2019; Vundo et al., 2019;  Setiawan et al., 

2019; Bai et al., 2020). 

In this chapter, the long-term 𝑍  time-series of Lake Kasumigaura was developed by 

applying the 𝑍  estimation algorithm in chapter II on MERIS satellite images during 2002 

to 2012. The goal was to analyze the changing trend of 𝑍  values in Lake Kasumigaura. 

The obtained 𝑍  changing trends agreed well with the trends of in situ data. The trend shows 

that, 𝑍  is significant increasing from 2003 to 2012 (Figure 4.5).  

By using the developed 𝑍  estimation algorithm, long-term 𝑍  time-series can be 

obtained from satellite images even from those waters which lack in situ data. This 

contribution is very important to water environment management sector where by 𝑍  values 

can be directly retrieved from satellite images. 

 

4.5. Conclusion 

The developed 𝑍  estimation algorithm was applied to MERIS satellite images to 

obtain the long-term 𝑍  time-series for lake Kasumigaura. From the long-term 𝑍  time-

series, the estimated 𝑍  value trends agreed well with in situ 𝑍  trends.  Likewise, the 

results from the 19 matchups showed that the estimated 𝑍  in this study agreed well with 

the in situ 𝑍  with RMSE of 0.08, MAPE of 15%, NSE of 0.32 and bias of -0.09. These 

results indicate that satellite data can be used for 𝑍  monitoring. 
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Chapter V:   General conclusions 

A semi-analytical algorithm for estimating 𝑍  values from remote sensing data has 

been developed in this study. The developed 𝑍  estimation algorithm considers different 

optical properties in four water types, thus allowing the selection of the most optimal 

reference wavelength and QAA for more accurate estimation of total absorption and 

backscattering coefficients. 

More accurate total absorption and backscattering coefficients lead to more accurate 

 𝐾 (𝜆) estimation, which in turn improved 𝑍  estimations compared to the previous study. 

In addition, constraining the wavelength range of minimum  𝐾 (𝜆)  in each water type 

contributed to the improvement of 𝑍  estimation accuracy.  

The developed 𝑍  estimation algorithm was validated using two Synthetic Datasets 

and in situ dataset with a wide range of water qualities (𝑍  ranges from 0.01 to 44.68 m for 

synthetic data) in Chapter II, (𝑍  ranges from 0.01 to 34.87 m and 0.3 to 16.4 m for Synthetic 

and in situ data respectively) in Chapter III. The results showed that the developed algorithm 

is applicable to different optical water types with more accurate 𝑍  estimations (MAPE 

improved from 116% to 65% when using Synthetic Dataset I, 52% to 38% when using 

Synthetic Dataset IV and from 32% to 27%. when using in situ dataset). In addition, the 

developed algorithm was able to correct some outliers that were obvious in Jiang19algorithm. 

The developed 𝑍  estimation algorithm was also applied to MERIS satellite images 

of Lake Kasumigaura to obtain the 𝑍  values from 2003 to 2012. Validation results using 

matchups showed that the improved 𝑍  algorithm can retrieve accurate 𝑍  values. On the 
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other hand, changing trends of 𝑍  obtained from satellite images in Lake Kasumigaura 

agreed well with the corresponding trends obtained from in situ 𝑍  data during the study 

period. These results indicate that, the developed 𝑍  estimation algorithm can be used to 

monitor 𝑍   trends from satellite images.  
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