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Seismic History Matching (SHM) is a key problem in the geosciences community, requiring optimal parameters
of a subsurface model that match the observed data from multiple in-situ measurements. Therefore, the SHM
problems are usually solved with Multi-Objective Evolutionary Algorithms (MOEAs). This group of algorithms
optimize multiple objectives simultaneously, considering the trade-off between objectives. However, SHM
requires the solutions that are good on all objectives rather than a trade-off. In this study, we propose a

Differential Evolution algorithm using Lexicase Selection to solve the SHM problems. Unlike the MOEAs,
this selection method pushes the solutions to perform well on all objectives. We compared this method with
two MOEAs, namely Non-dominated Sorting Genetic Algorithm II and Reference Vector-guided Evolutionary
Algorithm, on two SHM problems. The results show that this method generates more solutions near the ground

truth.

1. Introduction

Optimization problems for subsurface flow processes, are a key
problem in the geosciences community, especially the Seismic History
Matching (SHM) problem, which we will use here as a case study. It is
about the matching of model parameters with data obtained from in-
situ measurements. The objective of SHM is to find a model or small set
of models which best match the in-situ measurements. This calibration
process improves the prediction accuracy of the starting model/s and is
a necessity for safe and economically sound development of subsurface
energy systems (energy storage, geothermal, Oil and Gas). A small ac-
curate set of final models is needed because the simulation of reservoir
fluid flow is computationally expensive.

The SHM data assimilation problem is well-known as being a highly
difficult inverse problem to solve [1-7]. The typical data to assimilate
in a history matching exercise are wells and seismic data, which are
usually represented as time-series and matrices, respectively. How to
merge these two rather different attributes in a single objective function
is non-trivial problem [8]. One “classical” approach is to calculate the
mismatch of wells and seismic maps and then compose a weighted
single objective function. These weights are generally chosen by engi-
neering judgement, consequently it is then questionable to sum directly
these two objectives together, as they represent different entities and
physical measurements.

* Corresponding author.

To circumvent these problems, several authors have employed
Multi-Objective Evolutionary Algorithms (MOEAs) [9-19], and Many
Objective Evolutionary Algorithms [20]. Typically, these algorithms
work simultaneously on several conflicting objectives (i.e. the optimal-
ity on each objective cannot be achieved at the same time), looking for
the best trade-off set of solutions, which is called the Pareto Front [21].
Therefore, selection methods that consider the trade-offs of multiple
objectives at the same time are usually introduced in this group of
algorithms. For example, the Reference Vector-guided Evolutionary
Algorithm [22] uses a reference vector-guided selection based on the
linear combinations of the objectives. Non-dominated Sorting Genetic
Algorithm II [21] uses the fast non-dominated sorting that consider a
partial order based on all objectives.

However, this trade-off approach is precisely what we propose to
investigate in this paper. We postulate that a “trade-off of objectives”
is not a good mental model to describe SHM problems, and therefore
MOEAs are not well adapted for these problems. This is because in
SHM, the different objectives are not strictly trade-offs, but rather
different descriptions of a same physics. Eventual differences in ob-
jective values are explained by the sparseness and uncertainty of the
available data, and not because of some inherent incompatibility of
the two objectives (compare this with the more traditional financial
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portfolio optimization problem, where return and risk of an investment
are objectives that are normally at odds with each other). Ideally, we
are interested in solutions that show high performance in all objective
measures, and a solution that is very good in one objective and very
bad in others is likely unphysical.

Other problem formulations in the Evolutionary Computation lit-
erature are close to this “non trade-off” model, such as multi-task
optimization and multi-form optimization. The readers may refer to
Gupta’s review work [23] for the general background. In particular, we
highlight program synthesis, where the goal is to optimize a computer
program that can solve a generalized logical task. Each instance of the
task is considered a separate objective, and an optimal program must
solve as many of these instances as possible [24].

We consider the SHM problem to be more similar to this formu-
lation, in the sense of objective aggregation, so we propose a method
for aggregating multiple objectives for the subsurface history match-
ing problem based on Lexicase Selection [24]. Lexicase Selection is a
method originally proposed for program synthesis tasks. The primary
concept, is to filter the solutions based on a shuffled arrangement of all
objectives, so that it can drive the solutions to a better quality in all
objectives at the same time, while providing enough diversity during
the search process. We provide a detailed background of this method
in Section 2.3. We introduce a new Differential Evolution algorithm
using Lexicase Selection for the SHM problem, which is described
in Section 3.

We tested our proposed algorithm on two SHM problems, referred in
the following as: (1) TS2N and (2) Volve. TS2N [25] is a simple model
containing a single injection and production well pair. This model
contains very low trade-offs between the objectives, but it will serve as
a calibration for the new implemented method. The Volve model [26],
on the other hand, is a real-world case, and significantly more difficult
to optimize, with multiple well and seismic objectives.

We compared the proposed algorithm with two well-known MOEAs,
NSGA-II [21] and RVEA [22]. We discuss the results from various
perspectives, including the distance to the ground truth, the difference
on set coverage, the distribution of the non-dominated solutions, as well
as the prediction performance. Our experiment shows that this method
has the following characteristics:

1. A better optimization performance can be achieved for the SHM
problem (Tables 4, 6, 5, and 7 in Section 4.3).

2. The final solution set is concentrated in the center of the Pareto
Front, with fewer extreme solutions which would possibly be
non-physical (Fig. 3 in Section 4.3).

3. Weighting or merging of independent objectives is not required,
greatly simplifying the data assimilation processes (Algorithm 2
in Section 3).

2. Background

In this section, we first provide background of MOEAs and their
application in the seismic history matching literature. After that, we
point out the limitations of the MOEAs and introduce a different
approach, Lexicase Selection, to handle with the multiple objectives in
the SHM problems.

Subsurface flow data assimilation problems [27,28] and more pre-
cisely, seismic history matching [1-7], developed in this paper, are
very challenging to solve and very active area of research in the
Geosciences community, which consists on merging predictions with
observations. We aim in matching a multi-stream of data: map-based
and “point scale” based (respectively, time-lapse seismic and multiple
well data), to the reciprocal maps issued by the simulation model. The
ultimate goal being to have at disposal a robust and reliable model
update, able to inform on field connectivity [29,30], geological features
identification [31] or support to decision-making [32], for instance.
The complexity lies in the fact that seismic contains uncertainty, such
as structural errors and noise, which are very difficult to estimate. For
this very reason it is hard to find wells and seismic data in agreement,
therefore a multi-objective function approach is sound.

Operations Research Perspectives 9 (2022) 100237

2.1. Multi-objective evolutionary algorithms

Multi-Objective Evolutionary Algorithms (MOEAs) are frequently
used for solving the SHM problems. These methods aggregate the differ-
ent objectives of the SHM problem through Pareto-optimality. In terms of
Pareto-optimality, a solution x dominates (i.e., is better than) another
solution y, if and only if they satisfy the following two statements:

1. All the objective values of x are no worse than those of y.
2. There is at least one objective value of x is better than that of y.

This definition is equivalent to Eq. (1), which describes a minimiza-
tion problem with M objectives. This aggregation method focuses on
retrieving an optimal set of trade-off solutions (called Pareto Front)
under several conflicting objectives.

x<yeVi=1,....M, fi(x) < fi(y) A
di=1,.... M, f;(x) < fi(y)

@

There are two classical MOEA algorithms that have been frequently
cited in SHM literature, and illustrate two different approaches to find a
Pareto Front: The Non-dominated Sorting Genetic Algorithm II (NSGA-
II) [21] uses a domination approach, while the Reference Vector-guided
Evolutionary Algorithm (RVEA) [22] uses a decomposition approach.
(see Table 3).

2.1.1. Non-dominated sorting genetic algorithm IT

NSGA-II [21] is a traditional genetic algorithm where the selection
operator, which selects the solutions to keep for subsequent iterations,
is modified to take into account the notion of Pareto-optimality. This
selection method contains two components, fast non-dominated sorting
and crowding distance assignment. Fast non-dominated sorting assigns
a rank to each solution depending to their dominance relationship to
the rest of the solution set. The tie-breaker for solutions with the same
rank is the crowding distance, which makes similar solutions in the
objective space less likely to be selected.

Other than the selection method, NSGA-II [21] uses elitism strat-
egy, and generates new solutions by simulated binary crossover and
polynomial mutation.

2.1.2. Reference vector-based evolutionary algorithm

RVEA [22] is a decomposition-based MOEA proposed for many-
objective optimization problems (MaOPs). MaOPs contain more than
four objectives. In these high dimensionality situations, domination-
based selection does not provide enough selection pressure for the
optimization process. To address this issue, RVEA [22] uses a novel
selection method called reference vector-guided selection. It contains
four steps: objective value transition, population partition, angle penal-
ized distance (ADP) calculation, and the elitism selection. The objective
value transition scales the objective values so that the length of the
objective vectors is between 0 and 1. The next step, population par-
tition, divides the whole population into several sub-population based
on the cosine similarity between the objective vectors of the individual
and the unit reference vectors. After that, ADP of the individuals will
be computed as the objective vector length with a penalty related to
the angle between the objective vector and the reference vector. The
algorithm selects the elites of each sub-population based on ADP.

The remainder of RVEA [22] contains random parent selection,
simulated binary crossover and polynomial mutation, as well as an
additional step to automatically adjust the reference vectors by gen-
erations.
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2.2. Multi-objective evolutionary algorithms in seismic history matching
literature

The early studies in the SHM literature aggregated the objectives
by weighted sum and solved with Single-Objective Evolutionary Algo-
rithms such as Particle Swarm Optimization (PSO) [33,34]. However,
many recent studies started to solve the SHM problems using MOEAs.

Schulze applied Strength Pareto Evolutionary Algorithm (SPEA) to
solve the SHM problem [9], while Min and Negash modified and
applied Multi-Objective GA (MOGA) in three separate works [35-37].
NSGA-II is the most frequently used algorithm in the SHM litera-
ture [15-19,38]. Mohamed [11] and Christie [12] did the similar
comparison studies between Multi-Objective PSO (MOPSO) and Single-
Objective PSO (SOPSO) in two separate works. Hutahaean applied
MOPSO in his two studies [13,14]. Ilamah applied MOEA/DD [39].
Hutahaean applied RVEA to solve many-objective SHM problems (4-
objectives and 6-objectives) [20].

Based on our review, subsurface researchers have applied vari-
ous MOEAs to solve the SHM problems, including domination ap-
proaches such as SPEA [9], SPEA2 [10], MOPSO [11-14], and NSGA-
II [15-19], as well as decomposition approach such as RVEA [20] and
MOEA/DD [39]. Most of these studies have indicated that the MOEAs
can achieve better results on the SHM problems, compared to using
single-objective EAs.

However, we suggest that there are at least three limitations of using
MOEAs to solve the SHM problems.

1. Many multi-objective optimization problems assume that the ob-
jectives are strict trade-offs in competition with each other. We
think, that for SHM problems the trade-off between competing
objectives can be considered weak and that many objectives
are either localized (do not impact each other) or are compli-
mentary, where an improving fitness in one objective is usually
complimentary of other objectives. This notion also fits with the
overall desire to find models which best fit all objectives in SHM.
The complexity and variability of SHM leads to a unique level
of objective competition for each model, making generalization
of this rule difficult.

2. Following from 1, it is usually not necessary (or desirable) to
achieve the entire Pareto Front in SHM problems. Reservoir
engineers are normally not interested in extreme points that
hold high misfit on several objectives but low misfit on the
rest, as such points usually represent unphysical solutions (data
unbalanced solutions).

3. Some components of the MOEAs, such as the crowding dis-
tance assignment in NSGA-II [21], aggregate different objective
values by the simple addition. This is a questionable practice
when different objectives correspond different physical entities,
and requires arbitrary tuning of the scaling factors for these
objectives.

In the next section, we introduce a different selection method named
Lexicase Selection [24] that handles the multiple objectives in a different
manner from MOEAs. We argue that Lexicase selection is able to
overcome these limitations.

2.3. Lexicase selection

The Lexicase Selection was first proposed for Genetic Programming
(GP) to solve the program synthesis problems [24]. In a program syn-
thesis problem [24], the goal is to find a computer program that passes
a set of example input and output. Therefore, in the program synthesis
problem [24], solutions are expected to have good performance on all
objectives. This shows a difference from Multi-Objective Optimization
(MOO), where solutions are allowed to perform sub-optimally on some
objectives (i.e., extreme points). We think the SHM problems are more
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Algorithm 1 Automatic e-Lexicase Selection

1: Shuffle the objective list into F = {, ..., f,, };
2: Set the candidate pool A as the entire population X;
3: while | F|>0and | A|> 1 do
4:  Denote the first item in the objective list F as f;
for x; in A do

if f(x;) > fpe + o then

Delete x; from 4;

end if
end for
10:  Pop the first item from F;
11: end while

© ® Ny

similar to the program synthesis tasks rather than MOOs, since a
solution performing well in one objective should not, in principle,
always cause it to perform worse in another.

The basic idea of Lexicase Selection [24] is to filter the population
based on each of the objectives in a random order. Each time before
the algorithm selects an individual, the order of the objectives will
be shuffled. Then the algorithm keeps the best individuals based on
the objectives in the previous shuffled order, until there is only one
individual left or all the objectives have been used (in this case, the
algorithm returns a random individual from the rest individuals).

One disadvantage of this selection scheme is that it can lead to a
poor performance on problems with a continuous fitness space, since
few individuals share the same elitism unless they are exactly identical.
Therefore, in this case, only one objective will be used to select a parent
in the continuous fitness space.

To solve this problem, Cava proposed the Automatic e-Lexicase Se-
lection in 2016 [40]. Automatic e-Lexicase Selection [40] differs from
the basic Lexicase Selection [24] by introducing an adaptive threshold
parameter o to solve the previous issue. For a minimization problem,
the individuals whose fitness value is less than f,,, + o are considered
as the “best” individuals. f,,, is the minimum objective value in the
population. ¢ is calculated based on median absolute deviation (MAD)
in (2), where med(-) takes the median of a set. A detailed procedure of
this method is provided in Algorithm 1.

o = med ({| med(F(A) = f) oy 1ay) @

In the Automatic e-Lexicase Selection [40], each parent is elite on
at least the first objective used to select it. Since each parent is selected
by a random order of the objectives, the individuals are pressured
to perform well on various combinations of the objectives, which
enhances the diversity of the population. However, the disadvantage
of this method is also obvious. When the number of objectives is small,
there are not enough combinations of objectives to provide the diver-
sity. Thus, the algorithm can become greedy. But since the available
computational budget in the SHM problems is usually limited, we
believe this greedy characteristic does little harm for this application
case.

3. Proposed method: Differential evolution based on automatic
e-lexicase selection

In this study, we propose a novel method to solve the SHM problems
based on the Differential Evolution (DE) [41] and the Automatic e-
Lexicase Selection [40]. DE [41] is a simple yet powerful optimization
algorithm especially on continuous domain. Its superiority has been
proven in many prior studies [7,42,43].

In most MOEAs, there are some components doing arithmetic op-
erations on the objective values of the different objective functions.
For example, the crowding distance in NSGA-II [21] is computed as
a Manhattan distance that adds objective values of different objective
functions directly. This step is influenced by the different scales of
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Algorithm 2 Differential Evolution based on Automatic e-Lexicase
Selection
1: Initialize a population X = {x,....xy};
2: Evaluate the fitness of every individuals in X;
3: while termination criteria are not satisfied do
Create an empty population X’ = {};
foriin1to N do
Select a parent x,,,;.,sc Dy Automatic e-Lexicase Selection;
Select two parents x; and x, randomly;
Reproduce offspring y based on (4);
Perform polynomial mutation on y to generate y';
10: Add y' to X';
11:  end for
12:  Replace X with X’;
13: end while

O ® NI R

the objective functions. Therefore, a proper weight assigning step is
necessary. This step is not trivial and usually based on an engineering
judgement. However, by using Automatic e-Lexicase Selection [40],
there is no need to do arithmetic operations on the objective values
of the different objective functions. Therefore, this selection method is
not influenced by the different scales of the objectives and there is no
need to do weighting.

While there are multiple proposed DE variants, one of the most
frequently used versions is DE/rand/1/bin [41]. In this method, three
parents x;, x,, and x; are selected randomly to generate an offspring
individual y based on (3). In (3), the subscript j means the jth di-
mension of a vector. F is a scaling factor to control the mutation
strength, and CR controls the binary crossover rate. j,, is a randomly
selected dimension that ensures at least one dimension in the solution
is mutated.

), = xpj+F-(x;—x3;), riy<CRorj=j,
/ Xy js otherwise

3

In this study, we propose DE/lexicase/1/bin in Algorithm 2. This
method is similar as DE/rand/1/bin [41], however, we replace the first
parent with a “good” individual x, selected by Automatic ¢-Lexicase Se-
lection [40]. This method performs mutation on the selected individual,
by adding a differential vector between two random individuals.

We further modify the original DE algorithm [41] as follows. We
omit the survival selection in the original DE procedure, since the
Lexicase Selection can provide sufficient selection pressure. We also
introduce the polynomial mutation after the differential mutation to
prevent premature convergence. We provide the procedure of our
proposed method in Algorithm 2.

), = X1 +F.(x1’j —Xz,j)’ rp<CRorj =jr2
/ X s otherwise

4

As pointed out in Section 2.3, when the number of the objectives
in the problem is small, the Lexicase Selection can become greedy.
However, for a SHM problem, the available number of iterations is
usually small, since it costs several minutes to hours per evaluation.
Therefore, the greedy performance may not harm the optimization
results (in the SHM problems).

In the remaining sections, we abbreviate our method to Lex-DE.

4. Experiments

To test the proposed Lex-DE algorithm, we prepared two SHM
problems, TS2N and Volve. The optimal parameters, also known as
ground truth, for both problems are known for us (of course not used
by the algorithms). The datasets generated and analyzed during the
current study are available in a public repository.!

1 https://github.com/Y1fanHE/lexde-subsurface-model
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Fig. 1. Parallel objective plots for the best run on the Volve problem. Each line
corresponds to the five (scaled) objective values of a non-dominated solution.

Table 1

Details of the objectives in the TS2N problem.

Name Details

FWPR Field Water Production Rate

FOPR Field Oil Production Rate

FWPT Field Water Production Total /0' FW PR(t)dt
FOPT Field Oil Production Total f; FOPR(1)dt
FGPR Field Gas Production Rate

Table 2

Details of the objectives in the Volve problem.

Name Details

seis-mean Seismic metric using Mean Attribute
seis-spa Seismic metric using SPA Attribute
P-F-14 Composite well F-14 fitness metric
P-F-12 Composite well F-12 fitness metric
P-F-15C Composite well F-15C fitness metric

4.1. Test problems

SHM models based on real world datasets, while unique, are broadly
similar in their objectives and the challenges they present for optimiza-
tion. We have selected two test problems which cover different model
scales and complexities. Additionally the models are open and available
for additional research.

The TS2N model [25] simulates a reservoir located in the Gulf of
Mexico with a single production well. The model includes monthly
production data for Oil, Gas and Water volumes from 1996 to 1999.
Within the model there are five geological layers with uniform prop-
erties. It is a real life example, albeit a simple one. It includes five
objectives, namely FWPR, FOPR, FWPT, FOPT, and FGPR. The detail
of the five objectives is provided in Table 1. The production totals (PT)
metrics are time integrals of the production rates (PR). Including them
as an objective emphasizes the requirement for the model to match the
actual produced volumes of the field rather than just the production
rates. This is a key requirement in history matching. Production totals
tend towards increasing error overtime which places more weight on
matching the total produced volume at the end of the optimization
period.

The TS2N model has 13 model parameters that include horizontal
and vertical permeability multipliers for each layer, the oil-water
contact depth, porosity and the reservoir compressibility.

To increase the uncertainty of the TS2N model, we added random-
ized noise to the production rate history and reintegrated the rates to
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Fig. 3. Scatter plot of the objective function values of non-dominated solutions in the best run on the Volve problem.

The Volve field is an open dataset [26]. This problem also includes
five objectives, namely seis-mean, seis-spa, P-F-14, P-F-12, and P-F-15C.
The detail of the five objectives are provided in Table 2. The Volve
model has 63 model parameters to generate a large search space. The

create production totals which are slightly different to the truth case.
The noise is not correlated between objectives and this creates a small
degree of trade-off in the objective function that would otherwise be
absent.
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Table 3 Table 5
Comparison on the proposed Lex-DE with NSGA-II and RVEA. Difference on set coverage AC(A, B) of three algorithms on the TS2N problem.
Algorithm Objective aggregation Variation methods Methods (A, B) (Lex-DE, RVEA) (Lex-DE, NSGA-II) (RVEA, NSGA-II)
Lex-DE Shuffle the priority Differential mutation AC 100% 100% -100%
of the objectives Binary crossover
Polynomial mutation
NSGA-II Non-dominated sorting Table 6 _
Crowding distance Simulated binary crossover Average distance to the ground truth d,, of three algorithms on the Volve problem.
RVEA Tchebycheff decomposition Polynomial mutation Method Best Median Worst Mean Std.
Lex-DE 2.102 2.368 3.076 2.464 0.376
RVEA 2.947 3.127 3.222 3.086 0.110
Table 4 NSGA-II 2.383 2.764 2.840 2.675 0.187
Average distance to the ground truth d, of three algorithms on the TS2N problem.
Method Best Median Worst Mean Std.
Table 7
Lex-DE 0.157 0.339 0.623 0.352 0.170 Difference on set coverage AC(A, B) of three algorithms on the Volve problem.
RVEA 0.684 0.719 0.953 0.793 0.123
NSGA-II 0.256 0.319 0.498 0.359 0.099 Methods (4, B) (Lex-DE, RVEA) (Lex-DE, NSGA-II) (RVEA, NSGA-II)

parameters of the model include the oil-water contact, fault transmis-
sibilities, region and zone permeability and porosity multipliers and
aquifer volume. Unlike the TS2N problem, this problem includes data
from multiple wells and multiple seismic.

4.2. Experimental methods

We compared Lex-DE with two MOEAs, namely RVEA [22] and
NSGA-II [21]. Before the formal experiments, we tuned several im-
portant parameters but set the rest based upon experience in prior
studies [21,22] with the exception of population size. For each algo-
rithm, we run five repetitions. We set the total number of evaluations
as 1500 for all three algorithms on TS2N, and 2000 on Volve. The popu-
lation size is set as 20 (75 generations on TS2N and 100 generations on
Volve). For Lex-DE, we set the scaling vector F = 0.5 and the crossover
rate CR = 0.5 without tuning. The mutation rate p,, is set to 1/n (n is
the dimension of the problem). For NSGA-II, the crossover rate p, is set
to 0.9 (tuned from {0.6, 0.7, 0.8, 0.9, 1.0}). The mutation rate p,, is
set to 1/n (n is the dimension of the problem). For RVEA, the crossover
rate and mutation rate are the same as NSGA-II. We generate 15 weight
vectors based on das-dennis method [44]. We set the rest parameters, a
= 2.0 and f, = 0.1, based on the original RVEA paper [22].

We include two numerical metrics of performance, average distance
to the ground truth and the difference on set coverage. Before comput-
ing the metrics, we scaled the objective values into [0, 1] based on the
non-dominated solutions over all evaluations in the five repetitions of
the three algorithms.

« Average distance to the ground truth (d,, ). This metric shows
the scaled Euclidean distance between non-dominated solution set
A and the ground truth x* in the parameter space.

S Zeallx=xl

o= = ®)

Difference on set coverage (AC(A, B)). Let A and B be two
non-dominated sets, the set coverage C(A, B) is defined as the
percentage of the solutions in B that are dominated by at least
one solution in A. When computing this set coverage, the non-
dominated solution set of every methods is the non-dominated set
of union of the solutions from five repetitions. The difference on
set coverage is computed as in (6). A positive value of AC(A, B)
shows that A is better than B considering all the objectives.

AC(A, B) = C(A,B)— C(B, A) (6)
C(A.B) = |{uEB|EIUI§|A:U<u}| @

AC 100% 95% —98%
I RVEA
250 HEE NSGA-I
I lLex-DE
200
5 150
o
o
100
50
0 |I| I| ||| 1 il 2l | |
2.0 2.5 3.0 3.5

Distance to the ground truth

Fig. 4. Frequency of scaled Euclidean distance between non-dominated solutions to
the ground truth in the parameter space.

4.3. Experimental results

Tables 4 and 6 provide the average distance to the ground truth d,
on the TS2N and Volve problems. On both problems, the solution set
found by Lex-DE is closest on average to the ground truth. Tables 5 and
7 shows the difference on set coverage on the two problems. On both
problems, AC(Lex-DE, RVEA) and AC(Lex-DE, NSGA-II) are positive,
indicating that a high proportion of solutions by Lex-DE dominates the
solution sets of both RVEA and NSGA-II.

Figs. 7 and 8 shows the change in best objective values by gen-
eration on the TS2N and Volve problem, indicating the convergence
of the algorithms on these problems. The objective values are scaled
into [0, 1] based on all the solutions found in five repetition of three
algorithms. These figure shows that Lex-DE and NSGA-II approach the
best solutions faster than RVEA in TS2N, and that on Volve Lex-DE finds
better solutions faster on seis-mean, seis-spa and P-F-14, while NSGA-II
finds better solutions faster on P-F-15C.

Figs. 1 and 2 provide the parallel coordinate graph of the TS2N and
Volve problems, respectively. These figures show the non-dominated
solutions over all evaluations in the run with best average distance to
the ground truth. In the graph, a non-dominated solution is represented
by five points connected by a line. The five points show the five
objective values (scaled into [0, 1]) of this solution. We find that on the
TS2N problem (Fig. 1), there is only one non-dominated solution for
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Fig. 6. Scatter plot of the non-dominated solutions in the prediction period on the
Volve problem. The right plot is the zoom-in of the rectangle area in the left graph.

each algorithm. This shows the lack of trade-off between the objectives
in TS2N.

On TS2N, the non-dominated solution of Lex-DE is slightly better
than that of NSGA-II, but much better than that of RVEA. On the
Volve problem, more than one non-dominated solutions have been
found for all three methods. The parallel objectives plot in Fig. 2 shows
that Lex-DE generates solutions with clearly better values than the
other methods for the objectives seis-mean and seis-spa, and some-
what better values on P-F-14, P-F-12, and P-F-15. This shows that the
proposed method finds solutions that are generally good across all
objectives, including objectives of different nature (seismic and well)
when compared to the other two MOEAs.

To better understand these results, Fig. 3 provides a scatter plot
of the solutions in Fig. 2. This figure shows how the non-dominated
solutions of the Lex-DE algorithm are distributed in a central area in the
non-dominated front. However, for the other two MOEAs (especially
the NSGA-II), their solution sets are spread over a larger area, including
some “extreme points” that perform sub-optimally on some objectives.

5. Discussion

In Section 4.3, we find that the performance of Lex-DE and NSGA-II
on the simple TS2N problem are close. However, on the harder Volve
problem, Lex-DE has a better results compared to NSGA-II and RVEA. In
this section, we provide further discussion based on the Volve results.

Table 8
Difference on set coverage AC(A, B) in prediction of three algorithms on the Volve
problem.

Methods (A, B) (Lex-DE, RVEA) (Lex-DE, NSGA-II) (RVEA, NSGA-II)

AC —-45% —28% -23%

5.1. Distribution of distance to the ground truth

Lex-DE uses the Lexicase Selection. Therefore, the solutions are
pressured to perform “good” on all objectives. This feature brings two
main benefits.

1. For the final solution set, Lexicase Selection centralizes the
solutions in a small area. To illustrate this point, in Fig. 4,
we show the histogram of the scaled distance between every
non-dominated solution and the ground truth in the parameter
space in all repetitions. We clearly find that Lex-DE generates
more solutions than the other two MOEAs in the area that is
close to the ground truth (distance less than 2.2). In real-world
engineering tasks, the final set of models when using Lex-DE
as an optimization tool is closer to the truth and contains less
nonphysical results.

2. For the evolutionary process itself, a centralized solution set
usually holds a stronger exploitation, and thus the algorithm can
converge to a better result in a shorter amount of time. This
is advantageous for SHM problems where evaluations a usually
limited due to computation cost.

However, the disadvantages is also obvious. Focusing on a specific
area may lead to many solutions within a local optimum. For example,
in Fig. 4, there are solutions of Lex-DE distributed between 3.0 and 3.2.
We suspect this run falls within a local optimum, and thus results are
worse than other runs.

5.2. Performance in the prediction period

In the real world, the subsurface model is used to do forecasting on
the field production. We perform prediction based on every individuals
generated during the optimization (2000 individuals per run). We
only compute the misfit on P-F-12 and P-F-14, since the other three
objectives are not available in the prediction period. The difference on
set coverage based on the fitness in prediction is provided in Table 8.
Regarding the set coverage in prediction and the evolution of the
prediction fitness (Fig. 5), NSGA-II performs the best. We consider the
following three possible reasons.

* Our Lex-DE performs much better on the two seismic related
objectives. However, they are not available in the prediction. In
the optimization period (Fig. 2), NSGA-II also generated several
solutions that are good in P-F-14 and P-F-12. Therefore, it is not
strange for NSGA-II to have a good prediction result.
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Fig. 7. Best fitness by generations (y-axis in log scale) on the TS2N problem.

+ Fig. 6 shows the non-dominated solutions in the prediction period
of three algorithms in all five runs, as well as a zoom-in graph
of the center part of the non-dominated front. The solutions in
the same run are connected by a line. In most runs, NSGA-II
and RVEA generate several solutions that perform well on some
objectives, but sub-optimally on the others. These “sub-optimal”
solutions may not be dominated by any of the solutions of Lex-DE,
but they are less useful in the SHM problem.

Our method may overfit the problem during the optimization
phase. Though all three algorithms do not contain any explicit
way to overcome overfitting, NSGA-II and RVEA tend to maintain
a more diverse solution set. This may lead to the better results in
the prediction period. To enhance the diversity of Lex-DE without
generating sub-optimal solutions, we can use other strong global
mutation methods or restart strategies, and keep the Lexicase
Selection.

6. Conclusions

In this study, we introduced the Lexicase Selection method [24,40]
and proposed the Differential Evolution based on Automatic ¢-Lexicase

Selection algorithm to solve the history matching problems. We com-
pared the proposed algorithm with two other literature methods, the
NSGA-II [21] and the RVEA [22], on two real-world examples [25,26].
The results have shown the superiority of the proposed method with
better optimization results (i.e., positive difference on set coverage and
smaller average distance to the ground truth) and a more centralized
solution set. What is more, we found that this centralized set usually
provides more solutions close to the ground truth in the parameter
space. For an engineering problem, this feature generates a final ensem-
ble of models which better characterize the true model and parameter
uncertainty.

Despite the above advantages, this method sometimes falls into local
optimum. What is more, the prediction performance (difference on set
coverage in prediction) of Lex-DE is not as good as in the optimization
phase. This may caused by the following reasons: (1) some objectives
are not available in the prediction period; (2) the set coverage may
be affected by the extreme points; (3) our Lex-DE may get overfitting
in the optimization phase. In the future, we are going to increase
the diversity of Lex-DE by applying strong global mutation methods.
This can solve the local optimum and the overfitting issue, without
generating sub-optimal solutions.
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In addition, the main outcome of this paper is developed from
questioning whether we should model the history matching problem
as Multi-Objective Optimization. In the recent optimization literature,
Multi-Form Optimization [23] has been proposed to reconcile multi-
ple alternate formulations of a single target task of interest. Part of
our future research will consider the history matching problem as a
Multi-Form Optimization task.
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