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Abstract: Passive motion correction methods for optical coherence tomography (OCT) use
image registration to estimate eye movements. To improve motion correction, a multi-image
cross-correlation that employs spatial features in different image types is introduced. Lateral
motion correction using en face OCT and OCT-A projections on Lissajous-scanned OCT data
is applied. Motion correction using OCT-A projection of whole depth and OCT amplitude,
OCT logarithmic intensity, and OCT maximum intensity projections were evaluated in retinal
imaging with 76 patients. The proposed method was compared with motion correction using
OCT-A projection of whole depth. The comparison shows improvements in the image quality of
motion-corrected superficial OCT-A images and image registration.

© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Optical coherence tomography (OCT) is a cross-sectional, three-dimensional imaging tool for
biomedical tissues [1]. In ophthalmic applications of OCT, involuntary eye movement is one
of the largest problems, causing artifacts, missing areas, and distortion. These effects disturb
three-dimensional morphology and en face investigation such as OCT angiography (OCT-A) and
thickness mapping [2,3].

Two approaches have been used to achieve motion-free imaging. One is the combination of an
OCT scanner with an active retina-tracker. The successful motion-free imaging of fine structure
can be obtained with image-based retinal-tracking systems [4–8]. However, this approach requires
an additional fast imaging system to monitor the retinal motion accurately. Moreover, missing
sampling locations cannot be recovered when retinal-tracking fails or the eye blinks. Hence,
additional mechanisms to detect missing regions and re-scanning are necessary [5,9]. The
other approach is a passive motion correction approach. The retina is scanned with a spatially
redundant scan pattern and image-registration-based algorithms are employed to estimate the eye
motion [10–14]. This approach does not require additional hardware modifications. When the
redundancy of sampling is high, the method becomes more tolerant of missing data such as eye
blinks [14].

Recently, we demonstrated a motion-artifact-free imaging technique based on the Lissajous
scanning pattern and an advanced motion correction algorithm [14,15]. The proposed scanning
pattern is used during image acquisition and the motion is corrected afterward. Although this
method works to a certain degree, the residual eye movements are still problematic for clinical
applications.
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En face OCT-A of the retina visualizes retinal and choroidal vasculature from large vessels to
capillaries [16–19]. Several algorithms including our previous one use OCT-A image as a feature
for motion estimation and can correct motion well [12,13,15]. However, some patients exhibit
low or no blood perfusion due to circulation abnormalities. In such cases, the features used for
motion estimation will be decreased. In contrast, some abnormalities are visualized in OCT
intensity images as specific spatial patterns, e.g., abnormalities of the retinal pigment epithelium
(RPE), pigment epithelium detachment, edema, etc [20–30]. Hence, using OCT images includes
more features other than those of OCT-A and may improve motion estimation performance.

In this study, we demonstrate lateral motion estimation using OCT-A and OCT for motion-free
OCT imaging. The OCT signals are acquired with a modified Lissajous scanning pattern that
enables OCT-A imaging [15]. The lateral motion is estimated from several types of en face OCT
and OCT-A images using a motion estimation algorithm. The OCT-A average projection and
OCT average amplitude, average logarithmic intensity, and maximum intensity projections are
used (Section 2.2). The eye-motion-corrected images are then obtained based on the estimated
eye movements. To confirm that the presented method improves motion correction, imaging of
retinal disease was performed with the proposed method and the method using only an OCT-A
image. The resulting motion correction performance was evaluated and compared.

2. Motion correction method

2.1. Multi-image registration

In rigid image registration, image cross-correlation is used to estimate the shifts between images.
The peak location of the cross-correlation function between two images of the same image type
at different time points indicates the amount of motion that occurs between these two time points.
To improve motion correction performance, several image types are used to estimate this amount.
The details of image types used in this study are described in Section 2.2 and an example of
them is shown in Fig. 1. Multi-image cross-correlation using a pair of image sets estimates the
shift between two image sets using the features of all image types. Each image set consists of
several image types obtained at the same time point. The image normalized cross-correlation, ρ,
obtained using two image sets of n image types, { f1(r), . . . , fn(r) } and { g1(r), . . . , gn(r) }, is
calculated using integrated covariance and variance functions over the image types as follows:
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Further, r and r′ are spatial location and displacement vectors, respectively, i is the index of the
image type, n is the number of image types, and Mr′ is the overlap region between images f (r)
and g(r − r′). The operation ⟨⟩Mr′ is the average over the overlap region Mr′ . The calculation of
the cross-correlation is limited within the domain where the overlap area is greater than or equal
to the overlap area without displacement (r′ = 0) multiplied by the coefficient α (0 <α ≤ 1). The
cross-correlation [Eq. (1)] corresponds to calculating the correlation of a single image in which
all image types are concatenated.

Fig. 1. Multiple-image types of en face images of an AMD patient. (a) OCT-A average
projection of the whole depth and (b) OCT average amplitude, (c) average logarithmic
intensity, and (d) maximum intensity projections. OCT projections exhibit spatial patterns
due to morphological abnormalities of the retina.

To compute the cross-correlation of images with arbitrary shapes fast, Eqs. (2)– (4) are
converted to forms with a convolution operation (using the Fourier transform) with masked
images as in [14,31]. Multi-image registration [Eq. (1)] is then used to estimate eye movements,
and the estimated movements are used to suppress motion artifacts. The details of the motion
estimation are described in Section 2.4.

2.2. Image types for lateral motion estimation

In the method proposed in this study, OCT-A average projection along the entire depth, OCT
average amplitude projection (AP), OCT average logarithmic intensity projection (LIP), and OCT
maximum intensity projection (MIP) are used. An example of these image types is shown in
Fig. 1, and these images have been motion-corrected using the method described in Section 2.4.
Using multiple types of OCT projections increases the amount of information regarding the axial
distribution of the OCT signal.

OCT-A obtained by noise-corrected complex correlation method [32] is used. En face OCT-A
images are generated by averaging the three-dimensional OCT-A volume over the whole depth.
The en face OCT-A projection visualize the vasculature with high contrast because the OCT-A
method [32] suppresses de-correlation at low signal regions.

OCT AP, LIP, and MIP are calculated as followings:
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where A is the amplitude of OCT signal, m is the index of a voxel in en face plane, and n is the
index of a voxel along depth. A total number of voxel along depth is N. OCT AP provides a
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similar image to that obtained by confocal scanning ophthalmoscope. In contrast, OCT LIP
applies logarithmic scaling before depth averaging and enhances the contrast of structure at
depths with weak backscattered light. OCT MIP represents the highest backscattering intensity.
In posterior eye imaging, it represents the OCT intensity scattered at the RPE, because the RPE
exhibits very strong backscattering. This projection is similar to a “shadow gram” [33], which is
the projection image of the OCT signal extracted around the RPE. The shadows of high scattering
and absorption materials such as retinal blood are visualized in this type of image.

2.3. Experimental system

A clinical-grade prototype OCT system [34] was used for the experiment. It uses 1-µm swept-
source OCT with polarization-diversity detection. The system has a scan rate of 100,000 A-lines
per second and 6.2-µm axial resolution. The system was installed in a hospital and patients’ eyes
were scanned.

The modified Lissajous scan pattern, which enables OCT and OCT-A imaging [15], was
applied. An imaging range of 3 mm × 3 mm was scanned. During one fast scanning cycle of the
Lissajous pattern, 722 A-lines are acquired. The fast scanning cycle was repeated twice to scan
the same locations and enable OCT-A imaging. The OCT amplitude, Am,n, is also obtained by
averaging A-lines among repeated cycles. The time lag between the repeated fast cycles was 7.24
ms and, a total of 724 repeated-cycle-sets were acquired for one volume. The acquisition time of
one volume was about 10 s.

2.4. Motion estimation and correction

The processing flow of the lateral motion estimation is shown in Fig. 2. The algorithm for lateral
motion estimation presented in our previous papers [14,15] is used. Here, the algorithm is
identical to that is used in Ref. [15], except for the image cross-correlation computation, which is
computed by Eq. (1) in the present study.

En face images of multiple types are produced from the acquired volume and split into small
strips. The data affected by eye blinks and significant eye motion are determined by detecting
reductions in OCT intensity and high de-correlation noise in OCT-A, respectively. The OCT LIP
is used to detect eye blinks. The OCT LIP was averaged in one repeat-cycle-set of Lissajous and
subtracted by noise floor:

LIP
′

k =
1
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∑︂
l

LIPk∗Lx+l − 10 log10
√︁

Var[IBG], (9)

where k, l are indices of the cycle-set and sampling point in each cycle-set, Lx the number of
sampling points in one cycle-set, IBG is the intensity of background. The OCT LIP’ [Eq. (9)] is an
averaged log-scaled SNR, where the value of zero corresponds to the level of the noise floor. The
cycle-sets that 1 dB <LIP

′

k are assumed to be disturbed by eye blinks and discarded. Cycle-sets
disturbed by high de-correlation noise in OCT-A are detected by thresholding the averaged en
face OCT-A in the same way as in Ref. [15]. These data are excluded from the motion estimation
and not used for generating motion-corrected images. Each en face image is separated into strips
at eye blinks and instances of high de-correlation noise. Further, the maximum length of the
strips is limited, so that the duration of each one does not exceed 0.2 s.

The strips are transformed into a Cartesian grid (361 × 361). The translation between a target
strip and a reference image is estimated using the multi-image registration (Section 2.1). To
equalize the influence of multiple image types, each image type is normalized by its standard
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Fig. 2. The schematic diagram of the lateral motion estimation.

deviation before splitting into strips as follows:
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where Ii,j is the original en face image of the i-th image type, j = 0, 1, . . . , N is the index of
the sampling point, and N is the total number of acquired sampling points. The details of the
lateral translation estimation have been presented in Ref. [14]. The reference image is initially
the largest strip, and we register the strips with larger area size. The target strip and reference
image are merged to update the reference image. The registration is then iterated to estimate
the lateral shifts of each strip. Three constraints are applied to the image registration. (i) The
maximum value of cross-correlation larger than 0.4, (ii) the estimated shifts in both horizontal
and vertical directions less than 10 grid points length (approximately ± 83 µ m), and (iii) the
size of the overlapping area between the shifted target strip and the reference image larger than
95 % of overlap between them without the shift (α = 0.95 for Eq. (5)) are considered to be a
successful registration. The strip that fails to register changes the registration order to the last.
In the case of strips registration failed after 4 rounds, the constraints have been loosened to be
the maximum correlation coefficient larger than 0.25 and estimated shifts smaller than 30 grid
points length (approximately ± 250 µm). Here, one round represents a set of registrations in
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which all the strips are tried to be registered once. After 6 rounds of registration, any strip that
fails to register is discarded, and the sampling points belonging to the strip are not be used for
generating motion-corrected images. Finer lateral motion is then estimated using the sub-strips
divided diagonally [14] without the constraint in the maximum correlation coefficient.

The motion-corrected en face images are obtained by correcting the translation of each
sampling point using the estimated lateral motion and mapping them to the Cartesian grid. The
data assigned to the same grid point are averaged. For slab OCT-A images, average projections
of OCT-A at the segmented layers are calculated and mapped to the Cartesian grid using motion
correction. This motion-corrected slab OCT-A has been enhanced by the contrast-limited adaptive
histogram equalization (CLAHE) [35] and Gabor filtering [15,36].

Motion estimation processing was performed using Python 3.7 scripts with NumPy and CuPy
(for using CuFFT to compute convolutions in the cross-correlation process). The retinal layers
were segmented using The Iowa Reference Algorithms (Retinal Image Analysis Lab, Iowa
Institute for Biomedical Imaging, Iowa City, IA) [37–39]. Image processing (Gabor filtering,
CLAHE, and rolling ball filtering) was performed using scikit-image 0.16.2.

3. Motion correction evaluation

A total of 91 eyes of 76 subjects were scanned. The number of patients with each disease was 46
with age-related macular degeneration, 10 with polypoidal choroidal vasculopathy (PCV), 10
with retinal vein occlusion, 4 with pathologic myopia, 3 with diabetic macular edema (DME),
and 2 with central serous retinopathy, 1 idiopathic choroidal neovascularization. A total of 116
volumes of all subjects were used for all evaluations presented in this study. The present study
adhered to the tenets of the Declaration of Helsinki and was approved by the Institutional Review
Boards of Tokyo Medical University. The nature of the present study and the implications of
participating in this research project were explained to all study participants, and written informed
consent was obtained from each participant before any study procedures or examinations were
performed.

To evaluate the performance of motion correction using multiple-image types, two motion
correction methods were compared. One uses the motion estimated using only the en face OCT-A
projection (OCT-A method) and the other uses the estimation with OCT-A and OCT projections
(OCT-A + OCT method). The imaging quality of motion-corrected image and motion correction
performance were assessed by the metrics as described in the following subsections.

The assessed imaging quality was also compared with respect to the number of detected rapid
eye movements and eye blinks (see Section 2.4). This enabled the dependency of the motion
correction performance on eye motion and blinks to be compared for both methods.

3.1. Assessment of OCT-A image quality

The image quality of a motion-corrected image is an essential criterion for evaluating motion
correction methods. Here, we performed manual grading to assess the image quality of
motion-corrected images. A grading of vasculature visibility was conducted by a single senior
ophthalmologist with a clinical experience of more than 20 years (grader 1). To verify the
consistency of the grading, another grader (a senior engineer, grader 2) rated the same image
set, and inter-grader consistency was assessed. OCT-A images of a superficial layer (superficial
OCT-A), the slab from the inner limiting membrane to the boundary between the inner nuclear
and plexiform layers, were graded based on the grading criteria of vasculature visibility [Table 1],
similar to the previous OCT-A study [40]. Motion-corrected en face OCT-A images obtained
by motion correction with the OCT-A method and OCT-A + OCT method were presented in a
random sequence to graders. Hence, it was a blind grading.
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Table 1. Grading criteria

Grading score Criteria

5 Perfect. No motion artifacts. Capillaries are clearly visible.

4 Capillaries are partially unclear.

3 In some parts, capillaries are not visible.

2 Vasculature of the large retinal vessels is clear.

1 Capillaries are not visible. In some parts, the structure of large retinal vessels is not clear.

0 Vasculature is not clear.

3.2. Metrics of motion correction

Two metrics were used in this study. After the motion correction, sampling data along the
Lissajous trajectory is remapped to Cartesian grid points. If several strips are not registered, it
could result in blanks in the motion-corrected data, i.e., some Cartesian grid points that do not
have assigned data. The ratio of filled data in the Cartesian grid represents the degree of the
success of the motion-correction. Hence, the first of two metrics, “filling rate”, is defined as
follows:

Filling rate =
Number of grids where data has been assigned

Total number of grids
. (11)

The second metric is the usage rate of A-lines, defined as follows:

A-line usage =
Number of A-lines used in motion-corrected image

Total number of A-lines
. (12)

If image registration is improved, the number of registered strips will increase and the number of
A-lines used in the motion-corrected image will accordingly increase.

4. Motion correction and evaluation results

4.1. Example cases of motion-corrected retinal images

Motion-corrected images of some representative cases are described here. The cases that grading
score was improved with OCT-A + OCT method over OCT-A method (Fig. 3 and Fig. 4), not
changed (Fig. 5), and degraded (Fig. 6) are presented.

Figure 3 shows the en face images of a case in which the grading score was improved from 3
to 4 and elliptic artifacts are suppressed. A branch retinal vein occlusion (BRVO) patient eye was
scanned. Fine structures are restored in motion-corrected images (Figs. 3(a)–3(l)) comparing to
images without motion correction (Figs. 3(m)–3(q)). Artifacts appear when the OCT-A method is
used, as shown in superficial OCT-A image (Fig. 3(e)), as apparent in the enlarged image (inside
the white ellipse of Fig. 3(k)). These artifacts disappear when the OCT-A + OCT method is
used (Fig. 3(j) and Fig. 3(l)). This may occur because the multi-image cross-correlation discards
the data with artifacts or the averaging with a higher number of sampling points suppress the
artifacts. The A-line usage is increased from 0.747 to 0.918. The OCT-A + OCT method rescues
89,000 sampling points that are discarded when the OCT-A method is used. In contrast, the
filling rate is the same because it is already very high (0.996) without using OCT projections for
motion estimation. The elliptical artifacts disturb the visibility of the retinal capillaries. Hence,
the grading score is increased as these artifacts are suppressed.

Another case in which the grading score was improved from 2 to 3 is a DME patient’s eye, as
shown in Fig. 4. In both methods, the eye movements were corrected somehow (Figs. 4(a)–4(l))
by comparing with images without motion correction (Figs. 4(m)–4(q)). However, the boundaries
of some low-intensity spots (Figs. 4(b)–4(d), and green, magenta, and blue panes in Fig. 4(k)) are
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Fig. 3. Representative motion-corrected en face images of a case improved by the proposed
image registration method. Images with the lateral motion estimated using (a–e) the OCT-A
method (filling rate: 0.996, A-line usage: 0.747), and (f–j) OCT-A + OCT method (filling
rate: 0.996, A-line usage: 0.918). Motion-corrected images of (a, f) OCT-A of whole depth,
(b, g) OCT amplitude, (c, h) OCT logarithmic intensity, (d, i) OCT maximum intensity,
and (e, j) superficial OCT-A projections are shown. The enlarged images (k, l) shows that
elliptical artifacts are suppressed by the OCT-A + OCT method. (m–q) En face images
without motion correction show blurred and ghost structures. The yellow box indicates the
projection types that were used for motion estimation. A BRVO patient eye (number of
blinks: 1, number of eye movements: 20) was scanned.

sharpened more by the proposed image registration method (Figs. 4(g)–4(i) and green, magenta,
and blue panes in Fig. 4(l)). Some retinal vessels in the motion-corrected en face superficial
OCT-A with the OCT-A method (Fig. 4(e) and orange and brown panes in Fig. 4(k)) became
sharp when the OCT-A + OCT method is used (Fig. 4(j) and orange and brown panes in Fig. 4(l)).
The grading score is improved and the filling rate is also slightly increased. In contrast, the A-line
usage decreases. This could be because some strips containing noise were discarded during the
motion estimation using multi-image registration.

The motion-corrected images of a case in which the grading score does not change are shown
in Figs. 5(a)–5(l). In this case, an AMD patient with choroidal neovascularization (CNV) was
scanned. Motion correction with the OCT-A method leads to blank regions on the left side (green
arrowheads in Fig. 5(k)). Moreover, some blood vessels are duplicated (magenta arrowheads in
Fig. 5(k)) which is also appeared in images without motion correction (Fig. 5(m) and Fig. 5(q)).
It suggests that the motion correction has failed for one microsaccade. The blank regions and
duplicated vessels disappear when the OCT-A + OCT method is used (Figs. 5(f)–5(i) and green
and magenta panes in Fig. 5(l)). Further, some of the retinal capillaries are sharpened (blue
arrowheads in Fig. 5(l)). However, the grading score does not change because its criteria are
based on only the visibility of the entire vasculature. Namely, the manual grading does not take
into account the small blank areas and ghost vessels that do not decrease the contrast in the
vessels. The filling rate increases from 0.987 to 1.00 because the blanks disappear, and the A-line
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Fig. 4. Representative motion-corrected en face images of a case improved by the proposed
image registration method. Images with the lateral motion estimated using (a–e) OCT-A
method (filling rate: 0.996, A-line usage: 0.867), and (f–j) OCT-A + OCT method (filling
rate: 0.999, A-line usage: 0.855). Motion-corrected images of (a, f) OCT-A of whole depth,
(b, g) OCT amplitude, (c, h) OCT Log-intensity, (d, i) OCT maximum intensity, and (e, j)
superficial OCT-A projections are shown. The enlarged images (k, l) show that the OCT-A
+ OCT method sharpens structures. (m–q) En face images without motion correction show
blurred and ghost structures. The yellow box indicates the projection types that were used
for motion estimation. A DME patient eye (number of blinks: 0, number of eye movements:
28) was scanned.

usage improves from 0.893 to 0.970. These increases suggest that image registration performance
is improved.

An apparent increase in motion correction errors appears in one of the cases in which the
grading score decreased from 3 to 2. En face motion-corrected images (a PCV case) are shown
in Figs. 6(a)–6(l). The images without motion correction (Figs. 6(m)–6(q)) indicate that there
are several large microsaccades during data acquisition. When the OCT-A + OCT method
is used, some vessels are duplicated (blue arrowheads in Fig. 6(l)), and several fine vessels
(orange circles in Fig. 6(k)) become less visible (orange circles in Fig. 6(l)) with the OCT-A +
OCT method. Several high scattering spots visualized in the OCT MIP (magenta arrowheads
in Fig. 6(k)) are blurred by the multi-image registration (orange pane in Fig. 6(l)). The OCT
projections (Figs. 6(b)–6(d)) do not have clear signatures in contrast to those of the improved
cases (Figs. 3–5). Moreover, the OCT-A projection (Fig. 6(a)) is noisy. Hence, image registration
using all of these image types might decrease motion estimation performance.

4.2. OCT-A image quality evaluation results

The imaging quality of all 232 motion-corrected superficial OCT-A images (116 volumes × 2
motion correction methods) was rated by two graders. The inter-grader consistency was assessed
using a two-way, consistency, average-measures intraclass correlation coefficient (ICC) to assess
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Fig. 5. Representative motion-corrected en face images of a case with improved by the
proposed image registration method. Images with the lateral motion estimated using (a–e)
OCT-A method (filling rate: 0.987, A-line usage: 0.893), and (f–j) OCT-A + OCT method
(filling rate: 1.00, A-line usage: 0.970). Motion-corrected images of (a, f) OCT-A of whole
depth, (b, g) OCT amplitude, (c, h) OCT Log-intensity, (d, i) OCT maximum intensity, and
(e, j) superficial OCT-A projections are shown. The enlarged images (k, l) show that the
OCT-A + OCT method eliminates the blank areas and duplicated blood vessels and sharpens
some retinal capillaries. (m–q) En face images without motion correction show blurred and
ghost structures. The yellow box indicates the projection types that were used for motion
estimation. An AMD patient eye with CNV (number of blinks: 0, number of eye movements:
7) was scanned.

the degree that graders provided consistency in their ratings of image quality across images
[41]. The resulting ICC was in the excellent range, ICC = 0.896 (p-value = 3.82 ×10−56),
indicating that graders had a high degree of agreement and suggesting that image quality was
rated similarly across graders. The high ICC suggests that a minimal amount of measurement
error was introduced by the independent graders. We used grader 1 scores for subsequent analyses
because grader 1 has extensive clinical experience.

The grading results are summarized in Table 2. The average scores are 2.94 and 3.19 for
the OCT-A method and OCT-A + OCT method, respectively. The grading score difference is
statistically significant (two-tailed Wilcoxon’s signed-rank test, p-value = 7.55 ×10−4). These
results show that motion estimation using multiple-image types improves the quality of motion-
corrected en face imaging.

4.2.1. Effects of eye movements and blinks on imaging quality

The number of eye movements of each grading score is plotted in Fig. 7(a). The result shows
that the number of eye motions is associated with the imaging quality of the motion-corrected
superficial OCT-A image, i.e., the grading score. The association was evaluated by Kendall’s
correlation test because the dependent variable (grading score) is ordinal data. Kendall’s tau-b
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Fig. 6. Representative motion-corrected en face images of a case degraded by the proposed
image registration method. Images with the lateral motion estimated using (a–e) OCT-A
method (filling rate: 0.994, A-line usage: 0.672), and (f–j) OCT-A + OCT method (filling
rate: 0.997, A-line usage: 0.672). Motion-corrected images of (a, f) OCT-A of whole
depth, (b, g) OCT amplitude, (c, h) OCT Log-intensity, (d, i) OCT maximum intensity, and
(e, j) superficial OCT-A projections are shown. The enlarged images (k, l) show that the
OCT-A + OCT method blurs structures and generates duplication of blood vessels. (m–q)
En face images without motion correction show blurred and ghost structures. The yellow
box indicates the projection types that were used for motion estimation. A PCV patient eye
(number of blinks: 0, number of eye movements: 20) was scanned.

Table 2. Grading results. Frequencies of each score.

Grading score OCT-A method OCT-A + OCT method

5 7 15

4 31 31

3 48 44

2 16 16

1 10 7

0 4 3

is -0.324 (p-value = 4.78 ×10−6) and -0.309 (p-value = 1.17 ×10−5) for the cases of motion
correction with the OCT-A and OCT-A + OCT methods, respectively. There is a significant
negative association between the number of eye movements and the grading score. A large
number of eye motions are a significant factor of low imaging quality in the motion-corrected
image. The value of tau-b is slightly increased when the OCT-A + OCT method is used. This
indicates that the association between the number of eye movements and the grading score is
weakened when multi-image registration is used. Namely, the OCT-A + OCT method is more
robust to eye motion.
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Fig. 7. Distribution of the number of (a) eye motions and (b) blinks for each grading score.
They are grouped by motion correction methods (blue dots for the OCT-A method and
orange dots for the OCT-A + OCT method).

In contrast, the number of blinks seems to be unassociated with the grading score (Fig. 7(b)).
The degree of this association was evaluated by Kendall’s correlation test. The value of τb were
-0.0330 (p-value = 0.6879) and 0.000252 (p-value = 0.9975) for the cases obtained by motion
correction using the OCT-A and OCT-A + OCT methods, respectively. There are no significant
associations between imaging quality and eye blinks. Hence, neither motion-correction method
is affected by the number of eye blinks.

4.3. Objective evaluation results of motion correction

The performance of the lateral motion estimation was evaluated by the filling rate of the imaging
range (361 × 361 grids) in the motion-corrected image. A total of 116 volumes were included in
this analysis.

The filling rate increases from 0.987 to 0.996 when additional OCT projections for the lateral
motion estimation are used. However, there is no significant difference between motion correction
methods (two-tailed Wilcoxon’s signed-rank test (Pratt), p-value = 0.05). The differences in
the filling rate of the OCT-A and OCT-A + OCT methods with respect to the filling rate of the
OCT-A method are plotted in Fig. 8(a). The filling rate is already very close to unity in almost all
cases when the OCT-A method is used. Hence, the change in the filling rate is very small in
these cases. However, there are large improvements in the cases that have a low filling rate.

The A-line usage also increased from 0.840 (mean) to 0.871 (mean). The difference is
statistically significant (two-tailed Wilcoxon’s signed-rank test (Pratt), p-value = 2.41 ×10−10).
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Fig. 8. Differences in (a) filling rate and (b) A-line usage of the motion correction methods
using the OCT-A and OCT-A + OCT methods.

Figure 8(b) shows the differences in the A-line usage of the OCT-A and OCT-A + OCT
methods according to the A-line usage of the OCT-A method. Several cases exhibit significant
improvements.

5. Discussion

5.1. Contribution of multiple projection images

In this study, we used the OCT-A and OCT en face projections for lateral eye motion estimation to
employ features of vasculature and scattering distribution. Using two-dimensional en face images
reduces the time and memory consumption of motion estimation; however, projection along the
depth removes the features of axial vasculature and morphology. Using several projection types
of a volume is a compromise that employs the information of the axial distribution in the lateral
motion estimate. Several types of OCT projections, namely amplitude, logarithmic intensity, and
maximum intensity projections from one OCT volume (Section 2.2) are used in this study. All of
them exhibit different signatures, especially in the cases with retinal abnormalities as shown in
Figs. 3–5. Using these different projection types might contribute to improvements in motion
correction for images of retinal disease.

In contrast, if additional features are small as shown in Fig. 6, the adding image types will
increase the effect of noise. In this paper, the simple normalization using variations of images
(Section 2.4) was applied. More sophisticated weighting methods based on the amount of features
of each image type will mitigate the drawback of adding image types.
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Additional en face images for motion estimation would improve performance. Slab projections
of OCT-A and OCT possess different features and will be promising image types for motion
correction. Several previous studies used slab OCT-A [12,13]. However, retinal layer segmentation
is required for slab projection, and pathologic cases can lead to segmentation errors. In addition,
optimization for Lissajous data will be required, as discussed in the following (Section 5.5).

5.2. Processing time

By using multiple image types, the processing time of motion correction is increased. The
OCT-A + OCT method used 4 image types; the data size used for the motion estimation is four
times larger than that of the OCT-A method. The processing time of the lateral motion estimation
per volume was roughly 149 seconds with the OCT-A method and 177 seconds with OCT-A
+ OCT method. The personal computer with a central processing unit (CPU: Core i9–7900X,
Intel Corporation), 128 GB RAM, and a graphical processing unit (GPU: GeForce GTX 1080
Ti, Nvidia Corporation) has been used. The processing time did not increase more than 20 %.
An image size of one en face image is not large. Hence, the increase of the processing time is
approximately only due to the multi-image cross-correlation.

In this paper, only the cross-correlation was processed by the GPU. In the future, all the
processing can be done by GPU to reduce the processing time.

5.3. Image quality assessment

The OCT-A image quality assessment has been done as shown in Section 4.2. Only a single
grader has rated the image quality, hence, there will be a grader bias. The absolute score of rating
in this study may not be appropriate for comparison with other studies. However, this bias is
consistent across all grading and is not an issue in the current motion-correction study.

5.4. Metrics to evaluate motion correction

In this study, we used a subjective method to assess the image quality of motion-corrected images.
The vasculature visibility in en face superficial OCT-A images were manually graded and used to
evaluate the motion correction performance. For a more stable evaluation of motion correction
performance, objective assessment methods of motion correction errors in the motion-corrected
images are preferred.

The lateral motion of a sample causes blurring and duplication of the structure in Lissajous
scan imaging [14]. Several metrics such as the signal-to-noise ratio (SNR) and contrast-to-noise
ratio (CNR) [17,42–45] are used to assess OCT-A image quality. They can be used to assess the
sharpness of vasculature in OCT-A images. Motion correction sharpens the structure, and hence
the brightness and contrast of vasculature in OCT-A images will be increased. However, the
separation of the signal and background is required to calculate the SNR or CNR. An automatic
separation is challenging for an en face OCT-A image [43], and the manual demarcation of the
background and vessel regions takes time for large amounts of data. The existing semi-automatic
method [43] is not valid for images with motion correction errors.

An entropy-based metric obtained by calculating the information entropy by taking an image
as a distribution was used to quantify the sharpness of the image [46,47]. However, this metric
cannot be used to assess the quality of motion correction in this study. The normalized information
entropy was calculated by taking the motion-corrected superficial OCT-A image as a distribution.
This metric did not indicate an improvement in image sharpness in this study. The entropy-based
metric increases from 0.993 to 0.994 when the proposed multi-image registration is used, i.e.,
image sharpness as quantified by this metric decreases. This increase in the entropy-based metric
may be because more data were averaged. The appearance of fine structure in the image lowers
the entropy-based metric, but pepper noise in the image also lowers this metric. Motion correction
with multi-image registration increases the number of A-lines used in the motion-corrected image.
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Hence, the number of A-lines used in the averaging at a grid point is increased, and this reduces
the noise. This tends to increase the entropy-based metric. Hence, the entropy-based metric is
not suitable for evaluating the sharpness of the vasculature alone.

Vessel connectivity is another metric that is used to assess OCT-A images [17,44]. However, it
is not suitable for imaging with a Lissajous scan because the motion-correction error does not
provide discontinuous structures.

We used manual grading to assess the visibility of the vasculature. Although it is not an
objective method and directly assesses the motion correction errors, the statistically significant
increase in the grading score proves that the motion correction performance obtained with the
OCT-A + OCT method is higher than that obtained with the OCT-A method. The metrics of
motion correction used in this study, i.e., filling rate and A-line usage, were increased by the
OCT-A + OCT method. This suggests that multi-image cross-correlation increases the number
of successful registrations. An objective metric of the motion correction performance from the
motion-corrected images will require some sophisticated assessment algorithms to be developed,
and this will be a future task.

5.5. Residual artifacts in slab OCT-A

To generate slab OCT-A, a layer segmentation was applied before the motion correction and
re-mapping of the data. The segmentation software [The Iowa Reference Algorithms (Retinal
Image Analysis Lab, Iowa Institute for Biomedical Imaging, Iowa City, IA) [37–39]] was used.
However, this is not optimized for Lissajous data. Axial eye motion causes discrepancies between
the real boundaries and segmented lines because they are smoothed between adjacent frames.
Segmentation errors cause elliptical artifacts in the slab OCT-A images. Hence, this image was
not used for motion estimation. The grading score may be decreased by these artifacts. To remove
these artifacts, axial eye motion correction before the layer segmentation or the segmentation in
the motion-corrected OCT volume will be necessary.

6. Conclusion

A lateral motion correction that uses multi-image types was demonstrated in this study. The
image quality of the motion-corrected en face OCT-A image, motion-corrected image size, and
the number of registered A-lines were evaluated. Two motion correction methods, one with the
OCT-A method, which uses only the en face OCT-A projection, and the OCT-A + OCT method,
which uses the en face OCT-A and three OCT projections, were evaluated. The results of both
methods indicate that image registration using multiple-image types improves the successful
motion-free imaging of patient eyes. The proposed image registration method improves motion
correction.
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