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Abstract

Perception and manipulation are two of the most fundamental pro-

cesses that a robot needs to perform. In order to execute a task that

includes moving, assembling or disassembling an object, the robot first

needs to efficiently acquire some knowledge about the object itself and

the environment surrounding it. This is the case for industrial robots

working in a production line as well as service robots in a household.

Service robots can assist humans by doing tasks that are considered

repetitive, tedious, or dirty. This often includes chores in a household,

but also any place like a small store that does not have a controlled

environment like in the industrial case. In the past years several so-

lutions have been implemented for industrial robots. However, there

is still a lot of work to do in order to have service robots assist-

ing at households. These environments require much higher degrees

of adaptability to changing scenarios and the ability to manipulate

many different objects with different properties. Object perception is

the previous step to object manipulation and a step that will have an

immense influence on the success of the process. By gathering enough

and accurate information of the object, we can greatly improve the

chances of success.

The main goal of this thesis is to obtain information about an object

3D pose i.e. its position and orientation. More specifically, we want

to obtain this pose information in a way that is robust, but also effi-

ciently applicable to small-scale, non-controlled scenarios, and easily

implementable for new objects.

By robustly obtaining the object pose, we can define grasping points

anywhere in the object and also control not only the position where



we place it, but also the orientation in which it is placed. This is

important in scenarios like a grocery shop, where the robot may need

to place an item on a shelve with the label facing the client.

There are three important challenges in training a robot to detect the

3D pose of an object: Gathering enough data to successfully train it,

attaining robustness to work in changing scenarios (different surfaces,

light conditions, etc.), and work with a wide range of different objects

that may have different properties.
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Introduction

1.1 Perception for Manipulation

Object 3D pose estimation is a very important step in robotic manipulation as

well as other Computer Vision areas like Augmented Reality. It is defined as the

problem of finding the position and orientation of a given object.

For object manipulation, knowing the 3D pose of the object allows several

advantages over other methods that try to, for example, detect grasping positions

in the object without knowing the actual pose. These advantages, include being

able to grasp the object at a desired point, have information about occluded parts

(if the 3D model of the object is available), and placing the object on a specific

point with an specific orientation (see Fig.1.1).

This area has received lots of attention following the Amazon Picking Chal-

lenge (1) which led to several contributions that tackle the pick-and-place problem

using data-driven methods.

These methods are often effective for industrial applications in which the ob-

ject is always the same and it is found in a controlled environment. Furthermore,

the data-gathering methods, while very successful in finding the pose, introduce

a series of challenges (explained in section 1.2) that make them difficult to use in

more common scenarios.

Our goal is to design efficient methods that can more easily be trained and

applied to new objects, with minimum effort by the user, and requiring only

1



1. INTRODUCTION

Figure 1.1: Robot manipulating a bottle - By knowing the pose of the bottle,

the robot can grasp it at a desired position and orientation and place it on a shelve

with the label facing the front.

simple and easily available hardware. Thus bringing these advances closer to

more common manipulation actions (Fig.1.2).

First, it is important to distinguish between two kinds of objects: rigid and

deformable.

For the first kind of object, we propose a data-driven method that requires

minimum hardware and works only with RGB images as inputs. The system

consists in a Neural Network with different submodules to deal with the estima-

tion of the position and orientation of the object. We also propose a system for

automatic data labelling to generate a dataset of images and poses and train the

neural network with minimal effort.

For deformable objects, we take squared cloth items as an study case. In this

case, since the object can take an infinite number of configurations, there is not

a clear relationship between object and pose like the case of rigid objects. To

deal with this in a way that is still efficient, we propose to focus on the shape

and type of the edges of the garment. We distinguish between two types of edges

and present a categorization of cloth folding patterns. This allows to locate two

consecutive corners of the garment and spreading it. Bringing it to a position

2



1.1 Perception for Manipulation

Figure 1.2: Examples of common object manipulation actions - Examples

of common manipulation actions in everyday scenarios.

ready to manipulate. We also propose an automatic dataset generation method

for the case of deformable objects. In this case we automatically generate inputs

consisting of depth images of the cloth item and label images with the segmented

target edges.

Finally, to better improve the results of the pose estimation, we present a

method for obtaining views of the object that are more informative. For this, we

mount the camera in the robot arm and define the problem of Next Best View

estimation as a Markovian problem. Our Reinforcement Learning agent takes as

observations the current camera views and the robot joints and performs actions

to move the camera with the objective of maximizing a reward function that

consists, among other factors, in the pose regression error of the main Neural

Network. This method can be extrapolated to any pose regressor improving the

results by providing views of the object that are more informative and contain

less occlusions.

The combination of these methods provides a pipeline that is easy to im-

plement, requires little effort to train, is robust to changing scenarios, and does

not require expensive or difficult to obtain hardware. These are conditions of

efficiency that make it easier to implement pose estimation methods in common

everyday scenarios.

3



1. INTRODUCTION

1.2 Challenges

The main goal of this thesis is to design methods for 3D pose estimation of rigid

and deformable objects, that can interact with the environment to provide more

information and robustness. Particularly, we want to do it in an efficient way

that can be easily adopted by any user in a common scenario like a household

or a small shop. This creates a series of restrictions which in turn pose a series

of challenges on top of the main challenges of estimating the pose of rigid and

deformable items.

1.2.1 Automatic dataset generation.

Data-driven methods have demonstrated a lot of success in recent years. How-

ever, compared to classic methods, they require a much bigger amount of data.

Capturing pairs of inputs and labels is a very tedious task that often involves a

person having to go through all the images marking the labels. Many of the cur-

rent methods use one of the commonly available datasets, this helps to compare

the performance of different methods but it means that the problem of gener-

ating the data is not dealt with. For industrial applications it is often the case

where the object to manipulate is always the same and the dataset needs to be

generated only once, but in more common everyday applications, it tends to be

the opposite way and the robot needs to learn to manipulate new objects. This

would mean learning almost from scratch and having to generate a dataset every

time. We propose methods to automatically generate datasets for rigid objects

as well as cloth items. This means that almost no user intervention is needed and

it does not require any labelling from the user.

1.2.2 Efficiency in hardware and input simplicity.

If we want to apply these methods in non-industrial environments and simplify the

requirements, we need to use easily available hardware for capturing the inputs.

Many methods use systems like motion capture devices, or multiple expensive

cameras. Our intention is to use the minimum necessary information: RGB

images for rigid objects, and RGB-D images for deformable objects. This means

4



1.2 Challenges

that our input information will not be as rich as other methods. To overcome

this challenge, we propose two novel neural networks that take only RGB images

(RGB-D in the case of cloth items) as inputs and return the object pose as an

output. Another common approach used by many methods is to use the 3D

model of the object during the training. This helps us to get a more detailed loss

function to train the neural network. However, if as described above, we need

to often train with new objects, generating a sufficiently detailed 3D model for

each new item is a task as difficult and time consuming as manually labelling a

dataset. Hence, we choose not to use any 3D model during training, making it

even more challenging to compete with state of the art methods.

1.2.3 Interaction with the environment.

An important step towards robust object pose estimation is to obtain informative

views of the object. It is often the case where just one image of the object is not

enough, it may be because the object of interest is occluded or because the current

view is ambiguous. For example, if we try to obtain the pose of a mug but we

cannot see the handle, we cannot determine the pose with enough confidence.

Therefore, interaction with the environment becomes necessary. Moving around,

moving the camera, or moving the object are effective methods to obtain better

views of the object. The challenge here, becomes how to do this interaction in

an efficient and clever way.

In the case of the cloth item, we are interested in locating the corners, and

these corners may be self-occluded by the garment. This is why we propose an

active perception method to choose the best action to perform in order to reveal

the location of the corners and grasp them.

We also propose a reinforcement learning based method that learns to move

the camera to positions with less occlusions of the object and less ambiguity. We

employ this method to improve the results with rigid objects but it can potentially

be applied to any kind of object.

5
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1.3 List of Publications
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1.4 Thesis Overview

Kota Suzui, Yusuke Yoshiyasu, Antonio Gabas, Fumio Kanehiro, Eiichi

Yoshida, Toward 6 DOF Object Pose Estimation with Minimum Dataset,

IEEE/SICE International Symposium on System Integration (SII), pages

462–467, 2019, IEEE
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Yoshiyasu, Fumio Kanehiro, Instance-specific 6-DoF Object Pose Estima-

tion from Minimal Annotations, IEEE/SICE International Symposium on

System Integration (SII), pages 109–114, 2020, IEEE

1.4 Thesis Overview

This thesis is organised as follows:

Chapter 2 provides an overview of the related work in rigid and deformable

object pose estimation as well as other related topics like data gathering and best

view estimation.

In chapter 3, we discuss the solutions we take to make our learning methods

more efficient in terms of usability. We present the methods for automatic dataset

generation for rigid and cloth items.

Chapter 4 describes the pipelines for object pose estimation providing imple-

mentation details of the neural networks and experimental results to validate the

proposed methods.

In chapter 5 we present a reinforcement learning based method that learns to

find better views of the object to provide to the pose estimator. We describe the

framework and provide experimental results.

Finally, on chapter 6 we provide some conclusions about the results and in

chapter 7 we explain the limitations of our method and possible future avenues

of research.
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2

Related work

2.1 Rigid Object Pose recognition

2.1.1 6-DoF pose detection

The most basic approach to 6-DoF pose detection is to directly regress the pose of

the object in the image. In (2) they regress the projected 2D coordinates of the 3D

bounding box and use the PnP algorithm to obtain the 3D point correspondences.

Mahendran et al. (3) directly regresses the pose of the objects from a pre-existing

dataset. The BB8 method (4) obtains the pose of the objects in the dataset using

only RGB data but trains a second Neural Network to refine the results. Both

methods claim to use only RGB data, however, both of them require a 3D model

for the data generation and for the loss function.

Another type of approach, which is more similar to classic methods, consists

in detecting a series of keypoints in the image and matching them to a model

(5, 6). In these cases, to obtain the labels it is often necessary to do manual

labeling where the human needs to go through many or all images locating where

the keypoints are.

Recent methods (7, 8) show high accuracy using richer information like dense

feature maps but in turn require several types of labels that are difficult to obtain

like semantic segmentation, Normalized Object Coordinate Space maps for each

object, etc. As stated in (8), a major challenge in 6-DoF pose still remains in the

unavailability of ground truth data.

9



2. RELATED WORK

2.1.2 Data gathering

Following the aforementioned advances in 6-DoF pose estimation, the main bot-

tleneck has become how to gather the necessary data for training. Many works

assume the existence of a labeled dataset. (2, 3, 4, 9). The requirements of the

labels are different for each solution and vary in how difficult it would be for a

final user to obtain them.

Several works have tried to facilitate different aspects of this process. Suzui et

al. (10) proposes a semi-automatic method using AR markers to obtain a small

dataset that can train a pose detection network for a particular scene. In (11)

a system to automatically annotate data is presented, although it reduces the

amount of work needed it requires a Motion Capture device which also limits the

scene. In the work of (12) the authors propose a robot-based solution for self-

supervised learning. This approach uses a robot arm with an attached camera to

take different views of the object and also bring the object to different poses. Same

as the previous approach, this limits the backgrounds captured during training

limiting the scenario to the place where it was trained and being weak to light

changes.

Both of the last two works make it easier to annotate data but in turn require

expensive hardware and limit the variability in the backgrounds. In our work we

seek to obtain a method that can make data gathering easier in terms of effort

and hardware. The most similar work to ours is the one presented in (13), where

the authors use a method of copy and paste with blending techniques to obtain

more variability in the background when training for 2D object detection. We

extend this to 6-DoF pose and provide a Neural Network that can work with only

RGB images as an input.

With the idea of being able to exhaustively sample more object poses and

reduce human work, recent methods resort to training partially or completely

with synthetic data (14, 15, 16). Although these methods claim to free the human

from tedious tasks of labeling and object re-positioning, they assume that the user

has a 3D model of the object, which can be a problem for applications where it

is needed to introduce new objects very often. This 3D model needs to be very
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accurate or otherwise the synthesized images will look differently from the real

object, which will affect the training of pose detector.

2.2 Deformable Object Pose recognition

2.2.1 Semantic Edge Detection

The use of learning techniques to detect edge information allows to perform edge

segmentation with respect to more subjective criteria than classical methods such

as Canny (17). In (18), they use random forests to learn a mid-level representation

based on object contours called sketch tokens. Similarly, in (19), they use boosted

decision trees to extract depth maps.

Semantic edge detection goes one step further by turning this binary classifi-

cation into a multiclass problem. CASEnet (20) proposes a network that classifies

each pixel in the edge to one or more semantic labels. They demonstrate the re-

sults using Semantic Boundaries Dataset and Cityscapes datasets. The work in

(21) improves the results of CASEnet by doing full deep supervision.

This paper expands on previous work (22), which was, to our knowledge, the

first attempt to teach machines semantic edge segmentation for the perception

of deformable objects. In (22), edge detection is successful in finding the corner

to be grasped to unfold a towel. In cases where the corner is hidden, however,

the unfolding of the garment cannot be completed. In this work, we present

a detection and manipulation technique that allows us to identify and grasp a

corner that is hidden behind curled up cloth, and then bring the garment to a

complete unfolded state.

2.2.2 Cloth Manipulation

Feature detection is the approach most commonly used to locate a point to be

grasped for unfolding. In (23) they detect the hem and propose grasping points

that are later manually selected. If the garment lies on a surface and only presents

some wrinkles as in (24), topology analysis can be used to generate a strategy for

flattening. Yuba et al. (25) uses a “pinch and slide” action that involves locating
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a corner, grasping it, and then pinching the edge close to it before finally sliding

toward the next corner.

With the advent of deep learning, several studies have tried to solve the cloth

manipulation problem. Triantafyllou et al. (26) uses horizontal edges and junc-

tions found in the depth images as grasping points. This approach considers all

of the depth edges without distinguishing whether they really belong to a phys-

ical edge or are produced by folds or noise. This can lead to selecting incorrect

grasping points.

Doumanoglou et al. (27) uses random decision forests to learn to find specific

points of garments (e.g., the shoulders in a t-shirt or corners in a cloth). To solve

a problem where the points are not visible, the authors use a probabilistic action

planner to acquire new views of the object by rotating it. However, soft garments,

tend to wrinkle in a way that can hide big parts of the object, including these

specific points (see Fig.2.1). In those cases, such points cannot be found, even by

rotating the garment 360 degrees.

Figure 2.1: Some methods that try to locate specific points like corners; however,

cloth tends to curl over, which can hide these points. The green lines are the

painted physical edges. Physical edges are detected in the RGB image using color

segmentation and are used to generate labels. During training, we only use the

depth image, and the neural network never receives this color information.

Similarly to Doumanoglou’s method, Corona et al. (28, 29) detect specific

points for each garment using deep convolutional neural networks to find the

grasping points on a garment after a neural network identifies the garment type.

12



2.3 Best View estimation

In the work by Hu et al. (30), the authors hold the unknown garment to form

one shape from a small set of limited shapes and match it with ones in a database

prepared in advance. For bringing the item to such a limited shape, they first

grasp the garment by the lowest hanging point and then by the farthest point

from the vertical axis through the holding position, considering that the farthest

point should be a characteristic point such as a shoulder. This second grasping

strategy may not be applicable to all kinds of garments especially in the case of

soft garments.

2.3 Best View estimation

When faced with the problem of pose estimation, one common difficulty is finding

views that are not occluded or ambiguous. A classic approach is to use multiple

views in order to try to increase the chances of obtaining a good view (31, 32, 33,

34).

However, even if we acquire several views of the object, that does not guar-

antee that we will obtain unambiguous and nonoccluded views.

As stated in the challenges remarked in the previous chapter, in order to

increase the robustness it is necessary to interact with the environment. We

propose searching for the Next Best View (35) of the object in an intelligent way.

The idea of searching for the NBV has been applied to many problems like 3D

reconstruction (36, 37), navigation (38), 3D workspace exploration (39, 40), visual

failure detection (41), object recognition (42), and extracting support relations

(43).

Hashim et al. (44) also used techniques to find the next best view in order to

find unambiguous views for pose recognition by moving the camera around the

vertical axis of the object. In our case, we extend the problem to cover rotations

in all 3 axes and finding the next best viewpoint defined by a 3D position and a

3D orientation.

13



2. RELATED WORK

14



3

Efficiency in Learning Methods

3.1 Bridging the Gap

The differences between industrial applications and other small-scale applications

mentioned in Section 1 are not the only differences that make object pose detec-

tion and manipulation difficult to apply in more common scenarios. Specially

since the advent of Deep Learning, the necessity to provide richer inputs to the

neural networks, has lead to the use of more complicated sensors. This reduces

the efficiency of such methods. Whether it is expensive pieces of equipment (e.g.

High Definition cameras, distance sensors, etc.) or sensors that are difficult to in-

troduce in non-controlled environments (e.g. motion capture devices, etc.), such

hardware is difficult to obtain or introduce and this limits the possibility of using

many state of the art methods for simple applications that are meant to be used

in scenarios like households or small stores.

Another efficiency challenge derived from the use of Deep Learning methods

and, in particular, the most prevalent subcategory: supervised learning methods,

is the need for pairs of inputs and labels. Obtaining labelled inputs is often one of

the most difficult and time consuming parts of a system based on deep learning.

First, the inputs should be captured with a sufficiently large amount of data,

often thousands of instances. These instances also require enough diversity to

sample as best as possible the space of inputs. Then, depending of the system

necessities it is needed to label the data. These labels can take a wide range

of forms: discrete categorical labels, continuous numerical values, or annotated
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images. For the creation of many of the available datasets, large amounts of

human labour is been used to annotate the labels. This process of annotation, is

not only very time-consuming but also highly tedious.

In the following sections we provide solutions and design choices that can

be followed in order to make the learning framework more affordable to use in

common scenarios.

3.2 Hardware

In learning methods for object pose estimation, the input to the neural network

is an observation of the object. In general, the more information we can acquire

about the scene, the richer the input will be, and this will facilitate obtaining a

correct pose. However, this often comes at the cost of expensive hardware like

cameras (sometimes several of them), depth sensors, motion capture devices, etc.

To mitigate this, we propose methods that only use RGB sensors or, in the case

of deformable items RGB-D sensors. We describe these methods in Chapter 4

and present novel neural networks that take only RGB(D) images.

3.3 Automatic Label Generation

Generating a dataset for training a pose estimator requires obtaining labels for

each input sample in the dataset. This process, as shown in the beginning of

the chapter, is very time consuming and requires highly repetitive tasks from the

person doing the labelling.

In the following sections, we propose methods to generate pairs of input an

labels in an automatic way. First, we focus on rigid objects, for which we generate

pairs of images and pose labels. In the case of deformable objecs, as we explain

later in Section 4, we focus on detecting the physical edges. Hence, we provide

pairs of RGB-D images and image labels with the segmented edges.
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Figure 3.1: Data capturing system - Objects placed in the markers board for

data capture.

3.3.1 Rigid Objects

In order to obtain pairs of object images and pose labels, we place the object in a

board with AR markers (see Fig. 3.1), and, if available, we place the board on a

turntable. The transformation from each marker to the centre of the board is fixed

and known. When placing the object in the board, the contact point between

the board centre and the object will define the origin of the object coordinate

system.

Next, we take a video around the object. This part is even easier if a turntable

is available since the user does not need to capture views around the object, only

at different distances and from a different height. Typically we only require 2-3

min. of video.

The object centre position on each frame is obtained as follows: First we read

each visible marker M = {M1..MN} and we obtain its position with respect to

the camera TCam
M . Then add it to the fixed transformation from the marker to

the board centre TM
C . We do this for each marker and then average the result:

TObject =
1

N

N∑
i=1

TCam
Mi

TMi
C (3.1)

From each processed frame, the system will save the pose of the object and the

3D bounding box, which can be easily obtained from the dimensions of the tool

(WxLxH). The 2D bounding box is obtained by projecting the 3D points into the

2D image and keeping the top-left point and bottom right point.
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Figure 3.2: Examples of images in the automatically generated dataset

- As the background color and intensity randomly changes, they have somewhat

similar effects as changing ambient illumination conditions.

With this acquisition system we are able to obtain a large number of labelled

images without much effort. However, the background is kept the same in all

images and this will make it very difficult to generalize to other images with

different backgrounds. In order to increase the diversity of backgrounds, we use

Poisson image editing (45), a technique to cut a patch of an image and blend it

into another image. To do so, we extract a binary mask around the tool with the

previously obtained bounding boxes. The content of the bounding box is blended

into a random background. Example of Poisson image editing is shown in Fig.3.2.

We found that after blending the image into a new background the colour of the

object is also slightly modified. This makes the result more robust to changes in

light conditions.

3.3.2 Deformable Objects

When dealing with deformable objects, since they can take an infinite number of

shapes, we can not establish the same kind of object to pose correspondence. As

it will be explained in Chapter 4, we propose to detect the physical edges of the

item. Our goal to generate the dataset is to obtain pairs of images and labels

consisting of pixel-level segmentation of the physical edges. Manually labelling
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the physical edges in thousands of images is not feasible owing to time constraints.

To overcome this, we again use a semi-automatic dataset generation method. We

paint the physical edges of a cloth item (as seen in Fig.3.3) and then with an RGB

camera, we detect and label the edges by doing colour segmentation. It should

be noted that we use the RGB images only to generate the labels; this colour

information is never seen by the neural network used for pose detection, as it

only uses depth information. Using this method, we are able to obtain hundreds

of labelled images with minimal human intervention. The garment is hung from

the robot end effector and rotated while the images are captured. After a full

rotation of the garment, the shape of the garment is modified and another round

of images is captured.

Figure 3.3: Example of automatic label generation for cloth - We paint the

physical edges and use colour segmentation to generate the labels automatically.

The classifier only uses depth information and does not have access to this colour

information used to generate the labels.
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4

Pose Detection and Manipulation

4.1 Rigid Items

In the following section we describe the details of our method for pose estimation

of rigid objects and conduct experiments to validate it.

4.1.1 Framework Architecture

Since for the sake of practicality we use only RGB images, a big challenge is to

design a network structure that can improve the trade-off between information

in the input and accuracy in the output. For that purpose, we design a novel

architecture (shown in Figure 4.1) divided in 4 sub-networks:

Object detection network

Methods like (2, 4) divide the image into a grid to generate a binary mask and

search for the object centroid. We take a more direct approach and use Faster-

RCNN (46) with ResNet-50 as a backbone to get a bounding box around the

object. This network is trained independently with the 2D bounding boxes ob-

tained from the markers.

Position and depth regressor

For estimating the value of the position, directly regressing the 3D coordinates
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Orientation
Rotation Network

2D position detection

Depth Estimation

Tz

(Cx, Cy)

2D center

Location

Object detection

Figure 4.1: Pose detection network -Structure of the Network consisting on 4

submodules.
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(Tx, Ty, Tz) would require the neural network to learn about the size of the object

as well as the camera intrinsic parameters.

As a result, the trained network would only work on the camera used for

training. Instead, we locate the image coordinates of the object origin (Cx, Cy)

and regress the distance to the point in the Z-axis only (Tz). Then, same as (47),

we obtain the 3D coordinates following equation 4.1, where (fx, fy) are the focal

length in each direction and (px, py) are the coordinates of the principal point.

Tx = (Cx − px)
Tz
fx
, Ty = (Cy − py)

Tz
fy

(4.1)

The position network consists of a stacked hourglass network (48) with two

stacks of four residual modules. Unlike other methods we output a heatmap with

maximum value on the origin of the object coordinates in image space, (Cx, Cy)

this results in more accuracy than directly regressing the position. We concate-

nate this heatmap with the input image forming a 4-channel image which is run

through a modified ResNet-152 with the mentioned 4 channel input layer and a

linear layer as an output with a single value, the estimated distance (Tz) in the

Z-axis of the object coordinate origin.

Orientation regressor

Taking as an input the RGB image masked around the bounding box, we regress

a rotation matrix, which is a unique representation of a rotation. The structure

is similar to the depth estimation network but the output consists on the 9 values

of the 3x3 matrix. Directly using the output values from the linear layer does

not guarantee that the resulting matrix is a rotation matrix. For that, it needs

to meet two conditions: Must be orthogonal: MMT = MTM = I and must not

be a reflection: det(M) = 1

In order to enforce this conditions, we add an orthogonalisation layer at the

output. First we perform singular value decomposition (SVD) on the output

matrix M = U,S,V. We obtain a new rotation matrix by R = UVT . Note

that UVT is enough to satisfy the first condition. However, in the cases where

the second condition is not satisfied, we need to replace the singular vector u3

with −u3. All these operations are differentiable and the resulting error can be
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back-propagated.

Training loss

All 3 networks are trained together and the total loss (Ltotal) is computed as:

Ltotal = αL2D + βLdepth + γLrot where α, β and γ control the relative strengths

of the losses. The 2D position loss L2D and the depth loss Ldepth are computed

as the Minimum Squared Error loss between the output Tz and the ground truth

target value. The rotation loss is defined as the geodesic distance between the

output orientation Rout and the target orientation from the ground truth Rtarget.

4.1.2 Experimental Results

4.1.2.1 Evaluation of 6-DoF pose detection network

To evaluate our 6-DoF pose network, we compare to other methods by using

the LINEMOD dataset (49) which is an standard benchmark for 6-DoF pose

recognition. Different works report results in a variety of metrics according to

their application. For Augmented Reality applications it is often measured the

overlap between the object in the image and the projection of the model using the

obtained pose. In our case, we are interested in robotic manipulation and need

a metric that takes into account depth as well. We thus adopt the 5cm 5 degree

metric (4, 9) which considers that an object is correctly classified if the error is

below 5 cm and 5 degrees. For details about the implementation settings refer

to the supplementary material. Table 4.1 shows the results compared to other

methods that report on the 5cm/5deg metric. Our results are slightly superior

to the ones reported in (4) even though they use a refinement process that uses

a 3D model.

4.1.2.2 Evaluation of data gathering method

To validate our data gathering technique, we generated a dataset with 3 novel

objects following the proposed method. We split this dataset and use different

backgrounds for the test set.

Table 4.2 shows the average position error and orientation error for the three

tools. As can be seen from Table 4.2, the position errors are below 5 cm for all
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5cm/5deg Metric

(9) (4) Ours

Ape 34.4 80.2 71.2

Can 48.4 76.8 68.9

Cat 34.6 79.9 65.2

Driller 54.5 69.6 72.1

Duck 22.0 53.2 80.1

Glue 23.6 54 66.6

Holepuncher 47.3 73.1 72.9

Average 37.8 69.5 70.91

Table 4.1: The 5cm/5deg. metric considers an instance of an object correctly

classified if the error is below 5 cm and 5 degrees

Object
Position

Error (cm)

Orientation

Error (deg.)

Yellow Tool 3.37 6.3

Blue Pliers 3.31 3.29

Drill 1.54 0.91

Table 4.2: Average error on the validation dataset.

the tools. In the case of the yellow tool, due to its cylindrical shape, the rotation

error is a bit higher than 5 degrees since its more difficult to regress the rotation

in the vertical axis. However, the characteristic “L” shape of the drill makes it

very easy to regress.

4.1.2.3 Evaluation in live setup and application to robot grasping

Although the results on the captured test set and LINEMOD dataset show sat-

isfactory results, an important challenge to demonstrate its usefulness is to be

able to use the system on data captured live. We placed the camera in front of a

robot in an scenario with a table, a target object and several other objects. We

obtain the pose of the target object and then grasp it from the desired direction.

Figure 4.2 shows a sequence of grasping. Other sequences can be found in the
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video accompanying this article.

Figure 4.2: Sequence of tool grasping.

4.1.3 Conclusions

We presented a novel neural network that can produce results similar to those

of the state of the art methods even though it only uses RGB images as inputs.

Having only RGB images as inputs allows us to use a method of automatic dataset

generation that facilitates training with new objects in a quick and effortless way.

In a first experiment, we validated that our results are similar to the state of

the art in a common dataset for object pose detection.

A second experiment shows that if we use our method for dataset generation,

we can obtain large amounts of data for training that result in a better pose

regression score.

Finally, experiments with the robot show that we can use our system for robot

grasping and even in the cases with greater error in the pose estimation the robot

managed to successfully grasp the object.

4.2 Deformable Items

Many of the objects we manipulate in our daily lives are not rigid objects. De-

formable objects behave in a very different way and require different perception

and manipulation methods. There are many types of deformable objects, we take

as a study case rectangular cloth shapes. Cloth manipulation is an operation that

is central to many household tasks, including laundry, assisted dressing, and bed
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making. This skill, which is simple for most humans, is actually very difficult for

robots to perform. The difficulty of cloth manipulation lies in the deformability,

nonlinearity, and low predictability of the behaviour of the materials. Because

of their deformable nature, compared with rigid objects, cloth objects are also

inherently difficult for robots to recognise. This is why it is often necessary to

completely unfold cloth items prior to starting a task. An unfolded garment is

easier to recognise and manipulate because a robot can then approximate the

shape to a model or locate interest points like corners.

A common method of cloth unfolding is to lay the garment flat on a surface

and unfold it, as in a pick-and-place problem (23, 50, 51, 52). In (51), similar to

our method, the authors present an analysis of the types of corners in order to

find strategies for unfolding. By contrast, our approach does not require a table

or any flat surface, and involves simply grasping one point of the garment, lifting

it into the air, and letting it hang from that point by the effect of gravity.

Typical methods used to open rectangular cloth garments while hanging re-

quire locating predefined points and grasping them (27, 53). However, because

there are often hidden folds, we analyse the depth of the garment’s edges instead

of searching for specific points, which allows us to extract information for forming

a manipulation strategy. We distinguish between two types of edges: those that

belong to the hem of the garment, which we call physical edges, and the remain-

ing nonphysical edges, often formed by folds. Figure 4.3 shows an example of

this edge classification. In the image on the right, the physical edges are marked

in green and the nonphysical edges are marked in red. Locating physical edges

is very useful for find grasping points and to better understand the shape of the

garment. Opening the garment requires locating two corners formed by physical

edges, which we call physical corners. These two corners should be consecutive

i.e., connected by the same physical edge. Once located, grasping each corner

with one hand leads to unfold the garment.

The configuration of edge types in the whole garment reveals some patterns.

However, the high dimensionality of clothing items makes it very difficult to find

global features that could identify an edge as physical or not. On the other hand,

local features around edges tend to show slight differences between physical and

nonphysical edges.
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Figure 4.3: Example of physical edges - Green: physical edges. Red: non-

physical edges.

Therefore, to classify the edges, we propose a system that combines the results

from two classifiers: a local one that selects a small patch around a pixel as an

input and a global one whose input is the whole image. Finally, we present a

categorisation of the types of corners found in the image of the garment and use

this categorisation in an algorithm to actively choose the best robot action for

opening the garment.

4.2.1 Cloth Shape Observations

The main problem with working with deformable objects is that the number of

configurations they can take is infinite. In order to limit the possible configu-

rations of the garment, we leverage a simple observation to grasp the garment

by one of its corners. If the garment is grasped by any random point, then the

lowest point of the garment from a frontal view corresponds to one of the corners

(see Fig. 4.4). The same observation was used in (27, 29).

Regrasping by that lowest points ensures that the garment is grasped by one

of its corners. We thereafter assumed this to be the initial position for all of

the experiments. After grasping one corner, we gained insight by looking at how

humans manipulate cloth before unfolding it. We found that the first action is

often to look for any other contiguous corner and grab it. If the corner is not

visible, humans tend to grasp one of the edges and slide the hand towards the

corner.
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Figure 4.4: Initial position for cloth grasping - When grasping the garment

from a random point, the lowest point from a frontal view corresponds to one of

its corners.

4.2.2 Analysis and Categorisation of Cloth Folding Pat-

terns

We present a categorisation of the possible configurations of a cloth item. Next,

we use the result to reveal and grasp the hidden corner. To understand how

the garment is folded, expanding on the work in (22), we focus on distinguishing

between physical and nonphysical edges, as mentioned earlier in the Introduction

section.

Based on the edge types, the type of corner made by the edges can be classified.

In the method proposed in this paper, we focus on the lateral (leftmost and

rightmost) corners of a cloth held in the air and identify its type, as shown in

Fig.4.5.

With one physical corner being held, the bottom point always corresponds to

the opposite corner. For the other two corners, there are three possible states:

visible, curled forward, and curled backward. To evaluate the state of the corners

of a garment, we observe the leftmost and rightmost corners of the perimeter as

shown in Fig. 4.6. If two physical edges are coming out of that corner, it is a real

corner (e.g., the right corner in Fig. 4.6a). If one or more edges are nonphysical,
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Figure 4.5: Corner categorisation - The three possible configurations of the

leftmost and rightmost corners of the cloth depth image.

then it is a pseudo corner. In the case of two edges coming out of the corner, the

real corner is folded backward (e.g., left corner in Fig. 4.6a–c). If three edges are

coming out of the corner, the real corner is folded forward (e.g., right corner in

Fig. 4.6b–e). In the case of a corner folding forward, the actual physical corners

are either visible (e.g., right corner in Fig. 4.6b) or hidden (e.g., right corner in

Figures 4.6c–e). In cases where it is hidden, further manipulation is needed to

reveal it before grasping. Figure 4.7 shows the process that needs to be followed

to identify the pattern in the leftmost and rightmost corners.

From this observation, we can see that it is possible to obtain crucial infor-

mation about how the garment is folded simply by identifying the types of edges

leading to the corners in these two points.

4.2.3 Pipeline

Figure 4.8 shows the whole pipeline of the system. First, the robot takes the cloth

to the initial position and then, from the depth image, the edges are extracted.

Next, the leftmost and rightmost points are located and their folding pattern is

classified according to the type and number of edges at each point. Finally, the
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Figure 4.6: Synthetically generated examples of folding patterns - a) has

a backward fold on the left and a physical corner on the right; b) has a backward

fold on the left and a forward fold with a visible corner; c) is the same as b) but the

corner is not visible; d) has forward folds with non-visible corners on both sides; e)

has a backward fold on the left and forward fold on the right with a hidden corner;

and f) has backward folds on both sides.

robot executes an action according to the observation.

In the next sections, we explain the details of each stage.

4.2.4 Framework

The vision system takes a depth image of a garment as input data and classifies

its edges as physical or nonphysical. It consists of two detectors: a local one and

a global one. The local one only considers small patches in the image, around

the point that it classifies. This is useful for the generalisation of other garments,

but it lacks the ability to consider the global structure in the current item. For
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Figure 4.7: Corner classification process

Figure 4.8: Sequence of processes for cloth unfolding - First, the edges are

extracted from a depth image. Then leftmost and rightmost points are located

and classified. According to the type of folding pattern, an action is selected and

executed by the robot.

this purpose, we introduce a global detector that takes into account the whole

image as it classifies the pixels.

Training a neural network requires large quantities of labelled data. Manu-

ally labelling the physical edges in thousands of images is not feasible owing to

time constraints. To overcome this, we use a semi-automatic dataset generation

method. We paint the physical edges of a cloth item (as seen in Fig.2.1) and then

with an RGB camera, we detect and automatically label these edges. It should

be noted that we use the RGB images only to generate the labels; this colour
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information is never seen by the neural network, as it only uses depth informa-

tion. Using this method, we are able to obtain hundreds of labelled images with

minimal human intervention. The garment is hung from the robot end effector

and rotated while the images are captured. After a full rotation of the garment,

the shape of the garment is modified and another round of images is captured.

4.2.4.1 Image Acquisition and Preprocessing

Figure 4.9: Cloth unfolding experimental setup - The robot holds the cloth

by one of the corners placing it between the camera and the robot itself

We use a Kinect One sensor placed as shown in Fig. 4.9. The sensor provides

an RGB image matrix I(p) and a depth image matrix D(p). Both cameras are

calibrated so that each pixel p = (x, y) in the images corresponds to the same

location in the real scenario. The camera is also calibrated with the robot so that

its position relative to the robot is known.

To remove the pixels that do not correspond to the cloth, we filter by depth,

keeping only the pixels that are at a distance ZEE ± γ near the end effector (as

shown in Fig. 4.9). Next, we extract the edges from the filtered image using the

Canny algorithm (17). We denote Vd as the set of pixels in the resulting binary

image.
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The RGB image is only used during training to generate label images {Ŷ (p)0...Ŷ (p)N}.
When we train using a cloth with painted edges, we segment each image by colour

to extract a binary image label in which Ŷ (p) = 1 if the pixel p corresponds to a

physical edge. Otherwise, it is zero.

4.2.4.2 Local Detector

Figure 4.10: Local edge detector network - The Local Detector consists of

a convolutional layer (a) of size (32 x 3 x 3) followed by a batch normalization

layer, a max pool of size 2 and ReLU activation. The same structure is repeated

through (c–d) and (e–f) with convolutions of sizes (64 x 3 x 3) and (128 x 3 x 3)

respectively. Then the output of (f) is rearranged as a vector of size 2,048 in (g)

and followed by two fully connected layers of sizes 500 and 2.

As a local detector, we use the same structure as we did in our previous

work (22). Figure 4.10 shows the way the inputs and outputs to the network are

arranged. For each pixel in Vd, a patch h(p) of size 50 x 50 is extracted around

that point from D(p). The patch size was determined empirically by visually

analysing the images. It corresponds to a size that is big enough to contain some

context surrounding the point and small enough to avoid capturing other nearby

edges that could affect the classification. Batches of patches are fed into the

neural network. After the input layer, we set a convolutional layer (Fig. 4.10a)

with 32 convolutional kernels of size 3 x 3 and stride 1. The next layer (Fig.

4.10b) is a batch normalization layer followed by a max pool layer of size 2 and

rectifying linear unit (ReLU). This structure is repeated in the subsequent layers

(see Fig. 4.10c–d), with a 64-kernel convolution of the same size. The last set
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of convolution layers (Fig. 4.10e–f) consists of 128 kernels of the same size as

the previous ones. The output of (f) is linearly rearranged, forming a vector of

length 2,048 (g), which is then passed to a fully connected layer of 500 neurons

(h). Finally, the output layer (i) has two neurons that activate, indicating the

probability of the pixel belonging to a physical or nonphysical edge.

For each batch of N samples X = {h(p0), ..., h(pN)} (with p from the set Vd),

the neural network returns {y(p0), ...y(pN)} with y(p) being the probability of

pixel p belonging to a physical edge. We then evaluate the binary cross entropy

loss:

BCEloss =
1

N

N∑
p=0

−Ŷ (p) log y(p)− (1− Ŷ (p) log (1− y(p))) (4.2)

4.2.4.3 Global Detector

Since the local detector classifies pixels individually without taking into account

the full cloth, it is susceptible of presenting discontinuities in an edge. To com-

pensate this effect, we use a global detector that takes into account the whole

image and classifies every pixel in the image by using a fully convolutional neural

network.

Figure 4.11 shows the structure of the network. The orange boxes represent

the feature maps at each convolution layer. The yellow boxes are the feature

maps at each deconvolution layer merged with the features from early stages

of the neural network (represented by the gray arrows). Each box follows the

ResNet architecture (54) and is followed by a batch normalization layer and ReLU

activation.

In this case, we formulate the problem as a multi-label problem. Each of the

N -label images Ȳ
(k)
N contains K binary images, one for each of the K categories.

We use K = 3 with one category corresponding to the physical edges (Ŷ ), one

for the nonphysical edges (Vd − Ŷ ), and the rest of the pixels corresponding to

the background.
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Figure 4.11: Global detector network - The global detector is a fully con-

volutional neural network with deep supervision. The orange boxes represent the

feature maps at each convolution layer. The yellow boxes are the feature maps

at each deconvolution layer merged with the transferred features from early stages

(grey arrows). The blue arrows represent the feature extraction for deep supervi-

sion at each layer.

The multi-label loss (MLloss)is defined as

MLloss =
3∑

k=0

∑
p

−εȲ (p)(k) log Y (p)(k)

− (1− ε)(1− ¯Y (p)) log (1− Y (p)(k))

(4.3)

To compensate for the skewness in the dataset, we use ε and (1 − ε), which

represent the percentage of non-edge and edge pixels respectively.

Similar to other works (20, 21) we perform supervision at each stage. Super-

vision layers (represented by blue lines in Fig.4.11) extract feature layers at each

stage. We denote the weights as W = {w0, ..., wn} for each of the n = 9 layers.

The supervised loss is evaluated as the sum of the multi-label loss of each of the

individual layers:

Lsupervision(W ) =
n∑
i=0

MLloss(Ywi
) (4.4)
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The final loss L consists of the loss at the output layer and the supervision

loss:

L = MLloss(Yout) + λLsupervision (4.5)

where λ is a parameter between 0 and 1 that defines the weight of the super-

vision in the final loss.

4.2.4.4 Output

For each pixel, we have two classification results, one coming from the local

detector and the other from the global one. We can ponder the outputs to give

more importance to generalisation or global structure by tuning β.

Y = βYlocal + (1− β)Yglobal (4.6)

4.2.5 Action Planning

We introduce five actions the robot can take to accomplish the goal of unfolding

the garment: Grasp, Rotate, Shake, Follow-Edge, and Unfold. The action Unfold,

is the last action (as shown in Fig. 4.12g) and after that the garment should be

in an unfolded state. Otherwise, the process starts again from the beginning.

The Rotate action performs a rotation of the garment around the vertical axis by

rotating the end effector of the robot arm that holds the cloth. The Grasp action

is performed with the free hand by grasping a point on the garment, usually a

corner. In the Shake action, the arm that is holding the garment allows it to

spread vertically by the effect of gravity. Finally, Follow-Edge, moves the right

hand’s end effector along one of the physical edges.

The algorithm starts from the initial position i.e., the robot holding one of the

garment’s corners (Fig. 4.12a). We assume this position can be reached following

the observation in the Cloth Edge Classification section. In other words, the

robot first grabs the garment by any point and then, with the other arm, grasps

the lowest point, which corresponds to a corner.

Next, the farthest horizontal point is examined (Fig. 4.12b). A hanging

garment will typically take the shape of a rough triangle, with its hypotenuse
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Figure 4.12: Unfolding algorithm.

along the vertical axis. We showed in the Analysis and categorisation of cloth

folding patterns subsection that this outer corner is crucial to understanding how

the garment is shaped.

We then analyse the edges that are connected to the farthest corner. If there

are two physical edges (Fig. 4.12c), the corner in question is a real corner and

we can proceed to grasp and then unfold it by extending it.

If it is a pseudo corner, we look more closely at the edge types and determine

the type of folding, as shown in the Analysis and categorisation of cloth folding

patterns subsection. If the edge folds backward (Fig. 4.12d), the corner is prob-

ably behind the garment and the appropriate action is to rotate the garment to

reveal the corner.

If it folds forward (Fig. 4.12e), we will move the end effector of the free arm

along the trajectory defined by the physical edge to reveal the corner, grasp it,

and then unfold the garment.

If the detected edges do not correspond to any of the defined categories, we

will perform an action to shake the garment to loosen any folds and extend it by

the effect of gravity. Then, we start the process again.

4.2.6 Experiments

4.2.6.1 Experimental Setup

In all of the experiments, we use a Baxter robot with a Kinect One camera facing

each oher, as seen in Fig. 4.9. The neural networks are implemented using the
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open software Pytorch (55). The GPU is an NVIDIA GTX1080 with 8 GB of

memory, and the CUDA edition is 10.0. In all of the experiments, unless stated

otherwise, λ = 1 in Eq.4.5 and β = 0.6 in Eq. 4.6. Training was done with a

garment with painted edges (see Figs. 2.1 and 4.4), from which we extract more

than 1,600 images. This amounted to more than 3.2 million patches.

Each experiment begins with the robot holding a cloth with its right arm as

an initial state, then taking actions to unfold it with the left arm (Fig. 4.14).

The camera is calibrated and its position with respect to the robot is known. We

conducted three types of experiments. First we analysed the robot’s performance

in edge classification and grasping for 20 attempts using the same garment (see

Figs. 2.1 and 4.4). Then we validated the results of our method by having the

robot unfold several previously unseen garments. Finally, to demonstrate the

effectiveness of the global detector, we show an ablation study comparing the

local + global detector with the local only detector from previous work (29).

4.2.6.2 Training

The training progress is shown in Fig.4.13. The top row shows the loss and

accuracy during training and validation. We train for 15 epochs, stopping before

any signs of overfitting. To demonstrate that the amount of data gathered is

enough, we trained the system with increasing amounts of samples in the dataset.

The left graph in the bottom row of fig. 4.13 shows that the loss quickly decreases

as we increase the size of the dataset. After around 750 samples, the change in the

loss relative to the dataset size decreases more slowly, indicating less significance

of adding more data. The graph on the bottom right shows the accuracy, which

inversely grows at a similar rate.

4.2.6.3 Classification and Grasping

In order to show the effectiveness of the method and determine the stage at which

possible errors might occur, we performed 20 attempts to unfold a single garment

(seen in Figs. 2.1 and 4.4). We studied these attempts to ascertain whether the

edge classification had been produced correctly and the grasping and unfolding

were successful. The results are summarized in Table 4.3. Figure 4.14 shows an
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Figure 4.13: Edge detection training details - Top left: training and val-

idation loss. Top right: training and validation accuracy. Bottom left: loss for

different dataset sizes. Bottom right: accuracy for different dataset sizes.

example of unfolding when the inner corner is hidden. The robot followed the

trajectory of the physical edge to reveal the corner, grasp it, and successfully

unfold the cloth.

Table 4.3 shows the four possible outcome cases depending on the success or

failure in corner classification and unfolding. A circle in the corner classification

column indicates that the corners were correctly classified in all the steps. The

first row indicates that 75% of the times the unfolding was successful with correct

corner classification in every step. The second row indicates that in the 10% of

the cases in which the Edge classification was not successful, the Grasping was.

This result is produced in cases where, somewhere in the process, there are errors

in the classification, but after some action (like Rotate) the next step led to
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Figure 4.14: Cloth unfolding sequence - Sequence of the robot unfolding a

hidden corner folded forwards. By moving the robot’s gripper through a trajectory

defined by the physical edge (the points from A to B) we can reveal the hidden

corner.

a correct classification and grasping. In this case, the corner classification was

correct in 85.72% of the steps

Note that we do not differentiate between success in grasping and success in

unfolding because a successful grasp led to successful unfolding in every attempt.

4.2.6.4 Generalisation

We tested the results of the system through experiments using four cloths of

different sizes and textures that were not seen during training (shown in Fig.

4.15). The robot attempts to grasp each garment 20 times and the success rate

of edge classification and unfolding are shown in Table 4.4. For each attempt, we

consider that the corner classification is successful if it was correct in all the steps,
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Corner

Classif.

Grasping

Unfold
Ratio

O O 75%

X(1) O 10%

O X 15%

X X 0%

(1) Corner classification was correct

in 85.72% of the steps

Table 4.3: Outcomes of 20 unfolding attempts. An “X” in a cell means the

operation in that column was not successful, whereas a circle indicates success. The

ratio indicates the percentage of attempts with that particular corner classification

and unfolding outcome.

and the unfolding is considered successful if the physical edges form a square. The

success rate represents the percentage of success in the 20 attempts. The cloth

A (seen in Fig. 4.15) reaches 100% in corner-type classification. This garment

is, in fact, the most similar to the one used during training. Cloths B and D

are smaller and have different folding patterns. Cloth B is the most different in

terms of colour texture and it has the lowest classification accuracy. That said,

the cause of the lower corner classification success ratio is not the colour texture,

but the tendency of this cloth to curl up and hide its edges more often than

others. Images with a physical edge present are correctly classified most of the

time regardless of the cloth’s texture. Error cases tend to appear in cases with

hidden edges. These are more difficult to classify, and an increased tendency of

a cloth to curl is the main factor affecting the classification success ratios.

4.2.6.5 Ablation Study

To show the benefits of using both global and local classifiers, we compare the

percentage of correctly classified pixels in the edges when taking into account

both local and global classifiers with the ablated version using only the local

classifier as in (22). For this experiment, not only the classification of the edges

in the corner is considered, but the classification of all the edges in the image.
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Cloths Corner Classif. Unfolding

Cloth A 100% 85%

Cloth B 85% 80%

Cloth C 95% 95%

Cloth D 95% 85%

Table 4.4: Success ratios for different unseen cloths during training. The middle

column shows the success ratio in edge classification, and the right column the

success ratio in grasping and unfolding.

Figure 4.15: Edge classification results - Examples of edge detection in unseen

garments (Cloths A to D respectively).

The success ratio represents the ratio of pixels in the image’s edges that are

correctly classified to the total number of pixels in the image’s edges. Table 4.5

shows the results for each cloth. Again, cloths A and C, which are the biggest

in shape (the length is similar and they are rectangular) and more similar to the

one used during training in terms of cloth texture, are the ones with the best

accuracy. The global detector does not add a big increase in the accuracy, since

the results of the local detector are already high. Cloths B and D are shorter

and more squared; benefit from knowing the whole structure of the garment and

significantly improve their results when taking into account the global classifier.
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Cloths Local Global+Local

Cloth A 81% 88%

Cloth B 78% 86%

Cloth C 83% 89%

Cloth D 74% 89%

Table 4.5: Success ratios for different unseen cloths during training. The middle

column shows the percentage of correctly classified pixels using only the local clas-

sifier and the right column shows the result after the refinement with the global

classifier.

4.2.6.6 Failure Cases

Figure 4.16 shows the most common example of failure in edge detection. Because

we are exclusively using the depth image to detect the edges, having the edges

very close to another layer of cloth can lead to failure in their detection.

Figure 4.16: Label generation failure case - When the edges are very close

to another layer of cloth, this can lead to errors in the edge detection.

This kind of error, however, only tends to happen around the center of the

cloth. The proposed method for analysing the leftmost and rightmost corners

generally avoids this kind of error because there is usually a background behind

those points and not another layer of the cloth. There are two main possibilities

to increase the accuracy in pixel detection. First, by improving the inputs, that

is improving the resolution of the sensor or adding more channels (colour RGB).
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The other possibility is to focus in the design and optimization of a new model

of neural network.

The most common cause of failure in manipulation and, also the main general

cause of failure, is the incapability of finding a solution in the inverse kinematics

for the grasping point. This is more common when trying to reveal a hidden

corner. To solve this we relaxed the tolerance of the goal position and orientation,

and tried to find other configurations within a short distance and angle from the

desired configuration. We also use an L-shaped gripper to grasp the edge at an

angle, making it easier to find a solution for the inverse kinematics. In order

to further improve the results, a more task-specific robot could be designed to

better satisfy the task. However, we chose to use a two-arm robot with 7 degrees

of freedom in each arm which is a common design.

4.2.7 Conclusions

We presented a method that overcomes the difficulties in understanding the shape

of deformable objects by analysing their edges and providing a method to detect

edges that are good for grasping.

The same method is used in a proposed categorisation of folding patterns.

This categorisation allows to find and grasp two consecutive corners. Which is

necessary when unfolding garments, an operation necessary as a previous step

to several operations like garment recognition, folding or ironing. The method

presented allows to locate the two consecutive corners even when the garment is

curled up and the corners are hidden.

We showed experiments to validate the edge detection system as well as the

garment unfolding pipeline. The experiments also showed the generalisation skills

to other cloths.
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5

Finding a better view

5.1 Problem description

In the previous chapter, we saw how in the case of deformable objects often the

interest point we are looking for is hidden and to reveal it we need to interact

with the environment. Rigid objects are not exempt of this problem and when

we provide a single view of the object we might find that the view is ambiguous

or the object is occluded (see Fig.5.1).

Figure 5.1: Ambiguous and non-ambiguous views of an item -

Humans, naturally, when faced with an ambiguous view of an object, move

to a new viewpoint, move the object to view a different part of it, or move the

occluding object away if there is any.

In this chapter, we tackle the problem of finding a good viewpoint for pose

recognition by moving a camera mounted on a robot arm. First, we need a trained
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pose estimator. The system works independently of the type of pose estimator

and any estimator can be used, including the one presented in section 4.1, but

also any simpler or more complicated method. The goal of the new system is to

move the camera to a viewpoint that provides images to the pose estimator that

are unambiguous and easy to obtain the pose of the object.

We define the problem as a Markovian process (Fig.5.2).

Figure 5.2: Structure of the Markov Decision Process - On each timestep

the agent takes an action upon the environment and observes the new state and

reward.

• Our environment (Env) is the real or simulated world.

• The state St is an observation of the environment O(Env) at time t made

with a 3D camera together with the current joint positions Jpt and velocities

Jvt (Fig.5.3).

• The agent can act on the environment by taking an action (a) which con-

sists in moving the end effector towards certain direction ∆EEdir and ori-

entation ∆EErot.

• This action comes from a policy π(a|s) that chooses the best action ac-

cording to the current state and reward.
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• The reward (r) consists in 3 factors:

r = kRE · rRE + kIG · rIG − kD · rD (5.1)

Pose regression error rRE: The error of the trained pose estimator.

Information Gain rIG: The percentage of points of the object that

are visible compared to the previous view.

Distance to other objects rD: Negative reward for getting too close

or touching objects.

Factors kRE, kIG and kD allow to regulate the weight of each compo-

nent towards the total reward.

Figure 5.3: State observations - An autoencoder is used to obtain a vector rep-

resentation of the image which is then combined with the robot joint information.

One episode is a sequence of observation-action iterations. An episode will

end after a number of iterations has passed. The accumulated reward is the

discounted sum of all the rewards in the episode (Eq.5.2), where γ is the discount

factor that accounts for how important are future rewards to the current state.

R =
T−1∑
t=0

γt · r(st, at) (5.2)
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If our actions come from an stochastic policy π parametrised by θ, for a

trajectory τ = (s0, a0, s1, a1, ...) the expected return is:

J(π) =

∫
τ

P (τ |R(τ)) = Eτ∼π[R(τ)] (5.3)

Then, to maximise the reward, the goal is to find the parameters θ of the

optimal policy π∗, expressed as:

π∗ = argmax
π

J(π) (5.4)

5.2 Experiments

5.2.1 Locating unambiguous views

Figure 5.4: Experimental scenario for locating unambiguous views - To

obtain an unambiguous view of the object, the robot needs to learn to bring the

camera to a viewpoint where the red side of the cube is visible.

First, we want to validate that our method is capable of locating characteristic

unambiguous views of an object. For that purpose, we create a scenario where
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the robot has to find the pose of a cube. This cube has all sides of equal size and

all of them are coloured blue except for one red side. This means that in order to

get an unambiguous view of the cube, the agent needs to find a viewpoint where

the red side is visible (Fig.5.4).

In this scenario, we focus on validating that the robot is capable of learning

to find the most informative views of the object and we do not add any occluding

objects yet. At the start of each episode, the cube spawns at a random position

on the table and with a random rotation in the vertical axis. The cube never

spawns with the red face on top (the solution would be too easy) or with the red

face facing the table (the solution would be impossible to find without lifting the

cube).

The camera on the end effector starts facing down, the episode horizon is set

to 300 interactions and we train using the Soft Actor Critic algorithm (SAC)

(56).

Figure 5.5: Training of the NBV agent to locate unambiguous views -

The training ran for 200k episodes and the final average reward was around -0.2.
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Details of the training progress can bee found on Figure 5.5. After 200k

episodes, the average episode reward (on each interaction) is -0.2. Since the

reward is defined negative, the maximum possible reward is 0.

Figure 5.6 shows sequences of 3 episodes of the trained system. It can be

observed that the learned behaviour is to move the camera up until the object is

visible in the image and then, descend towards the object locating the red face

and getting close to it.

Figure 5.6: Sequences of 3 attempts at finding the best view of the cube

without occlusions - The learned behaviour of the agent is to move up searching

for the cube on the table and then descend facing the red side of the cube in a close

view.

To show that our system improves the results of the single pose estimator

even when this pose estimator is not very precise, we compare the results of a

simple pose estimator model at different stages of its training process with the

results of that semi-trained model in the NBV method.

The pose regressor was trained for 25 epochs, after each epoch the model is

saved and used in the NBV scenario. We compare the results of the average error
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Figure 5.7: Results of NBV vs Single view - Comparison of the results of

a pose regressor model at different states of training with the same semi-trained

model in the NBV system.

in obtaining the pose from 100 images from the validation dataset evaluated by

the pose regressor model (regressor loss), with 100 images obtained after the full

rollout of an episode of the NBV scenario (NBV loss). The results show that the

learned policy for finding better views improves the results each time, even in the

early stages of training (Fig. 5.7).

5.2.2 Occlusions scenario

For the next experiment, we introduce occlusions in the scenario (Fig. 5.8) in

order to test the ability of the system to find viewpoints in which the object in

the image is free of occlusions or in which the occlusions are minimal.

To the previous scenario, we add a number occluding cubes. These cubes at

spawned randomly at the beginning of each episode and their positions and sizes

are sampled randomly from a uniform distribution.
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Figure 5.8: Scenario with occlusions. - As occluding objects, we add two

cubes of random sizes around the target object.

One occluding object.

First we test spawning one single occluding object at a random position between

the target object and the robot. The training progress is shown in Figure 5.9,

the policy network starts with pre-trained weights from the previous experiments

and ran for 300k episodes.

Figure 5.9: Training process with one occluding object. - Training is done

starting with pre-trained weights from the previous experiment.

Figure 5.10 shows some qualitative results. Since in this case the occluding

object is always between the target object and the robot, the agent learns a policy

in which it often reaches a viewpoint from the direction opposite to the robot.

However, as shown in the two cases in the bottom, sometimes it fails to find the
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red face.

Figure 5.10: Scenario with one occluding object. - The agent learns to get

a view from behind the occluding object. In the cases in the bottom the agent

manages to avoid the occlusions but fails to locate the red face of the target cube.

Two occluding objects.

Next we add one more occluding object to the scenario. This second object can

spawn randomly anywhere around the target object. This makes impossible the

strategy learnt in the previous experiment of always looking at the object from

the opposite view. Figure 5.11 shows an example of a sequence of finding the

best view.

For this experiment, we removed the fingers in the end effector since there

is no need to use them at this point. We found this helped avoid unnecessary

collisions with the occluding objects and find a good policy earlier.
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Finally, to validate our learned policy, we compare our method with two

baseline policies:

• Random policy This policy detects the centre of mass of the objects in

the table and selects a random viewpoint that faces that direction from a

random position.

• Top-down policy This policy detects the centre of mass of the objects in

the table and selects a viewpoint looking directly down from the top of the

centre of mass.

We compare the two baseline policies with our policy by running them and

taking as a final estimation the average of the last 5 frames in the sequence and

calculating the geodesic loss of the pose.

Policy Loss

Random 1.1

Top-down 0.55

Ours 0.19

Table 5.1: Evaluation of different policies.

Figure 5.11: Sequences of an attempts at finding the best view of the

cube with two occluding objects - The robot learns to reach the object and

the twist to avoid the occluding objects.
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5.2.3 Conclusions

As explained in section 1.2, interaction with the environment is a key element to

increase the robustness and success rate of a pose estimation method. In fact, in

the previous chapter about cloth manipulation, we showed how it was necessary

to interact with the item by rotating it or revealing a hidden corner. In this

chapter we presented a method for interaction with the environment that provides

similar characteristics to the case of pose estimation of rigid items. Despite that

our experiments were done with rigid items, the same method can potentially be

extended to any kind of object.

We experimented with our next best view estimator in a virtual environment.

First, showing that our method is capable of locating unambiguous views of an

object by locating a view of a cube that contains the only distinctive face of it.

This toy problem is akin to the case of locating a view of a mug that includes the

handle, as seen in the example in the beginning of this chapter.

Then we showed that our method is also capable of finding viewpoints in

which the target object is not occluded or the occlusion is minimal.

The results show our method can learn to feed images to any pose estimator

to exploit the viewpoints that return better results.

The presented system can be useful in occluded scenarios where a single view

of the object is not enough to obtain a reliable pose of the object.
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Conclusions

We started this thesis with the goal of bridging the cap between the latest results

in learning methods for pose recognition and their use cases in common scenarios.

Recently, we have seen a surge in methods that use data-driven approaches for

solving problems of pose recognition and robot manipulation. However, these

results have had little impact in scenarios like households or small stores.

6.1 Dataset generation

One of the big challenges we identified for applying data-driven learning methods

is the difficulty in creating a dataset for an object. Obtaining enough pairs of

labelled inputs with enough variability in the pose and covering different back-

grounds and different light conditions is a very complicated problem that is often

left out in most methods that just use any available dataset. Moreover, many

methods require other kind of inputs like a 3D model or semantically labelled

images, which are very difficult to obtain. We proposed automatic dataset gen-

eration systems for both rigid and deformable objects and we showed that, even

though as a consequence of generating our labels automatically we have simpler

inputs than other methods, by training with larger amounts of data, that is ob-

tained effortlessly in our case, we can compensate for it and obtain results similar

to the state of the art. In the experimental section, we showed how the number of

generated data is enough for training the neural network and also make use of a
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robot to demonstrate how our method can train a system with our automatically

generated dataset for doing manipulation of rigid and deformable objects.

6.2 Pose estimation for manipulation

Another challenge we stated at the beginning of this thesis is the necessity to

adapt to different kinds of objects. Rigid and deformable objects behave in very

different ways and it is not feasible to cover both of them with the same method.

We first showed how our proposed method for rigid objects can obtain state of the

art results even though it only uses RGB images as inputs. In our experiments

with a robot arm, by knowing the 3D pose of the object, the robot was able to

grasp the object at a desired point from a desired orientation. Then, we showed

our method for deformable objects in which we use rectangular pieces of cloth as

a study case. In our method we overcome the difficulties faced by methods that

search for specific points by analysing the garment edges instead. This method

is also simpler than methods that fit a deformable 3D model to the observation

and also does not require having a model of the item.

6.3 Robustness

Finally, even though we made some things simpler for the sake of usability, we still

need to guarantee the robustness of our method. For that purpose, we identified

interaction with the environment as a means to obtain better information and

recover from possible errors.

In our experiments with cloth items we interacted with the item by moving it

(rotating it or opening it). This allowed to recover from errors in corner detection

after getting more views when rotating the garment or having access to corners

that otherwise would not be accessible when the garment is curled up hiding

them.

We also proposed a method for obtaining better viewpoints of an object.

These are views with less ambiguity and taken from viewpoints that avoid having

occluding objects in the image. This method for next best view estimation is not

limited to our pipeline but can also work with any trained pose regressor and it
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will learn to exploit it by providing the images that the pose regressor is best at

estimating.
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7

Limitations & Future Work

In the next sections we present the limitations of the methods we have shown for

rigid and deformable objects and future avenues of research to solve them.

7.1 Rigid Object Pose Estimation

Our method allows to create a dataset of pairs of images and labels effortlessly.

We consider that this is the most critical line of work since the task of creating a

dataset is always associated with tedious tasks of labelling. However, there is still

a necessity in working towards the time it takes to have a trained posse regressor.

The main factor is reducing the training time. Our method allows to gather large

amounts of data, but larger datasets can also mean larger training times.

One possible solution is to come up with efficien pre-training methods that

allow to start the training with some prior knowledge.

7.2 Deformable Object Pose Estimation

There are many types of objects that fall under the category of deformable ob-

jects. We chose cloth items as a working example because they are representative

of many items used at household chores. The idea of semantically analysing the

edges of the deformable item can be useful to all kind of deformable items, in

(22) we analysed the results of directly applying the method to other types of
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garments. Figure 7.1 shows an example of a t-shirt. In it the network is supposed

to detect as physical edges of the holes in the collar, sleeves, and bottom. The

image shows the true positives and negatives in green and yellow respectively and

the false positives and negatives in red and blue respectively. The results show

that it is able to find most physical edges but mistakenly classifies the folding line

in the shoulder as a physical edge. Directly training with more types garments,

learning to find their semantical edges, and devising strategies for unfolding them

is a promising strategy for this complicated task.

Figure 7.1: Physical edge detection on a t-shirt - Result of directly applying

the method of physical detection on items other than squared cloths. In green True

Positives. Yellow: True Negatives. Red: False Positives. Blue: False Negatives.

There is also the category of articulated items, which can be considered a

mix of both rigid and deformable objects. In our experiments we used a pair
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of pliers in our dataset. However, we only considered their closed state. In the

case of articulated items, finding semantical edges like those that constitute each

articulated part, can be an interesting topic for further research.
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