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I propose a remote communication system which introduced depth sensing technology. I
also use it to conduct remote teaching on 3D built objects, and investigated the changes in
people’s communication. Depth sensors can measure a shape of an object by measuring the
distance to objects. However, the use cases of those depth sensors have been utilized only by
specialists in special fields. Sensors that recognize human motion, shape, and posture have
been shipped in large numbers and have been used in many studies in HCI (Human-Computer
Interaction) industry, however they have not been widely used as sensors for general human
use. In such a situation, mobile devices equipped with depth sensors have been released and
applications and features using the technology have been proposed, and the shipment volume
and depth sensing market are about to increase significantly. Considering this background, it is
expected that new ways of communicating will be created according to people’s communication
methods and use cases.

In this study, I focus on the field of telecommunication, starting from the consideration of
the object to be photographed, and then I take up two specific use cases to investigate the
possibility of new applications of depth sensors for personal users. For that reason, I designed
and implemented a telecommunication system using the depth sensor in a videoconferencing
system. The system allows the user to change the viewpoint of the image of the caller in the
video conference. I also adopted teaching as a task in which the results of communication are
clearly visible in order to investigate the changes in people’s communication.

The results also showed the interestingness of the teleteaching experience and the effec-
tiveness of the proposed telecommunication system. Similarly, the results showed that remote
teaching is difficult even for the task of 3D construction when the method of construction,
the method of assembly and the appearance of the assembled object are different.In terms of
systems and communication, 70% of participants answered that a viewpoint change function
was necessary, and 90% answered that a viewpoint change function would make it easier to
communicate intentions and instructions, etc.

In the future, it is necessary to investigate the use case of remote teaching, where real-
time and depth data are more required to limit the relative instructions. The discussions and
limitations of the system described in this paper will lead to further research into distance
communication for personal use cases.
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Chapter 1

Introduction

1.1 Background

Depth sensors can measure a shape of an object by measuring the distance to objects
[1, 2, 3, 4]. These sensors are very useful in areas such as automated driving and the robotics
industry, for example, to detect surrounding objects in automated driving, to estimate
the position of the vehicle on a map [5], and to detect defects in the shape of objects in
production [6, 7, 8]. However, the use of these depth sensors has only been exploited by
specialists in specialised fields. In the 2010s, Microsoft launched Kinect1, a sensor for home
game consoles with a built-in depth sensor [9, 10, 11, 12]. In addition to the depth sensor,
Kinect has a high-resolution visible light camera and four microphones that can distinguish
the direction and type of sound source with high resolution. By recognizing, analyzing,
and interpreting the information detected by these multiple sensors, it becomes possible to
learn more about the user and the situation in the space. In other words, it is possible
to recognize the space in the depth direction, so that the detailed movements of the game
player’s hands, wrists, arms, legs and hips, as well as the shape of the skeleton and its
movements, can be recognized in 3D information.

Such sensors for recognizing human movement, shape and posture have been shipped
in addition to Kinect, and have been used in many studies in the HCI (Human Computer
Interaction) industry, but they have not been widely used for home gaming　 [13, 14, 15, 16,
17]. In this context, Apple’s launch of tablet devices(iPad Pro2) with depth sensors in 2018
and mobile devices (iPhone3) with two types of depth sensing technology in 2020, as well
as the proposed applications and features using the technology, will significantly increase
the shipments of depth sensors and the depth sensing market. Prior to this, general public
people had never before had depth sensors for personal use, and this event represents a
change in the technological ecosystem that is about to take place. A similar case in the
past was the introduction of touch displays and cameras in personal mobile phones (Figure
1.1[18]). For this reason, internet access with simple touch gestures and the increasing use
of cameras have created a world where people can easily upload photos to social networking
sites and communicate with each other. Considering this background, it is expected that
new ways of communicating will be created according to people’s communication methods

1https://www.microsoft.com/ja-jp/p/azure-kinect-dk/8pp5vxmd9nhq
2https://www.apple.com/jp/ipad-pro/
3https://www.apple.com/jp/iphone/
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and use cases. Therefore, I believe that investigating new use cases when individuals possess
depth sensors will lead to the expansion of the depth sensing market and the proposal of
new forms of communication.

1.2 Research Motivation

The purpose of this research is to explore new use cases of depth sensing technology for
individuals and to investigate the changes in communication associated with them. For this
purpose, one of the following situations using depth sensing will be discussed and described
in this paper.

In recent years, with COVID-19 raging, face-to-face communication has become a risk of
infection. In this context, many people have become accustomed to using video conferencing
tools such as ZOOM4 and Teams5 to communicate with others. However when you have to
communicate the situation in real time in three dimensions, smooth communication is not
easy without various perspectives and depth information.

In order to solve such a problem, it would be good to have a tool that can control the
video with a free viewpoint by adding depth data to the video of the video conference. In
addition, this research will be investigated whether there is a change in the way people
communicate remotely when the viewpoint can be changed in three dimensions, while they
have only communicated in two-dimensional video.

1.3 Proposal for This Research

In this study, the use cases of depth sensing technology for individuals were explored and
the associated changes in communication were investigated. For this purpose, this study
was taken as one example of the implementation of depth sensing in telecommunication.

Starting from the consideration of the objects to be measured by the depth sensor,
three preliminary experiments and one main experiment were carried out to investigate
the changes in communication during the distance. For those experiments, I developed two
systems in this study. The first one is a system that uses real-time pose estimation from
multi-view camera images to switch the image of itself displayed on the videoconferencing
tool. The second is a system that allows the user to control the other person’s image in
the video conference tool from any viewpoint. Finally, in the main experiment, I used the
second implemented tool to create a 3D construction. Specifically, one person was assigned
to teach and the other to be taught, and they remotely assembled the blocks. As a result,
it was found that it was possible to give a lecture to an object which was partially difficult
to detect due to the characteristics of the depth sensor. In the survey questionnaire, 70%
of the participants felt that the ability to change the point of view was necessary, and 90%
said that the ability to change the point of view made it easier to convey their intentions
and instructions.

4https://zoom.us/jp-jp/meetings.html
5https://www.microsoft.com/ja-jp/microsoft-365/microsoft-teams/group-chat-software

2



1.4 Contributions

The main contributions of this study are the following:

• Development of software that allows you to change the point of view of the other
person’s image, and proposal of a video conferencing system that implements this
software, its limitations and discussion.

• Discovering and exploring use cases where users can control perspectives in distance
communication.

• Investigation of the changes in the discussion of objects and their communication with
the characteristics of depth sensors on mobile devices.

3



Figure 1.1: Camera sales chart showing the explosive growth in smartphone sales among camera
types (smartphones are shown by yellow bars).
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Chapter 2

Related Work

My study combines insights from depth sensing, switching perspectives and telecommunica-
tions. In this chapter, I provide an overview of the previous research works and its relation
to my proposed method.

2.1 Depth Sensing for Individual People Applications

In recent years, the demand for depth sensors has been increasing. In the field of HCI, there
is a lot of research on the use of Kinect as an input interface for systems. One example
is inFORM [19], a dynamic shape display that can physically render 3D content. In this
system, a Kinect is placed above the user’s head to track the user’s hands and surface
objects to enable interaction with the system. Song et al. [20] also used Kinect for hand
tracking and interaction with images on Mixed Reality. Work is also expected to be done
using depth sensors in smartphones to recognise 3D gestures [21].

Depth sensing is also used for face recognition. if only 2D camera images are used for
recognition, the system can be fooled by using 2D images of the correct person. Therefore,
it has been used in many researches on face recognition using 3D cameras. For more work
and discussion on face recognition, I refer to the survey paper by Yassin et al. [22] The
integration of face recognition into mobile computers has led to the proposal of several
applications. One of Apple’s applications is Animoji, which can be used to recognize a
user’s facial expression in real time. Because it can track the user’s facial expressions in real
time, it can then replace the expressions of characters such as dogs or robots with its own.

Therefore, it is also being used in Augmented Reality applications, where LiDAR sensors
can be used to create 3D models of objects and 3D measurements on real world objects [23].

Finally, papers have been carried out to investigate the accuracy and limitations of digi-
talised 3D modelling of the own body, such as the feet [24] and face [25], as targets.

2.2 Switching Perspectives

One way to share visual information with people at different points is to transmit images
through a camera. If it is possible to switch the point of view of the image, it is possible to
obtain a large amount of information about a distant location using only visual information.
There are three main ways of switching the image:

5



1. Method to switch between the images of several cameras

2. Method to switch continuously between images in free view

3. Method to track and switch the image according to the viewpoint

The first method is often used as a television shooting technique. In this way, the video
is switched in order to make the content of the image more impressive or to create a change
of scene, so that the image does not become monotonous. The job of video switching is
considered to be a difficult one, as it requires a higher level of skill and a wealth of experience,
which can only be acquired after years of experience as a cameraman. For this reason, there
are several studies on the motivation for automatic video switching [26, 27]. For example,
Daemen et al. [28] conducted a study in which a robot tracked the movements of actors and
switched between images based on cinematographic rules. A study has also been carried
out to automatically crop and zoom the actor’s face for objects with a large shooting range,
such as a stage performance. Kumar et al.[29] proposed a method to generate a video
showing a focus+context view based on the context of the scene and the calculated close-up
camera movement based on the actor’s position data. In the field of video summarization,
several methods have been proposed, such as video selection based on object- and frame-level
features [30], or video summarization based on converting audio into text and extracting
the corresponding frames [31]. In the field of video summarization, several methods have
been proposed.

The second method is used to selectively view images from any position or angle, and
is used for watching sports [32] and live music videos. There are two methods: one is to
reproduce the subject space by modeling the light rays obtained from the camera image as
a mathematical formula [33], and the other is to synthesize the image by estimating the
amount of displacement of the pixels of the virtual viewpoint by using a depth sensor with
infrared rays [34]. However, while these methods enable high-quality image synthesis, they
require a large number of cameras, depth sensors and other equipment [35, 36, 37].

In this study, I use a method that converts the depth image into a 3D point cloud and
switches the viewpoint of the mapped color image. The only equipment used be the camera
and depth sensor on the smartphone.

2.3 Telecommunications

Remote communication is a field of research that has received a great deal of attention during
the onslaught of COIVD-19. As people’s lives have moved from face-to-face communication
to remote communication, many things have been removed. For example, visual information
about the other party is greatly affected by the specifications, placement and number of
cameras installed on the other party. In addition, the delay associated with the transmission
of voice over a network and the input and output devices used can greatly affect the way
the sound is heard. It is known that the physical environment for video conferencing is
not optimized for the individual, and that the tight schedule due to the lack of travel
time increases fatigue. On the other hand, elements of non-verbal communication, such as
gestures and facial expressions, have become more prominent because of the difficulty in
conveying information to the other party in the environment. With such a thriving change
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in the way people communicate, there has been a lot of research focusing on this aspect
[38, 39, 40].

In this section, I present research on video conferences and remote collaborations that is
relevant to this study.

2.3.1 Video Conference

In the field of humanities research, Brid et al. [41] examined how the audio characteristics
of video-mediated communication differed from face-to-face interaction, while Marjolijn et
al. [42] examined a comparison of the attractiveness of face-to-face communication after
chat-based communication and video conferencing communication respectively. Marjolijn
et al. [43] also investigated the richness of vocabulary when describing previously unseen
pictures in video and audio conferencing conditions.

In the field of display research, OmniEyeball [44, 45] integrates a spherical display system
with an omnidirectional camera to capture and display 360°panoramic live streaming video.
They then present a unique application for 360°symmetric video communication using two
OmniEyeball terminals, and present a potential solution to the problem of narrow field of
view in video communication. Kushida et al. [46] developed a telepresence system that
uses the screen deformation synchronized with the movement of an object on the projected
image, with the aim of extending the videoconferencing system by adding a sense of depth.
The results of experiments using the system suggest that the perception of depth enhances
the presence of the remote person and the object in the video.

There is also work on the use of Kinect sensors in videoconferencing systems. DeVincenzi
et al. [47] proposed a videoconferencing system that blurs out non-speakers and objects
by estimating who is currently speaking based on sound and camera data from the Kinect.
They proposed a videoconferencing system that blurs people and objects other than the
speaker by estimating the current speaker based on sound data from Kinect and camera
data.

2.3.2 Remote Collaboration

Information sharing is essential in order to eliminate the limitations of geographical location
and to achieve the same goals. In a previous study, IllumiShare [48] proposed a system
of surfaces where physical and digital information is shared. It did the job of extending
communication through diagramming and sketching, where drawing on physical tables and
digital devices is shared. In addition, Holoportation [49] proposed a telecommunication
system that enables high-quality real-time 3D reconstruction of the entire space, including
people, furniture and objects, which can be transmitted to remote users in real time. This
allows the user wearing a virtual or augmented reality display to see, hear and interact with
the remote participants in 3D, as if they were in the same physical space. Such a system,
however, requires a lot of hardware and processing computers. In addition, recreating face-
to-face communication does not always improve the quality of communication.

Therefore, the ability of the robot is employed as a mediator to support communication.
The field of them thought that physical body is a powerful conduit for affective commu-
nication, and thus mediating properties of the physical body through an agent has been
proposed to address this deficiency. Therefore, Saadatian et al. [50] proposed a pair of

7



robots named "Mini-Surrogate" as a personalized telecommunication medium which recre-
ates and emulates the physical presence of a specific person. They applied the concepts
of enclothed and embodied cognition to convey the illusion of a particular person’s pres-
ence. They showed that personalization could enhance communication affectivity in terms
of providing awareness and reminding of the specific person.

2.4 Position of This Study

Depth sensing technology has often been used by special people for special applications.
However, with the adoption of depth sensors in smartphones, depth sensors are becoming
democratised. In this context, depth sensors can play a major role in 3D reconstruction
of people and objects in telecommunication. Although tele-communication with depth-
enhanced images has been studied, it requires some special hardware and is highly restricted
in where it can be used. There have also been some humanities studies on telecommuni-
cation, however, none of them have investigated the changes in people’s communication
using teleconferencing with 3D objects, depth-enhanced camera images and changeable
viewpoints. In this study, I implemented a tele-teaching system using smartphones, which
are owned by many people. In addition, I am examining the changes in the words used,
communication methods, and building time when comparing the different viewpoints. I also
investigate the use and experience of two different types of sensors (TrueDepth sensor and
LiDAR) in iPhone and iPad during remote teaching. These investigations and discussions
will be useful for the introduction of depth sensors in smartphones, for proposing new forms
of communication, and for discussing the possibility of remote teaching systems with added
depth data.

8



Chapter 3

Implementation of Real-time
Multi-View Video Switching
Systems

In this chapter, an implementation of a system that can switch and record video with real-
time skeletal estimation for video taken from multiple viewpoints is described. This system
can be implemented in video conferencing, and can specifically do the following:

• Multiple camera images can be switched in real time at specific triggers (at regular
intervals), and the video files can be saved.

• Each video file arranged in multiple viewpoints and numerical data of estimated skele-
tal coordinates can be recorded.

3.1 Pose Estimation Using TPU

In this section, the skeletal estimation technique used in this study will be described. Human
Pose Estimation technology is a computer vision technology that detects a person in an
image or video and can estimate the movement of each joint in the body. This means that
the computer can determine where the elbows, shoulders, or feet will appear in the image
(Figure 3.1 [51]). Recently, this technique can be used not only for skeletal estimation of 2D
coordinates, however also for 3D coordinates. However, in this study, the 2D coordinates of
the joint points of a person were estimated for each camera image, considering the accuracy
and real-time nature of the estimation. PoseNet [52] used in this study is lighter than other
skeletal estimation techniques because it does not recognize the person in the image, but
only estimates where the major body joints are located.

PoseNet is a machine learning library that has been improved to work in real time in a
web browser. However, currently, it is not possible to keep multiple cameras running by
accessing them from a web browser. Therefore, it is necessary to develop an application
that can run on the desktop with high real-time performance.

In this study, I use the Coral USB Accelerator1, which can connect a TPU (Tensor
Processing Unit) to a computer (Figure 3.2 [53]).

1https://coral.ai/products/accelerator/
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Figure 3.1: KeyPoint estimated by PoseNet.

TPU [54] is a processor that specializes in computing the tensors done in machine learn-
ing. By connecting the USB Accelerator that contains it to a compatible Linux computer,
machine learning inference can be performed on the device without the need for a CPU or
GPU due to its high processing performance.

In addition, the system uses PoseNet models converted to TensorFlow Lite to be able to
run on edge TPU [55]. The flow from the TensorFlow model to running on Coral HardWare
is shown in Figure 3.3.

In this study, pose estimation is performed in real time using a set of PoseNet models
that have been quantized and optimized to run on Google’s edge TPU.

3.2 System Overview

In this section, the system configuration and the processing flow of this system will be ex-
plained. The system consists of any number of web cameras, a PC, and the USB Accelerator
described in the previous section. An example of the camera placement is shown in Figure
3.4. The camera should be placed so that its coverage area at least covers the upper part
of the user’s body.

The software used is OBS (Open Broadcaster Software)2, which is used to switch the
videos from each camera, and Google Meet3, which is used as a video conferencing tool

2https://obsproject.com/ja
3https://meet.google.com/
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Figure 3.2: External view of the Coral USB Accelerator.

(any video conferencing tool that can input a virtual camera is possible). The programming
language and version used for the development of this system is python 3.7.74.

Next, I describe the system processing flow. I used OpenCV5, an image processing library,
to perform the processing related to the input, data processing, and output of this system,
and obs-websocket [56, 57] to perform the OBS processing remotely.

First, the system extracts camera devices recognized by the computer. Then, the stream-
ing video is input based on the recognized camera ID using the functions of OpenCV library.
The captured videos is processed for skeletal extraction as every frame image, and the lines
connecting the skeletal coordinates and joints are plotted on the image. Then, according
to the event trigger, the video on OBS is switched by API processing of obs-web-socket. In
addition, each camera image, each skeletal coordinate data, and the video during the video
conference are written to the local disk.

Each skeletal coordinate data is written out for each frame in the format shown in Figure
3.6. The details are shown below.

Pose： PoseNet returns a pose object containing a list of keypoints and an instance-level
confidence score for each detected person.

Keypoints： A part of the person’s pose to be estimated, such as nose, right ear, left
knee, right foot, etc. It contains both the position and keypoints confidence score. Currently,
PoseNet detects 17 keypoints as shown in Figure 3.1 in the previous section.

4https://www.python.org/downloads/release/python-377/
5https://opencv.org/

11



Figure 3.3: The basic workflow to create a model for edge TPU.

Figure 3.4: Example of camera placement.
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Figure 3.5: System processing flow of real-time multi-view video switching systems.

Figure 3.6: Pose estimation results for each person obtained by PoseNet.
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Chapter 4

Implementation of Free Viewpoint
Video Switching Systems

In this chapter, the implementation of an application that can be switched between different
viewpoints using a camera and sensor attached to a mobile terminal, and the design of
telecommunication using this application are described.

4.1 Depth Sensors for Apple Device

In this section, depth sensors and sensing methods used in this study, their specific use cases
and applications are described. The mobile devices used are iPad Pro 1 and iPhone 12 Pro2

sold by Apple Inc.
The devices are equipped with depth sensors of two different methods, TrueDepth [58, 59]

for the front camera and LiDAR for the rear camera.

4.1.1 True Depth

TrueDepth is made up of multiple cameras and sensors（Figure 4.1). The 3D sensing method
is based on structured light method [60], which is a similar technology to Microsoft’s Kinect.
In structured light method, a pattern consisting of a large number of stripes or arbitrary
hinges is projected from a dot projector at a time, and the depth estimation of a large
number of samples can be obtained simultaneously. By adopting this method for mobile
devices and using TrueDepth, users can take advantage of features such as Face ID, which
unlocks the device through facial recognition, and Animoji, which allows users to convert
their facial movements and expressions into animations. In short, high performance tracking
capability is now available in mobile devices. Using Face ID mechanism as an example, I
will explain TrueDepth [61, 62, 63, 64].

1. First, a proximity sensor recognizes the distance between the device and the face.

2. Then, the recognition is sent to TrueDepth system.

3. TrueDepth system then uses the dot projector to project more than 30,000 invisible
infrared beams onto the face in order to measure the microscopic shape of the face
(Figure 4.2).

1https://www.apple.com/jp/ipad-pro/specs/
2https://www.apple.com/jp/iphone-12/
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4. The infrared light reflected back from the face is captured by the infrared camera and
sent to the image processor in the device. The infrared light emitted by the flood
illuminator and the image taken by the front camera, which is an RGB camera, are
also sent to the image processor so that the face can be identified even in the dark.

5. Then, a bionic chip with a neural engine converts the depth map and infrared images
into a mathematical model, which is then checked against the data of the registered
face for authentication.

This is the principle on which TrueDepth sensor operates and is utilized.

Figure 4.1: Sensors on the front of iPhone 12 Pro3.

Figure 4.2: Dot projector emitting an infrared beam.
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4.1.2 LiDAR

LiDAR (Light Detection and Ranging) is found on the back of apple mobile devices(Figure
4.3 [65]). LiDAR is a sensing technology that uses laser light, and while there are several
methods, LiDAR used in this research is based on ToF (Time of Flight) [66, 67].

ToF is a principle that calculates the distance to an object, its shape, etc., by irradiating
a laser beam from a light source to the object and measuring the scattered or reflected light
[68].

There are two types of ToF.

• dToF (direct ToF) ... A method that calculates the distance to an object by measuring
the time it takes for light to be reflected back.

• iToF (indirect ToF)... Calculates the distance from the phase difference of the reflected
light.

LiDAR in Apple mobile devices uses the former dToF method, which has the advantage
of being resistant to external light and capable of measuring with high resolution even at a
distance from the object.

In that device, depth sensing technology is applied to camera shooting technology. Con-
ventional smartphone cameras use machine learning technology to recognize only the subject
and blur the rest of the image, but in dark spaces, an RGB camera have difficulty recogniz-
ing the subject. Considering this, LiDAR, which uses laser light, has the advantage of being
more resistant to darkness and less susceptible to the intensity of ambient light. Therefore,
by combining an RGB camera and LiDAR technology, it is possible to recognize the subject
in the dark (this is a feature called night portrait). In addition, autofocus in shooting in
the dark is fast.

Additionally, depth sensing technology is being applied to the technology of augmented
reality (AR). Since LiDAR can measure the positional relationship of surrounding objects, it
can recognize the position of walls, floors, furniture, etc., and accurately place objects while
keeping the 3D relationship between the real world and the virtual world (AR) consistent.

In chapter 4.1, I described the 3D sensing method of the depth sensor in iPhone and
iPad, and specific use case applications for individual users. In the next section, I describe
an application that uses and implements the sensors I have just introduced.

4.2 3D TelepreApp

This section is described the design and implementation of 3D TelepreApp, a system for
switching the other party’s video with a free viewpoint.

4.2.1 Overview

3D TelepreApp is a system that allows the user to remotely switch the other party’s video
with a free viewpoint by gesture operation of the device. This system has two modes
(Figure 4.4 (a)): one is to capture your own video and the other is to control the other’s
video remotely. The development and operating environment for this system is shown in
Table 5.1.
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Figure 4.3: Sensors on the rear of iPhone 12 Pro.

Table 4.1: Environment of This System.
Language Swift 5
Development Environment Xcode 12.2
Production Environment iOS 14.0 or more, iPadOS 14.0 or more

Development Devices

Model MacBook Pro (15-inch, 2019)
OS macOS Catalina
Processor 2.3 GHz 8 コア Intel Core i9
Memory 32 GB 2400 MHz DDR4

Graphics Radeon Pro 560X 4 GB
Intel UHD Graphics 630 1536 MB

One or two devices running iOS (or iPad OS) are used in this system. The processing
flow of the system is shown in Figure 4.5. The device uses two cameras at the same time,
an RGB camera and a depth camera (TrueDepth for front camera use, LiDAR is activated
for rear camera use), converts the data as a point cloud, and performs 3D rendering (Figure
4.4 (b)(c)).

The details are shown in Section 4.2.2. In addition, when the application is started on
a terminal connected to the same network, it looks for the terminal that is performing the
capture and makes the connection. The connected terminal can then be used to remotely
change the perspective of the video with the same gesture (Figure 4.4 (d)). The details are
shown in Section 4.2.3.

4.2.2 Mode 1: 3D Capturing

In this section, process to visualize depth data in the 3D in Figure 4.5 is explained.
In the viewer, the video is rendered as a point cloud and the viewpoint can be changed by

touch gestures as described at the end of this section. The internal processing uses Metal
Vertex Shaders to control the geometry, and Metal Fragment Shaders to colorize individual
vertices and separate depth and color textures [69]. In this study, the implementation was
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Figure 4.4: 3D TelepreApp UI screen:(a) Top screen, (b) Screen of mode1 (using TrueDepth), (c)
Screen of mode1 (using LiDAR), (d) Screen of mode2.

based on the sample code available on the official Apple website [70]. It was implemented
in Objective-C, but I rewrote all the source code to work in Swift, which is currently a
tributary of Objective-C. In addition, the sample uses AVFoundation[71] framework to
acquire a RGB data and a depth data, but in this study, I did not use AVFoundation at all,
however used only ARKit[72] framework to stream the video and convert the depth data
into 3D. It is not possible to run ARKit and AVFoundation functions simultaneously. Also,
switching between using those two frameworks is a problem that takes several seconds in
the current environment. In addition, as AR applications using depth sensors are developed
in the future, video processing using only ARKit will be indispensable. In this study, I also
streamed the LiDAR video and converted the depth data into 3D. Next, the conversion
from depth map to 3D point cloud will be explained.

Converting Depth Maps to 3D Point Cloud Coordinates:
In order to change the viewpoint, the depth map obtained from the depth camera needs

to be converted to point cloud coordinates (X, Y , Z) in 3D space (Figure 4.6 [73]).
Let the value of the depth map be Z and the coordinates in that map image be (U , V ).

Since the Z of the point cloud coordinates in 3D space is identical to the value of the depth
map, I need to calculate the remaining X and Y .

X and Y can be calculated by using intrinsicMatrix [74] as follows:

X = (U − ox) ∗ Z/fx (4.1)
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Figure 4.5: System processing flow of 3D TelepreApp.

Figure 4.6: Converting depth maps to 3D point cloud coordinates.

Y = (V − oy) ∗ X/fy (4.2)

The intrinsicMatrix [74] is a 3x3 matrix representing the internal parameters of the cam-
era, which are specific to the camera. The fx,fy represent the focal length, and ox,oy are
the offsets of the principal points from the upper left corner of the image frame. All values
are expressed in pixels. In other words, with the principal point at the center, the depth
value Z (unit: meter) and the focal length of the camera fx,fy (unit: pixel) are used to
transform X,Y into the coordinate system of real space (unit: meter) for rendering.

Touch Gestures:
The 3D point cloud rendered in all sections can be used to change the viewpoint by making
the following touch gestures through the view.

• Pan to move the camera around the center (Figure 4.7 (a)).
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• Pinch to zoom (Figure 4.7 (b)(c)).

• Rotate with two fingers to turn the camera angle (Figure 4.7 (d)).

• Double-tap the screen to reset the initial position (Figure 4.7 (e)).

4.2.3 Mode 2: Remote Controlling

In this section, a remote controlling device in Figure 4.5 is described. The user can use the
same touch gestures to remotely control the rendered 3D point cloud view with RGB data
and depth data (Figure 4.7). In order to do this, the device that acquires the video and the
device that controls it remotely must be connected to the same network, and signals are
sent through P2P (Peer to Peer) communication. When communication is established, the
upper right color in Figure 4.4 (d) is green, and when communication is not possible, it is
red. In this system, Multipeer Connectivity Framework [75] is used for the communication
part. The flow of the network communication process is shown in Figure 4.8.

4.3 Telecommunication System

In the previous section, I described the design and implementation of a system called "3D
TelepreApp", which allows users to switch the other party’s video with a free viewpoint.

In this section, a configuration for teleconferencing using the system is proposed. In this
study, ZOOM4 was used as a remote video conferencing tool. In this study, the following
screen sharing method was used to display 3D TelepreApp video on zoom. I use a method
to from an iOS or iPad device, connect to the USB port via an HDMI capture device, and
select "Contents from 2nd Camera" under "Share screen" to display. This ensures that there
is as little degradation of resolution and delay in the shared screen as possible.

The configuration of the video distribution and the video displayed at that time are shown
in Figure 4.9.

4https://zoom.us/jp-jp/meetings.html
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Figure 4.7: Touch gestures:(a) Move, (b) Zoom-In, (c) Zoom-Out, (d) Rotate (e) Reset.
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Figure 4.8: Network communication flow of Multipeer Connectivity.

Figure 4.9: (a) Remote communication system configuration, (b) Projected videos on the capture
device side, (c) Projected videos on the remote controller device side.
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Chapter 5

Pilot Study

The purpose of this study is to investigate "how the usage and communication method will
change when depth sensor is introduced into the videoconferencing tool, and what other
use cases there are.

The objects to be filmed during video conferencing can be categorized into bodies and
objects. When the target is a person, non-verbal communication such as body language and
subtle human expressions can be conveyed. On the other hand, when it comes to objects, it
can convey the scale, texture, color, and behavior of the object. As described in Section 4.1,
the method and characteristics of 3D sensing also differ depending on the depth sensor used.
Although two sensing schemes are discussed in this study, it would be a useful contribution
to the field of a depth sensing to know whether an object is sensed or not considering the
use case of 3D sensing technology in a video conferencing tool.

In this study, the first section of the paper investigated the "representation of physicality
in video conferencing" for human subjects.

5.1 Study1: Investigation of 3D Body Movements During
Video Conferencing

In this section, the first preliminary experiment is described. In Study 1, a user survey
is conducted in order to investigate how the relationship between two parties affects the
speaker’s body movements in video conferencing.

5.1.1 Participants

Four participants (4 males, all of whom were members of our laboratory) in the 19–24 years
age group (M=22.25, SD=1.92) participated in the user survey. Participants were paired
in pairs to avoid duplication of age relationship combinations.

5.1.2 Experimental Design

The participants were asked to chat for 15 minutes using the video conferencing tool in
the filming environment shown in the next section. This section is intended to provide an
overview of the experimental environment and procedures.
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Table 5.1: Environment of This System.

Model Field of View Resolution Frame Rate
MacBook Pro (15-inch, 2019)1 54°[76] 1280× 720 20fps
C920ｎ2 78° 1980× 1080 30fps
CMS-V43BK-33 150° 1280× 720 30fps

Table 5.2: Specifications of the web camera used in Study 1.

Position What to Expect
Front Changes in facial expression
Overlook Changes in overall body movement, changes in facial orientation

Side Changes in the back and forth swaying of the body, changes in gestural movements,
and changes in reactions to the screen

Setup

In Study1, the experiment was conducted using the system shown in Section 3. The infor-
mation of the web cameras used is given in Table 5.1. The placement and expectation of
the cameras are in the three directions shown in Table 5.2, and their appearance is shown
in Figure 5.1.

Figure 5.1: Camera layout and experimental environment of Study 1.

Procedure

After 15 minutes of free conversation, the participants answered a questionnaire. During
the experiment, the video was recorded by a camera placed in the room. In the question-
naire, after investigating the frequency of communication between the two parties and the
relationship between them, the start time of the video with body movement and the rea-
son for such movement were investigated with reference to the video recorded by the OBS
(including audio). The video recorded by OBS is one in which multiple camera images are

1https://www.apple.com/jp_smb_3500/shop/buy-mac/macbook-pro
2https://www.logicool.co.jp/ja-jp/product/hd-pro-webcam-c920n
3https://www.sanwa.co.jp/product/syohin.asp?code=CMS-V43BK-3
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Table 5.3: Questionnaire items for Study1.

Number Question
1 What is your relationship with your partner?
2 How often do you talk to your partner per week?
3 How tired do you feel after a conversation?

4 Please look back at the video of the conversation and write down the times in the video
when there was physical movement and why you moved the way you did.

5 What did you feel because of your relationship with the other person?
6 When did you feel that you should be able to see the other person’s physical information?
7 What did you feel from the other person’s video?

8 Were there times when you felt that you wanted to show the other person your own image?
If yes, when?

9 What do you look at when you talk during a video conference?
10 What is the reason for Question #9?

switched at regular intervals. The questionnaires answered by the experimental participants
are shown in Table 5.3.

5.1.3 Result

The relationship between the two parties consisted of one pair of seniors and one pair of
juniors who talked about once a week, and one pair of seniors and one pair of juniors
who met almost for the first time. In the former combination, the senior and the junior
responded that they were not very conscious of how they were perceived because they were
the ones they usually talked to, and that they talked to each other in a relaxed manner as
in face-to-face communication. On the other hand, juniors to seniors said that they were
more tired than usual because they had to put a lot of effort into telling the other person
what they were going to say. The junior responded that he felt he was more excited than
usual, perhaps because he was conscious of being filmed by the camera, or perhaps because
gestures are difficult to convey in a video conference. In the latter combination, the senior to
the junior responded that they felt like they could listen carefully to the discussion because
the information was fresh. On the other hand, the juniors to seniors said that they could
not ask deep questions because they had never met before, but they were looking forward
to getting to know each other. In the latter combination, they also said that they did not
feel tired.

No one said that they sometimes wanted to show their own images to the other person
during the video conference. However, there were times when they wanted the other person
to see something, such as a gesture or movement, or when they wanted the other person to
listen to what they were saying. The environment of the video conference was also thought
to have an effect, with respondents stating that "if you are supposed to be sitting in a chair,
you are under different movement constraints than if you are standing" and "it is assumed
that your body movements differ depending on the distance from the screen. During the
experiment, body movements were estimated posture-wise, but only hand gestures were
found to move, not the entire body. Also, assuming that a tool that can change the other
person’s point of view is introduced, the object to be sensed may be more suitable for the
size of the movement of objects or gestures rather than the body.
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5.2 Study2: Investigation of Remote Teaching on 3D Con-
struction(Task:Christmas tree decoration)

In this section, the second preliminary experiment will be described. In Study 1, there were
not many body movements during the video conference. When considering the use case of
changing the viewpoint, it was assumed that the use case of approaching the subject with
more movement, such as the movement of a person’s hands or an object, would be more
effective. Therefore, in Study 2, the subject was changed from a person to a Christmas tree,
and the purpose of the experiment was changed to evaluate teaching in a video conference
with a 3D object.

5.2.1 Participants

Four participants (1 female and 3 males, all of whom were members of our laboratory)
in the 20–25 years age group (M=22.75, SD=1.92) participated in the user survey. In
Study2, participants were paired up and assigned the roles of teacher and taught. They
attribute the frequency of using video conferencing tools to 2-3 days per week, and face-
to-face communication to "the frequency of face-to-face communication per week in Corona
Peril (2020.04 or later)" to 4-5 days per week or more.

5.2.2 Experimental Design

Participants were asked to decorate a Christmas tree (tabletop size: 50 cm)1 using a video-
conferencing tool in the filming environment shown in the next section, with each person
in charge of teaching and being taught how to decorate. This section is described the
experimental environment and the experimental procedure.

Setup

In Study 2, the experiment was conducted using the system shown in Chapter 4. The
Christmas tree was placed at a distance of 38 cm from the device for capturing to the
center of the tree. That is the maximum distance that can be accommodated by the screen
size of the iPad Pro was taken into account. In addition, the iPad Pro screen was set
up in such a way that the Front image would show up well on the screen. The prepared
decorations are shown in Table 5.2.2. The exterior view of the Christmas tree pre-decorated
in this experiment is shown in Figure 5.2. The following items were also pre-decorated in
this experiment because the position of the decorations is fixed.

• Christmas Signage

• LED Lights

• Star

1https://www.amazon.co.jp/gp/product/B07ZRBGSPR
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Table 5.4: List of Christmas tree decorations.

Name Number of items
Drum 2
Pinecone 2
Cane 2
Christmas Signage 1
Gift Box 2
Candy 2
Bowknot 2
LED Lights 1
Star 1
Bell 2

Figure 5.2: Christmas tree in the initial state of the decorating task:(a) Diagonally front, (b) Front,
(c) Diagonally left, (d) Diagonally Right.

Procedure

Prior to the execution of the decorating task, the following was explained in advance to the
experimental participants (those who taught and those who were taught)

• Type, appearance, and number of items to be displayed.

• Decorating order

• The area to be decorated should be the front half of the tree only.

• Some ornaments are hung on branches, some are placed, and some are decorated in
the same way.

• In the case of an experiment with a viewpoint change, both the participant who teaches
and the participant who is taught should be able to operate their respective devices.

• The image view on the device is changed to a free viewpoint, and the participant can
move the viewpoint, zoom in and out, rotate, and return to the initial position by
touch gestures.

The order of the decorations is the order shown in Table 5.2.2 (excluding for those already
decorated). The decorations are arranged on the desk in the order in which they are
to be displayed. This is so that the task of decorating does not involve spending time
looking for the location of the items to be decorated. The person teaching the decorating
is provided with an image that shows the order of the decorations. The person who teaches
the decorations is given placement instructions based on the correct pattern images from
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four directions (Diagonally front, Front, Diagonally left and Diagonally right) so that the
position of the decorations is known. A list of the correct pattern images used in this
experiment is shown in Figure 5.3.

Figure 5.3: List of correct answer pattern images given to the teacher.

Before the experiment, participants were first asked to answer a questionnaire about
the attributes of the participants shown in Table 5.2.2. During the task, an experimental
assistant measured the time required to complete the tree. The case where the viewpoint is
not changed is denoted as Task-A, and the case where the viewpoint is changed is denoted
as Task-B. In this experiment, after Task-A was performed, the positions of the teacher and
the taught were switched, and Task-B was performed. In this experiment, the verification
was also conducted using in-camera (TrueDepth) (Exp.1) and out-camera (LiDAR) (Exp.2).
Survey questionnaires were administered every time Task was completed. The questionnaire
items for Exp.1-A and Exp.1-B are shown in Table 5.2.2. The questionnaires for Exp.2-A
and Exp.2-B are the same. After answering the questions about Exp. 2, the experiment
was completed by answering the following questions for the entire experiment.

• What other use cases have you found this system (free viewpoint remote system) to
be useful for?

The combination table of participants, correct pattern images, and tasks for Study 2 is
shown in Table 5.2.2.

5.2.3 Result

The working time differed from pair to pair, but for Exp. 1, Task-A was faster than Task-B.
However, for Exp. 2, Task-A took the same amount of time as Exp. 1-B, while Exp. 2-B
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Table 5.5: Questionnaire to investigate attributes in Study2.

Number Question
1 Age
2 Gender
3 How often do you use the video conferencing application in a week?

4 How often do you communicate face-to-face per week
in the midst of a COVID-19 pandemic (2020.04 or later)?

5 Which of the following is the most common use of teleconferencing applications?
6 Which of the following is the second most common use of teleconferencing applications?

Table 5.6: Main questions for Study2.

Number Role Question
1 Common How long did it take you to decorate?
2 Teacher Was it easy to see the video through zoom when you were teaching?
3 Teacher Was it easy to teach?

4 Teacher
Please answer this question only if you answered "It was a little easy"
or "It was very easy" in the above questions about the experience.
Please tell us what you felt was easy.

5 Teacher
Please answer only if you answered "somewhat difficult" or "very difficult"
to the above questions about the experience.
Please tell us what you found difficult about the experience.

6 Teacher Which of the following is the second most common use of
teleconferencing applications?

7 Common How much did you enjoy the experience of teaching remotely?

8 Common
Please answer only if you answered "a little fun" or "a lot of fun"
to the above questions about the experience.
Please tell us what you enjoyed about the experience.

9 Common
Please answer only if you answered "I didn’t enjoy it" or
"I didn’t enjoy it at all" in the above questions about the experience.
Please tell us what you felt was not enjoyable and what could be improved.

10 Student Which did you look at more often, the PC (zoom screen)
or the tablet (app screen)?

11 Student Was the teaching method easy to understand?
12 Student Was the instruction easy to understand?

13 Student
Please answer this question only if you answered "It was a little easy"
or "It was very easy" in the above questions about the experience.
Please tell us what you felt was easy.

14 Student
Please answer only if you answered "somewhat difficult"
or "very difficult" to the above questions about the experience.
Please tell us what you found difficult about the experience.

15 Common How much did you enjoy the experience of teaching remotely?

16 Common
Please answer only if you answered "a little fun" or "a lot of fun"
to the above questions about the experience.
Please tell us what you enjoyed about the experience.

17 Common
Please answer only if you answered "I didn’t enjoy it" or
"I didn’t enjoy it at all" in the above questions about the experience.
Please tell us what you felt was not enjoyable and what could be improved.
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Table 5.7: Combination table of subjects and correct pattern images.

took more time. This may be due to the fact that they did not know how to give instructions
to the Task during the first task. In addition, from the answer that the participants moved
their viewpoints to get a better view during the experiment, it is thought that they needed
time to move their viewpoints in order to confirm the place to be placed and the place
where it was placed. As for the experience of lecturing remotely, some respondents said
they enjoyed it a little because "multiple people solved the problem," "both people could
move the same thing even if they were far apart," and "the message was conveyed. As for
the system, I received the following positive responses.

As for the system, I received the following positive responses

• "It was easy to talk about depth, and it was easy to understand the location of the
other person’s instructions."

• "The ability to change viewpoints and zoom made it easier to teach."

• "I wanted this system because the pursuit of perfection requires many viewpoint
changes."

In terms of the cleanliness of the LiDAR and TrueDepth images, many respondents said
that TrueDepth was cleaner because it had fewer black grid lines. However, in terms of
operability, many respondents said that TrueDepth was difficult to operate with gestures
because it was attached to the front of the device. Therefore, some respondents said that
LiDAR was preferable overall.

Other use cases for this system were answered as follows:

• "When the attending physician remotely directs the treatment of the doctors."

• "When detailed work or workmanship is being evaluated."

• "Critique of a sculpture."

• "Assembly work when you have to look at the back."

Other comments included the following

• There were times when the tablet did not display correctly depending on the hand or
object, so it was difficult to explain the placement.

• Just thinking that the viewpoint could be changed made me feel a little more secure.
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• There were times when I felt a strong delay during the experiment.

The above responses indicated the necessity of changing viewpoints during lectures and
the experience of remote lectures. On the other hand, some of the Christmas tree decorations
were not displayed and the lecture was troublesome due to the network delay during the
experiment.

5.3 Study3: Investigation of Remote Teaching on 3D Con-
struction(Task:Building blocks)

In this section, the third preliminary experiment will be described. In Study 2, I used the
system shown in Chapter 4 to give a lecture on decorating a Christmas tree through a video
conferencing tool. As a result, although there were some decorations and shapes that could
not be detected correctly due to the characteristics of the depth sensor, it was possible to
give a lecture on decorating. In addition, the system that can change the viewpoint was able
to get positive responses by using the tool with added depth information. However, since
there were many complications caused by the inability to sense, the object was changed
to building blocks in Study 3 in order to further explore use cases with other objects. In
addition, because of the network latency during the experiment in Study 2, the experiment
was conducted in a different location with an Ethernet connection. In addition, in Study 2,
no restrictions were placed on the teaching method, so the completion speed differed and the
individual’s teaching ability had a significant impact. Therefore, in this study, instructions
for assembling the building blocks are given based on the instructions, and evaluation is
conducted. The purpose of the experiment in this section is also to evaluate teaching in
video conferencing for 3-D building blocks.

5.3.1 Participants

One participant (1 male, he was members of our laboratory) participated in the user survey.
He was twenty-four years old. In Study2, participants were paired up and assigned the roles
of teacher and taught. He uses video conferencing applications 4-5 days per week, and
face-to-face communication is at least 2-3 days per week for "face-to-face communication
per week with Corona Peril (2020.04 or later).

5.3.2 Experimental Design

Participants were asked to assemble building blocks with an experimental assistant using a
videoconferencing tool in the filming environment shown in the next section. This section
describes the experimental environment and the experimental procedure.

Setup

In Study 3, as in Study 2, the experiment was conducted using the system described in
Chapter 4. The PC used in the experiment was the same as in Table 4.1. The starting
point for placing the first building block was marked 47 cm back from the capturing device,
which is the maximum distance that can be accommodated on the iPad Pro screen according
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to the molding size of the building blocks to be assembled. It was also placed so that the
screen of the iPad Pro would show a good image of the Front.

The building blocks used in this experiment are shown in Figure 5.4.

Figure 5.4: Building blocks in the initial state of the stacking task.

Procedure

As in Study 2, the experiment is conducted with Task-A for the case where the viewpoint is
not changed and Task-B for the case where the viewpoint is changed. The verification was
conducted for a front camera (TrueDepth) case (Exp.1) and a rear camera (LiDAR) case
(Exp.2) as well. Before conducting the experiment, participants were given a questionnaire
about the attributes of the participants shown in Table 5.2.2 as in Study 2. During the task,
the experimental assistants measured the time required to complete the building blocks. In
addition, the experimental assistant will give instructions to the person being taught based
on the instructions for assembling the blocks of Appendix described at the end of this paper.
There are four patterns in all. In this experiment, as in Study 2, I possess images of the
correct patterns from four directions (Diagonally front, Front, Diagonally left and Diagonally
right). Figure 5.4 shows a list of the correct pattern images used in this experiment. The
building blocks are returned to the state shown in Figure 5.5 every time the assembly task
is performed. The survey questionnaire was answered after each task. In addition to the
questionnaire for Study 2 (Table 5.2.2), the questionnaire was designed to determine which
is better, based on the cleanliness of the image and the reality of TrueDepth or LiDAR.
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Figure 5.5: List of correct answer pattern images given to the teacher.

5.3.3 Result

For the study, the participants looked at the building blocks throughout the experiment,
with or without changing their viewpoint. In addition, almost no viewpoint change was
made. Almost no difference in time was observed for all experimental items.

Because the assembly could be done by listening to the voice of the instructor reading
out the instructions, and because the camera was placed from the front and the blocks
were designed from the back, the situation requiring a change of viewpoint was not created.
Also, in this experiment, the respondents said that LiDAR was better. The reason for this
was that LiDAR is attached to the out-camera, so the assembly work can be done while
watching the image on the tablet. Therefore, they answered that the in-camera system
would not motivate the person being taught to change. In addition, with the current camera
arrangement, there were many areas where the side of the building blocks could not be seen
even if the viewpoint was changed. On the other hand, when the teacher was explaining,
changing the viewpoint made it easier to understand the depth direction. Finally, another
use case was described as sculpture.
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Chapter 6

User Study

The purpose of this research is to investigate whether there is any change in language,
communication methods, and remote cognitive abilities over video conferencing when a
tool that allows users to change their viewpoints freely in real time is introduced to video
conferencing tools. It is also to investigate the use cases and usage of the communication
method. in previous chapters, three preliminary experiments were conducted. The first
was an investigation of human communication with a focus on physical expression. In the
second, a Christmas tree decorating task was conducted by introducing a viewpoint change
tool, and the effectiveness of the tool in 3D construction, the possibility of lecturing, and
lecturing with depth data were investigated. In the third study, as in the second study, the
viewpoint change tool was introduced and the object was changed to a block of wood, and
the teacher remotely created 3D objects based on the instructions. These three preliminary
experiments confirmed the following:

• The experience of remotely teaching 3D modeling is fun because of the complexity of
the content of the objects and the fact that multiple people can solve the problem.

• Considering the operability of the depth sensing on the iPad Pro, it is better to use
LiDAR on the out camera.

• Depending on the combination of the object and its camera placement, it was easier
to teach by changing the viewpoint.

• The lecture itself is possible even if the object is difficult to detect with the ToF sensor
used.

• The viewpoint change is not used unless the object is a construction object or its
design that needs to know the depth.

In this experiment, based on the above, the following changes were made compared to
Study 3 (Section 5.3).

• The object is still a block of wood, but the camera placement is changed from front
to diagonally front.

• Changed the design of the building blocks to require more knowledge of the depth.

• The instructions were eliminated and the participants in the experiment were divided
into groups of two.
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• Changed to provide practice time to do the same task as in the experiment.

The experiment was then used to evaluate the completeness of the building blocks, the ease
with which information was conveyed and communicated, and the change in language used
as a result of the introduction of the viewpoint change tool. In this section, the attributes
of the subjects, the experimental design and the results will be described.

6.1 Participants

Ten participants (two females, eight males, six of whom were members of our laboratory)
participated in the user survey in the age group of 19 to 23 years (M = 22.8 and SD =
1.77).

6.2 Experimental Design

Participants were divided into two groups, one to be taught how to assemble the blocks
and the other to be taught how to assemble the blocks, using a videoconferencing tool
in the filming environment shown in the next section. In this section, the experimental
environment and the experimental procedure will be described.

6.2.1 Setup

In this experiment, the system shown in Chapter 4 was used. The PC used in the experiment
was the same one as in Table 4.1. The building blocks used were the same as in Study 3
(Section 5.3), but only the yellow, green, and blue blocks were used (Figure 5.4). In addition,
in order to keep the sensing area unchanged in this experiment, the black stand was placed
in a fixed position and the area to be assembled was limited. The screen of the iPad Pro was
set up so that the diagonally front image would show up well as shown in Figure 6.1(a)(the
tilt angle was 45°). In the horizontal direction, the sensor position of the LiDAR was
positioned so that the center of the sensor was aligned with the center of the platform. The
environment during the experiment is shown in Figure 6.2.

Figure 6.1: Setup for this experiment:(a) Device angle, (b) Location of the device’s LiDAR sensor.
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Figure 6.2: Experimental setup and scene:(left) Setting up the teaching side, (right) Setup for the
person being taught.

Design of building blocks: Through the video conference images, the correct pattern
images need to be created, taking into account the designs of the building blocks that need
to change their viewpoints. This was defined as a design where it is not possible to determine
which blocks or positions are visible from one direction, or where the blocks appear to be of
a different shape. In such a design, the length of the depth is not known without changing
the viewpoint. An example is shown in Figure 6.3. The blocks marked in Figure appear
to be cubes, but when the viewpoint is changed, the blocks are shown to be oblique in the
depth direction as shown in Figure 6.3 (left). The building blocks in this experiment were
designed to be funded like this impossible figure.

Figure 6.3: An example of a building block design:(left) The inscribed blocks appear to be cubes,
(right) Changing the viewpoint shows that it is an oblique side.
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6.2.2 Procedure

As in Study2 (Section 5.2) and Study2 (Section 5.4), the experiment is considered Task-
A when the viewpoint is not changed, and Task-B when the viewpoint is changed. Only
LiDAR on the rear camera was used for depth sensing. Before the accumulation task was
performed, the following was explained to the experimental participants (both the teacher
and the taught) in advance.

• Each time a task begins, put it back in the box and sort it by color.

• The shape and color of the building blocks to be used (three colors)(Light green and
dark green are considered the same color).

• Student should not know the number of building blocks to be used in one task.

• If participants manipulate their viewpoints at the same time, it is difficult to know
which one of them did the manipulation, so it is necessary to communicate through
conversation.

A box of color-coded building blocks is placed on the desk. In addition, the teacher
is instructed to place the completed blocks based on the correct pattern images from five
directions (Diagonally Front, Front, Diagonally Left and Diagonally Right, Above).

Before conducting the experiment, participants were first asked to answer a question-
naire about the attributes of the participants shown in Table 5.2.2. During the task, an
experimental assistant measured the time required to complete the blocks. The experimen-
tal participants were instructed that the teaching participant should make a final check of
the building blocks assembled by the taught participant, and that the teaching participant
should judge that the building blocks were OK and inform the experimental assistant. In
this experiment, the First Task was changed according to the pair of participants in the
experiment. The combination table of participants, correct pattern images, and tasks in
this experiment is shown in Table 6.2.2. In this experiment, after the completion of the
preliminary questionnaire, the participants practiced the sequence of the experiment. The
design of the building blocks used in the exercise is shown in Figure 6.4. The correct images
used in the exercise were Pattern A, Pattern B, Pattern C, and Pattern D, which were used
in the order Task-A, Task-B. The correct pattern images used in the production are shown
in Figure 6.5. he survey questionnaire was completed after each Task.

The survey questionnaire was divided into items to be answered for each role and task.
Those who taught were asked about the pictures they referred to most often in the correct
pattern images, the ease with which the instructions were conveyed, what they tried to con-
vey to others, and the words they used most often. On the other hand, in the questionnaire
for Task-A, the person being taught was asked about situations where it was difficult to
understand the other person’s words, the way the other person communicated, and words
that often left an impression. In the questionnaire for Task-B, in addition to the questions in
Task-A, the teacher was asked about the timing of the change of perspective and what he or
she was thinking about when changing the perspective. After the completion of the Task-A
and Task-B experiments, the participants were asked to answer a summary questionnaire.
The questionnaire asked the participants what they liked and disliked about teaching and
being taught through videoconferencing, how they conveyed their words with and without
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the viewpoint change, how easy it was to convey their intentions and instructions, and
finally, about other use cases.

Figure 6.4: List of design patterns of building blocks used in the exercise task.

6.3 Result

The following results were obtained from the communication between the participants dur-
ing the experiment. Regardless of whether the viewpoint was changed or not, the partic-
ipants first put the blocks on the floor, and then showed them to the camera and moved
them around to get closer to the correct answer. In addition, the teacher named the shapes
of the objects as similar to familiar ones to communicate their intentions, and the taught
began to use the same names. The change of perspective was often used to get a general
picture and to understand the position of the placed parts.

When the correct pattern of the blocks and the actual assembled blocks were checked for
consistency, only one out of 20 patterns had the wrong orientation of one part placement.
Figure 6.6 shows that almost all the results show that it took longer to assemble the blocks
with the viewpoint change than without the viewpoint change. Figure 6.7 shows that people
paid more attention to the image directly above the correct pattern in the case without
viewpoint change than in the case with viewpoint change. Figure 6.9 shows that "kosoado"
word was used more in the case with the viewpoint change. Figure 6.11 shows that 40% of
the teachers reported that they changed their perspective when looking at the whole blocks.
Figure 6.12 shows that 70% of the respondents said that the ability to change the viewpoint
was necessary. Figure 6.13 shows that in the case of a change of perspective, 60% of the
respondents said that the language used by the teacher was easy to understand. Figure 6.14
shows that in the case of no change of perspective, 40% of the respondents said that the
language used by the teacher was easy to understand. Figure 6.16 shows that 90% of the
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Figure 6.5: List of design patterns of building blocks used in the main Task.

respondents answered that it was easier to communicate their intentions and instructions
when they could change their viewpoints.

These results show that the ability to change the viewpoint in remote teaching is effective.
In addition, the introduction of the depth sensor enables the design and implementation of
a remote communication system, which shows that remote teaching of 3D structures is an
effective new application of the depth sensor.
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Table 6.1: Combination table of subjects and correct pattern images.

Figure 6.6: Building Blocks Assembly Time.
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Figure 6.7: Which of the correct pattern images did you attention the most attention to?

Figure 6.8: How easy was it to communicate your instructions and what you wanted to say?
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Figure 6.9: How often did you say the word "kosoado"?

Figure 6.10: Student: When did you change your viewpoint?
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Figure 6.11: Teacher: When did you change your viewpoint?

Figure 6.12: Did you feel that the ability to change the point of view was necessary for teaching
3D construction remotely, as in this experiment?
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Figure 6.13: Student: If you worked on a task with a change of perspective, did you find it easy
to understand what partner was saying?

Figure 6.14: Student: If you worked on a task with no change of perspective, did you find it easy
to understand what partner was saying?
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Figure 6.15: Did you feel that the word you used to communicate changed with or without the
change of perspective?

Figure 6.16: With or without the change of perspective, which did you feel was easier to commu-
nicate your intentions and instructions?
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Chapter 7

Limitation and Discussion

7.1 Experiences of remote teaching and changes in commu-
nication methods for 3D objects

In Study 2, remote teaching was conducted on a Christmas tree. Participant 1 (P1) com-
mented, "It was easy to understand what I was instructing because the viewpoint was
changed when I was the one being taught and we were both able to explain the situation
regarding depth. However, there were times when the decorations were not visible in the
video, which was a bit of a problem". P3 commented, "I thought I could see the position
of the pine cone (decoration) behind the drum (decoration), but I couldn’t see the side of
it, so it was difficult. According to these comments, the depth sensor method used in the
iPad Pro was not able to read the Christmas tree correctly. The material used in Christmas
trees is made of such a material that it reflects diffusely when the light hits it.

In Study 2, remote teaching was conducted for such difficult to measure objects, and the
following positive comments were made about the experience of the system. P1 commented
that "it was easy to talk about depth and to understand where the other person was in-
dicating" and P2 commented that "the ability to change the viewpoint and zoom made it
easier to teach". According to these comments, although there were parts that could not
be read by the sensor correctly, the remote teaching itself was carried out and the person
being taught was able to design as instructed. This suggests that people were able to use
verbal communication as well as visual communication to supplement their description of
the object’s condition, thus enabling correct communication.

Accordingly, in Study 3, I conducted an experiment using building blocks with surface
properties that were not difficult to measure with the ToF sensor. In their descriptions,
the participants said that they could assemble the blocks if they listened to the teacher’s
voice reading out the instructions, and that they almost never changed their viewpoints.
They also commented that they almost never changed their point of view, and that there
were many areas where they could not see the sides even when they changed their point
of view. These comments show that remote teaching is difficult even for the task of 3D
construction when the method of construction, the method of assembly and the appearance
of the assembled object are different. The results of this experiment suggest that, because
the camera is placed in front of the building blocks, there are few surfaces that can be
sensed in relation to the object, so it is difficult to see new surfaces in the images displayed
in the 3D point cloud even if the viewpoint is changed. In addition, since the instructions
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for the design of the building blocks were arranged in order from the back, it was possible to
assemble the blocks only by listening to the voice of the teacher. In other words, I showed
that the need to know the depth data was not high in such use cases.

In this experiment(Chapter 6), based on the results of Study 3, I defined the design of the
building blocks considering the motivation to move the viewpoint, abolished the instructions
in order to investigate the change of communication during instruction with and without
changing the viewpoint, and provided some practice time beforehand. When we asked the
participants what they thought about and what words they used to communicate with
their partner, most of them said that they communicated relative information such as the
position and rotation angle of the blocks to the ones already placed. This may be because
the building blocks are easy to explain and because there is always an adjacent surface
somewhere. For example, the communication method may be different when the subject
is not a remote lecture such as a fixed design, but a subject that needs to be followed and
explained in real time, such as "Ayatori" or Japanese calligraphy.

In the future work, this study could be used to verify remote teaching, which requires
real-time performance. As suggestions for improvement of the teaching method when the
viewpoint change function was introduced to the videoconferencing tool, the following com-
ments were made: "I thought it would be good if the correct image of the teacher could move
the viewpoint in 3D", "I thought it would be helpful if the camera device itself could move".
and "improving the accuracy and quality of the sensing images by using multiple cameras".
Although these comments would add restrictions to the environment for remote teaching,
the quality of the experience may be more important in terms of ease of communication.

7.2 Telecommunication Environment

With ToF sensing method, if the background is made of a material that diffusely reflects
infrared light, the distance cannot be read correctly, resulting in a missing value and a black
background 7.2. In this case, a non-reflective object can be placed as shown in Figure 7.2
(c). It is also possible to rotate a light weight object such as a Christmas tree while working
on it to complete the decorating task.

In the proposed teleconference system, the video from the sensing device is displayed
by the screen sharing function of the video conferencing tool, so a good communication
environment is required. In Study 2 and 3, it was commented that the delay was too large.
Therefore, in this experiment, we improved the communication environment and conducted
the experiment. The discussion of the screen sharing method which is the cause of the delay
is shown below.

There are three ways to import the video from iOS and iPad devices into ZOOM (Version
5.4.7).

1. Method to connect the iOS or iPad device directly to the PC via USB and select
"iPhone/iPad via AirPlay" in "Share Screen" to display the video.

2. Method to connect an HDMI capture device from the iOS or iPad device to the PC
via USB, and specify the device name in the camera selection.

3. Method to from an iOS or iPad device, connect to the USB port via an HDMI capture
device, and select "Contents from 2nd Camera" under "Share screen" to display.
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Figure 7.1: The background of the object: (a) A sensing view of transparent, rough-surfaced walls,
(b) A sensing view of the Christmas tree placed in front of (a), (c) Improved view of the situation
in (b)

Method 1 uses AirPlay to capture the screen, so the resolution of the shared screen is
degraded and there is a large delay in the transmission of the video. Method 2 currently
has the problem that the resolution of the shared image is fixed at 640x360, and "HD" in
the video item of Zoom settings is ignored. Method 3 is said to be able to force the video to
be delivered at the original resolution as long as there are CPU specs and a good network
environment. Therefore, in this study, the video was displayed using method 3 to minimize
the resolution degradation and delay of the shared screen as much as possible.

The displayed image would depend on the maximum possible output resolution of the
video conferencing tool. The maximum resolution of zoom is 1920× 1080 due to the screen
sharing method used in this research. Also, the size of the screen that is drawn on the zoom
screen depends on the size of the device because it is recognized as a camera device. In
addition, screen sharing has a problem that the visible area is narrowed because the screen
is shared in portrait mode while the zoom screen is in landscape mode.
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Chapter 8

Conclusion

In this study, I proposed a remote communication system which introduced depth sensing
technology. I also used it to conduct remote teaching on 3D built objects, and investigated
the changes in people’s communication. Until now, the number of individuals who own depth
sensors has been small, and there has not been enough research to explore the use cases of
depth sensing technology for personal use and to study the changes in communication using
it. In this study, I focus on fields of telecommunication, starting from the consideration of
the object to be photographed, and then I take up two specific use cases to investigate the
possibility of new applications of depth sensors for personal users.

In this study, four experiments were conducted. In Study 1, a simple experimental de-
sign was used to investigate people’s communication, as it was necessary to investigate in
advance whether the relationship between the people in the video conference would lead to
special behaviour. In order to verify this, I implemented a skeletal estimable system that
works in real time in order to be able to analyse body movements from multiple camera
images. As a result, it was judged that the relationship was not affected, the part of the
screen where the movement was often confirmed was within the range where it was possible
to operate at hand, and that targeting an object was a more preferable use of the sensor. In
Study 2, I designed and implemented a telecommunication system using the depth sensor
in a videoconferencing system. The system allows the user to change the viewpoint of the
image of the caller in the video conference. I also adopted teaching as a task in which the
results of communication are clearly visible in order to investigate the changes in people’s
communication. In Study 2, the teaching task was to decorate a Christmas tree. The results
showed that the teaching itself was performed without any problem, although some parts
of the Christmas tree were difficult to be detected because of the depth sensor system. The
results also showed the interestingness of the teleteaching experience and the effectiveness
of the proposed telecommunication system. In Study 3, I changed the experimental envi-
ronment by changing the object to one that was easy to detect and by giving instructions
to the teacher. The results showed that the participants were not motivated to change their
viewpoints and that the proposed system was not necessary. Similarly, the results showed
that remote teaching is difficult even for the task of 3D construction when the method
of construction, the method of assembly and the appearance of the assembled object are
different.

Finally, in the main experiment, I modified the experimental environment, such as the
design of the building blocks and the placement of the camera, to investigate the change
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in communication with and without the change in viewpoint. As a result, in the survey
questionnaire, 70% of the participants answered that the viewpoint change function is nec-
essary, and 90% of the participants answered that the viewpoint change function makes it
easier to communicate intentions and instructions, etc. In addition, the use of "kosoado"
with and without the ability to change viewpoints was more common when the ability to
change viewpoints was enabled. The results show that my proposed videoconferencing sys-
tem with depth sensor is effective for remote teaching of Christmas tree decorating and
building blocks assembly (depending on camera position and design).

In the future, it is necessary to investigate the use case of remote teaching, where real-time
and depth data are more required to limit the relative instructions. The discussions and
limitations of the system described in this paper will lead to further research into distance
communication for personal use cases.
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Appendix

Pattern A 日本語版
1. まず「塗られていない長い直方体の積み木」を黒い線に縦に寝かせてください。
2. 同じ積み木を上に同じように重ねてください。
3. 青色の三角柱の積み木」を奥が高くなるように重ねてください。
4. 塗られていない長い直方体の積み木」を今置いている積み木の手前に左に縦に置いて
ください。

5. 同じ積み木をその左においてください。
6. 「短い円柱の積み木」を先程縦においた「塗られていない長い直方体の積み木」の上に
おいてください。そのときに、上から見たときに円形に見えるように置いてください。

7. 同じ積み木を同様に、置いてください。
8. 「長い円柱の積み木」を２つの「短い円柱の積み木」の上の真ん中にまたがるように
おいてください。

9. 「塗られていない三角柱の積み木を」その上に、置いてください。そのときに、手前
から見たら、三角形が見えて、左右対称になるようにおいてください。

10. 「緑色の厚さが薄い直方体の積み木」をその手前に寝かせて置いてください。
11. 同じ積み木をその上に同様に重ねて置いてください。
12. 「半円をくり抜いたような積み木」を先程の緑の上に面がぴったし重なるように置い
てください

13. 「オレンジ色の半円柱の積み木」を２つ重ねて先程のくり抜いたような隙間にはめて
ください。

14. 「紫色の立方体の積み木」を４つ取り出し、緑色の積み木の手前に２個ずつ置いてく
ださい。

15. 「黄色の半円柱」を上から見たときに丸みを帯びるように置いてください。そのとき、
手前から見たときに、手前から奥にアーチが作られるように配置してください。

16. 「半円をくり抜いたような積み木」を２つ取り出し、背中を合わせるようにして、「紫
色の立方体の積み木」の手前に縦においてください。

17. 「短い円柱の積み木」をその上においてください。そのときに、上から見たときに円
形に見えるように置いてください。
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18. 同じ積み木を同様に置いてください。
19. 「オレンジ色の長い直方体の積み木」を「短い円柱の積み木」の横に「立方体の積み
木」が１つおける空間を開けて右側においてください。

20. 同じ積み木をその上に同様に置いてください。
21. 「黄色の立方体の積み木」を「オレンジ色の長い直方体の積み木」の上に２つ横並び
でおいてください。

22. 「オレンジ色の立方体の積み木」を「オレンジ色の長い直方体の積み木」の手前に２
つ横並びに配置します。

23. 「緑色の立方体の積み木」を２つ、「オレンジ色の立方体の積み木」のそれぞれに重ね
てください。

24. 「塗られていない三角柱の積み木」を「緑色の立方体の積み木」の上に左右対称にな
るようにかさねてください。

25. 「半円をくり抜いたような積み木」を「黄色の立方体の積み木」の上に手前から見た
ときにアーチになるように重ねてください。

26. 「黄色の厚さが薄い直方体の積み木」４つを一番広い面を重ねて、横方向に横長にな
るように隣接させて置いてください。このときに上から見たときに、１面のみ見える
ように重ねてください。

27. 「青色の厚さが薄い直方体の積み木」２つを一番広い面を重ねて、縦方向にして、「半
円をくり抜いたような積み木」に沿うように「黄色の厚さが薄い直方体の積み木」の
上に置いてください。

28. 「長い円柱の積み木」をその右側に置いてください。そのときに、上から見たときに
円形に見えるように置いてください。

29. 「緑色の三角柱の積み木」をその右に置きます。そのときに、手前から見たときに、三
角形が見えて、斜辺が左に位置するように置いてください。

30. 「オレンジ色の三角柱の積み木」を「青色の厚さが薄い直方体の積み木」の上に置い
てください。そのときに、手前から見たときに三角形が見えて、斜辺が左に位置する
ように置いてください。

31. 「青色の三角柱の積み木」を「オレンジ色の立方体の積み木」の右側に置いてくださ
い。そのときに、手前から見たときに三角形が見えて、斜辺が右に位置するように置
いてください。

32. 同じ積み木を同じように手前に重ねて置いてください。
33. 「緑色の三角柱の積み木」を先程と同様に手前に２つ置いてください。
34. 「塗られていない立方体の積み木」を「青色の三角柱の積み木」の右側に置いてくだ
さい。

35. 「緑色の三角柱の積み木」をその右側においてください。そのときに、手前から見た
ときに三角形が見えて、斜辺が右に位置するように置いてください。
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36. その奥側に「青色の三角柱の積み木」を同様に並べて置いてください。
37. 「オレンジ色の三角柱の積み木」を「塗られていない立方体の積み木」の手前側に置
いてください。そのときに、手前から見たときに、斜面が手前に見えるように置いて
ください。

38. 「オレンジ色の三角柱の積み木」を「青色の三角柱の積み木」の上においてください。
そのときに、手前から見たときに、三角形が見えて、斜面が左に位置するようにおい
てください。

39. 「黄色の三角柱」２つを背中が会うようにして、中央に配置した「半円をくり抜いた
ような積み木」の上に接地面があうように置いてください。

40. 完成

Pattern B 日本語版

1. 「黄色の厚さが薄い直方体の積み木」４つを一番広い面を重ねて、横方向に縦長にな
るように隣接させて黒色の線に沿わせるように手前に置いてください。

2. 「オレンジ色の直方体の積み木」をその右側に横方向に配置し、45度手前方向に傾けて
置いてください。そのときに、1辺が隣接する積み木の辺に沿わせて置いてください。

3. 「塗られていない直方体の積み木」をその上に面が一致するように重ねて置いてくだ
さい。

4. 「黄色の立方体の積み木」をその上の左側に重ねて置いてください。
5. 「オレンジ色の直方体の積み木」、「塗られていない直方体の積み木」、「紫色の立方体
の積み木」の順番で下から高さ方向に重ねたものを先程と同様に左右対称に、置いて
ください。

6. 「塗られていない立方体の積み木」を右側の「オレンジ色の直方体の積み木」に隣接
するように置いてください。

7. 「緑色の三角柱の積み木」をその上においてください。そのときに、手前から見たら、
三角形の面が見えて、右側が斜面に位置するようにしてください。また、下の立方体
の図形と面を一致させておいてください。

8. 「塗られていない立方体の積み木」を左右対称に左側の「オレンジの直方体の積み木」
の隣に置いてください。

9. その上に、「青色の三角柱の積み木」を置いてください。そのときに、全体的に左右対
称になっていることを確認してください。

10. 「紫色の立方体の積み木」を全体の右側の「塗られていない立方体の積み木」に面す
るように置いてください。

11. 「緑色の三角柱の積み木」をその上に同様の向きに置いてください。
12. 「紫色の立方体の積み木」を全体的に左右対称に位置する「塗られていない立方体の
積み木」に面するように置いてください。
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13. 「青色の三角柱の積み木」をその上に面が一致するようにおいてください。このとき
に全体的に左右対称になっていることを確認してください。

14. 「黄色の三角柱」2つを左右対称に手前側にある「紫色の立方体の積み木」の手前に
配置します。このときに面が一致するように置いてください。

15. 「青色の厚さが薄い直方体の積み木」２つを一番広い面を重ねて、中央の黄色積み木
の上に寝かせて置きます。このときに、広い面が下になるようにおいてください。

16. 「半円をくり抜いたような積み木」を２つ横長に連結させて、その上に置いてくださ
い。そのときに、手前から見たときに、半円がくり抜かれているようにみえているこ
とを確認してください。

17. 「黄色の半円柱の積み木」を右側の「半円をくり抜いたような積み木」の間に一致す
るように置いてください。

18. 「オレンジ色の半円柱の積み木」を左側に同様に配置してください。
19. 「緑色の三角柱」をその上に置いてください。そのときに、手前から見たときに直角
となる角が上に来るように配置してください。

20. 「青色の三角柱」を同様に左右対称となるように配置してください。
21. 「緑色の厚さが薄い直方体の積み木」２つを左右対称に中央に４つ並んだ積み木の両
端に奥行方向に配置してください。

22. 「半円をくり抜いたような積み木」をその上に門になるように重ねて置いてください。
23. 「オレンジ色の半円柱」をその上の右に、「黄色の半円柱」を左に重ねておきます。そ
のときに横から見たときに、半円になるように置いてください。

24. 「塗られていない直方体の積み木」２つを左右対称に中央の緑色の積み木の手前の外
側の辺に沿うように縦長に置いてください。

25. 「半円をくり抜いたような積み木」を門になる向き中央の 2つの「塗られていない直
方体の積み木」の間に面が一致するように置いてください。

26. その上に「塗られていない三角形の積み木」を面が一致するように置いてください。
27. 「短い円柱の積み木」２つを左右対称に中央の「塗られていない直方体の積み木」の
上に置いてください。そのとき、上から見たときに円形に見えることを確認してくだ
さい。

28. 「オレンジ色の立方体の積み木」2つを縦に面が一致するように重ねたものを、全体
の右側の「紫色の立方体の積み木」の裏側に面が一致するように重ねてください。

29. 「黄色の立方体の積み木」をその上に面が一致するように重ねてください。
30. 「長い円柱」に「短い円柱」を面を一致させ重ねたものをその上においてください。
31. 「オレンジ色の三角柱」をその上においてください。そのときに、手前から見たとき
に左右対称に配置し、45度内側に傾けておいてください。
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32. 同様に左右対称に今のタワーを作ります。下から「緑色の立方体の積み木」2つ、「紫
色の立方体の積み木」、「長い円柱の積み木」、「短い円柱の積み木」、「オレンジ色の三
角柱の積み木」の順番に重ねてください。それを左右対称の位置においてください。

33. 「緑の三角柱の積み木」を右側のタワーの「オレンジ色の立方体」2つ分の面に沿う
ように配置してください。

34. 「青色の三角柱の積み木」も同様に左右対称に配置してください。
35. 最後に「塗られていない三角柱」を中央上に三角形の山に左右対称になるように重ね
て下さい。

36. 完成

Pattern C 日本語版

1. 「塗られていない立方体の積み木」の縦の 1辺を黒い線の真ん中に合わせて置いてく
ださい。

2. 「紫色の立方体の積み木」を左右対称に 2つ面が一致するように手前側両サイドにお
いてください。

3. 「紫色の立方体の積み木」２つを横にくっつけ、右側の「紫色の立方体の積み木」の
右手前側の側面に置いてください。

4. 左右対称に「オレンジ色の立方体の積み木」２つを横にくっつけ、左側も同様に側面
に左右対称になるように置いてください。

5. 「緑色の厚さが薄い直方体の積み木」２つを広い面を重ねて縦に、ちょうど真ん中の
角に置いてください。そのときに、上から見たときに、2つの積み木の接地面が左上
から右下に見えていることを確認してください。

6. 「塗られていない立方体の積み木」をその上に面が一致するように重ねてください。
7. 「塗られていない直方体の積み木」2つを手前から 2つ目の積み木の受けに面を完全
一致させ置いてください。

8. 「短い円柱の積み木」２つをそれぞれその上に重ねてください。
9. 「黄色の半円柱の積み木」２つをそれぞれその上に置いてください。そのときに、真
横から見たときに、半円になっていることを確認してください。

10. 「塗られていない直方体の積み木」2つを左右対称にそれぞれ、「オレンジ色の立方体
の積み木」２つの奥側の側面と「紫色の立方体の積み木」２つの奥側の側面に沿わせ
て置いてください。

11. 「緑色の立方体の積み木」２つを横に繋げ、「紫色の立方体の積み木」の内側と緑色の
積み木の間に置いてください。

12. 「黄色の立方体の積み木」２つも同様に左右対称になるように置いてください。
13. 「オレンジ色の直方体の積み木」２つを横に繋げ、手前の隙間に配置してください。
そのときに、上から見たら、接地面が左上から右下に掛けてみえることを確認してく
ださい。
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14. 「黄色の厚さが薄い直方体の積み木」２つをそれぞれ両サイドの側面に奥から１パー
ツ手前の立方体から沿わすように置いてください。

15. 「半円をくり抜いたような積み木」に「オレンジ色の半円柱の積み木」を一致するよ
うにいれた積み木２つをそれぞれの両サイドの側面に奥から沿わすように置いてくだ
さい。

16. 「塗られていない三角形の積み木」を２つそれぞれ、「黄色の厚さが薄い直方体の積み
木」と「半円をくり抜いたような積み木」どちらもにも面するように置いてください。
そのとき、手前から見たら、長方形がみえるように配置します。

17. 「オレンジ色の三角柱の積み木」２つを上から見たときに左右対称のリボンになるよ
うに並べ、中央手前の「オレンジ色の直方体の積み木」の両サイドに中心よりに置き
ます、

18. 「黄色の三角柱の積み木」をその間に置きます。
19. 「半円をくり抜いたような積み木」２つを真ん中が正円になるように繋げ、その手前
に置いてください。そのときに、上から見たら、正円になるように置いてください。

20. 「短い円柱の積み木」をその正円に一致するように置いてください。
21. 「青色の厚さが薄い直方体の積み木」２つを辺が長くて、狭い面を横方向に重ねて、
「塗られていない三角形の積み木」の手前側に置いてください。そのときに、広い面が
それぞれ下に接するように手前に置いてください。また、中央の図形に側面が沿うよ
うに置いてください。

22. 「黄色の厚さが薄い直方体の積み木」も左右対称になるように同様に配置してください。
23. 「緑色の三角柱の積み木」２つを一番広い面同士を背中合わせになるように重ねたも
のを、もう１ペアつくり、「青色の厚さが薄い直方体の積み木」の奥と手前の外側にそ
れぞれ配置してください。

24. 「青色の厚さが薄い直方体の積み木」も同様に左右対称になるように置いてください。
25. 「短い円柱の積み木」を中央の「塗られていない立方体の積み木」の上に面が合わさ
るようにおいてください。

26. 「青色の三角柱の積み木」をその上に置いてください。そのときに、手前から見たと
きに、三角形がみえるように置いてください。

27. 最後に「長い円柱の積み木」２つを横向きに中心に置いてください。そのときに、積
んでいる積み木に沿うように置いてください。

28. 完成

Pattern D 日本語版

1. ボックスの左にある「半円をくり抜いたような積み木」２つと「黄色の半円の積み木」
２つからなる塊を奥行方向に黒い線に置いてください。

2. 「長い円柱の積み木」をその上の奥側に置いてください。
3. 「短い円柱の積み木」をその上に置いてください。
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4. 「塗られていない立方体の積み木」２つを縦に重ねて、手前の面に一致するように置
いてください。

5. 「塗られていない直方体の積み木」２つを手前の積み木の両サイドの面に一致するよ
うに置いてください。

6. 「オレンジ色の直方体の積み木」２つを左右対称に手前の積み木の前に立てて置いて
ください。

7. 「緑色の三角柱の積み木」２つをそれぞれの寝かせてオレンジ色の積み木に正方形の
面が接するように置いてください。このときに、真横から見たときに、三角形になっ
ていることを確認してください。

8. 「青色の厚さが薄い直方体の積み木」２つを、両端にそれぞれ奥行方向に置いてくだ
さい。

9. 「黄色の厚さが薄い直方体の積み木」４つの面積が一番大きい面で重ねたものを奥側
に横方向に置いてください。

10. 「青色の三角柱の積み木」を縦方向に黄色の積み木の両端においてください。そのと
き、斜面が内側になるようにおいてください。

11. 「紫色の立方体の積み木」を右側の「青色の厚さが薄い直方体の積み木」の上に奥行
き方向に詰めておいてください。

12. 「緑の立方体の積み木」を同様に左右対称においてください。
13. 「半円をくり抜いたような積み木」２つそれぞれをそれらの立方体の上においてくだ
さい。そのときに、正面から見たときに、半円をくり抜いたように見えることを確認
ください。

14. 「短い円柱」２つをその半円に一致するように置いてください。
15. 「黄色の三角形の積み木」２つをそれぞれ、「青色の厚さが薄い直方体の積み木」の上
に置きます。そのときに、一番広い面が奥側の側面に接するように置いてください。1

16. 「緑色の三角柱の積み木」をオレンジ色の積み木の両端に置いてください。そのとき、
正方形の面がオレンジ色の面に接するようにおいてください。

17. ４つの立方体を使って正方形の面を持つ直方体を作ります。左上が「緑色」、右上が
「オレンジ色」、左下が「紫色」、右下が「黄色」です。それらの積み木を組み合わせた
ら、左の奥の積み木の横に置いて、奥行方向に 45度傾けてください。そのとき、奥の
縦の辺が接するように回転してください。

18. 「青色の三角柱の積み木」をその上においてください。そのときに、垂直方向に直角
にならないように置いてください。

19. 右側も、同様に４つの立方体を使って正方形の面を持つ直方体を作ります。左上が「黄
色」、右上が「紫色」、左下が「オレンジ色」、右下が「紫色」です。それらの積み木
を組み合わせたら、右の奥の積み木の横に置いて、奥行方向に 45度傾けてください。
そのとき、奥の縦の辺が接するように回転してください。
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20. 「青色の三角柱の積み木」をその上に上においてください。そのときに、左右対称に
なるようにおいてください。

21. 「緑色の厚さが薄い直方体の積み木」を紫色の２つの面に接するように奥に置きます。
そのとき、広い面が下に位置するように置きます。

22. 「オレンジ色の半円柱」をその上の手前に置きます。そのとき、横から見たときに、半
円がみえるように置きます。

23. 「オレンジ色の三角柱」をその隣の奥側に置きます。そのときに、横から見たときに、
三角形が見えるように置きます。

24. 全体の逆側も同様に左右対称におきます。
25. 「長い円柱の積み木」を手前の右の２つの緑色の三角柱の間に立てておきます。
26. 「短い円柱の積み木」をその上におきます。
27. 「塗られていない三角柱の積み木」を山が中央上に来るように置きます。
28. 完成

Pattern A English Version

1. Lay a long unpainted rectangular block vertically on the black line.

2. Put the same blocks on top of each other in the same way.

3. Put the blue triangular blocks on top of each other so that the back is higher.

4. Place a long unpainted rectangular block vertically to the left of the current block.

5. place the same block to the left of it.

6. Place the short cylinder block on top of the long unpainted rectangular block you
just placed vertically. Place the short cylinder blocks on top of the long unpainted
rectangular blocks, so that they look circular when viewed from above. 7.

7. Place the same blocks in the same way.

8. Place the long block of wood across the middle of the two short blocks of wood.

9. Place the unpainted triangular blocks on top. Place the unpainted triangular blocks on
top of the painted triangular blocks so that the triangles are visible and symmetrical
when viewed from the front.

10. Place a green, thin, rectangular block of wood in front of it.

11. Put the same blocks on top of each other in the same way.

12. Place the semi-circular blocks on top of the green blocks so that their faces are exactly
on top of each other.

13. Place two orange semi-circular blocks on top of each other in the hollowed-out space.

14. Take the four purple cubes and place two in front of each of the green cubes.
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15. Place the yellow half-cylinders so that they are rounded when viewed from above.
Place the yellow semi-circular columns so that when viewed from the front they form
an arch from the front to the back.

16. Take the two half-circle blocks and place them back to back, vertically in front of the
purple cube blocks.

17. Put the short cylinder blocks on top of them. Place the short cylinder block on top of
the short cylinder block so that it looks like a circle when viewed from above.

18. Place the same blocks in the same way.

19. Place the long orange rectangular block on the right side of the short cylinder block,
leaving room for one cube block.

20. Place the same blocks on top of each other in the same way.

21. Place two yellow cubes side by side on top of a long orange rectangular block.

22. Place two orange cubes side by side in front of the orange long rectangular blocks.

23. Place two green cubes on top of each of the orange cubes.

24. Stack the unpainted triangular blocks symmetrically on top of the green cubes.

25. Hollowed out half circles on top of yellow cubes in an arch.

26. Place the four yellow thin rectangular blocks next to each other with the widest side
on top of each other, so that they form a long horizontal line. The blocks should be
stacked so that only one side is visible when viewed from above.

27. Place the two blue thin rectangular blocks on top of the yellow thin rectangular blocks,
with the widest side on top of each other, lengthwise, along the semi-circular blocks.
Place the long column block on its right side. Place the long cylinder on its right side
so that it looks like a circle when viewed from above.

28. Put the green triangular blocks on the right of the green triangular blocks. Place the
green triangular block to the right of the green triangular block, so that when viewed
from the front, the triangle is visible and the diagonal is to the left.

29. Place the orange triangular block on top of the blue thin rectangular block. Place the
orange triangular blocks on top of the blue thin rectangular blocks so that the triangle
is visible from the front and the diagonal is on the left.

30. Place the blue triangular blocks on the right side of the orange cubes. Place the blue
triangular block on the right side of the orange cube block so that the triangle is visible
from the front and the diagonal is on the right.

31. Place the same blocks on top of each other in the same way.

32. Place two green triangular blocks in front of each other in the same way as before.

33. Place the unpainted cubes to the right of the blue triangular blocks.
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34. Place the green triangular block to the right of the green triangular block. Place the
green triangular block on the right side of the green triangular block so that the triangle
is visible from the front and the diagonal is on the right. Place the blue triangular
building blocks on the far side of the triangular building blocks.

35. Place the orange triangular blocks in front of the unpainted cubes. Place the orange
triangular blocks in front of the unpainted cubes so that the slope is visible from the
front.

36. Place the orange triangular blocks on top of the blue triangular blocks. Place the
orange triangular blocks on top of the blue triangular blocks so that the triangle is
visible from the front and the slope is on the left.

37. Place the two yellow triangles back to back on top of the semi-circular building blocks
in the centre so that they meet on the ground.

38. Complete

Pattern B English Version

1. Place the four yellow thin rectangular blocks in front of each other with their widest
sides facing each other, horizontally and vertically, along the black line.

2. Place the orange rectangular blocks horizontally to the right of the orange rectangular
blocks, tilting them 45 degrees towards you.

3. Place the unpainted rectangular blocks on top of the painted rectangular blocks so
that their faces are aligned.

4. Place the yellow cubes on top of the yellow cubes on the left side

5. Place the orange rectangular blocks, the unpainted rectangular blocks and the purple
cubic blocks in the same symmetrical order, stacked from bottom to top

6. Place the unpainted cubes next to the orange cubes on the right.

7. Place the green triangular block on top of it. The green triangular block should be
placed on top of the green triangular block so that the triangular face is visible from
the front and the right side is on the slope. Make sure that the faces are aligned with
the cubes below. 8.

8. Place the unpainted cube symmetrically next to the orange rectangular block on the
left.

9. Place a blue triangular block on top of it. Make sure there is symmetry throughout.
10.

10. Place the purple cube block on top of the unpainted cube block on the right side of
the whole.

11. Place the green triangular blocks on top of the green triangular blocks in the same
direction.
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12. Place the purple cubes facing the unpainted cubes in an overall symmetrical position.

13. Place the blue triangular blocks on top of the unpainted cubes so that their faces
coincide. Make sure there is symmetry throughout. 14.

14. Place the two yellow triangular prisms symmetrically in front of the purple cube blocks.
Make sure that the faces are aligned.

15. Place the two blue thin rectangular blocks on top of each other with the widest side
on top of the central yellow block. The wide side should be on the bottom. 16.

16. Place the two semi-circular blocks on top of each other in a horizontal pattern. Make
sure they look like hollowed out half circles when viewed from the front.

17. Place the yellow semi-circular blocks in line with the hollowed-out semi-circle blocks
on the right.

18. Place the orange semi-circular blocks in the same way on the left.

19. Place the green triangular blocks on top. Place the green triangle on top of the green
triangle so that the right angle is on top of the triangle when viewed from the front.
20.

20. Place the blue triangles in the same symmetrical way.

21. 2 green thin rectangular blocks must be placed symmetrically at each end of the 4
central blocks.

22. "Hollowed out half-circle blocks" are placed on top of each other to form a gate.

23. Place the orange semi-circular blocks on the right and the yellow semi-circular blocks
on the left. Place the orange half-circle on the right and the yellow half-circle on the
left so that they form a semicircle when viewed from the side.

24. Place the two unpainted rectangular blocks symmetrically along the outer edge of the
central green block.

25. Place the "hollowed out half-circle blocks" face up between the two unpainted rectan-
gular blocks facing the gate.

26. Place an unpainted triangular block of wood on top of the unpainted triangular block
of wood, so that the faces are congruent.

27. Place the two short cylinder blocks symmetrically on top of the central unpainted
rectangular block. Make sure that they look circular when viewed from above.

28. Place the two orange cubes, face to face, vertically on top of each other and face to
face on the back of the purple cubes on the right side of the whole.

29. yellow cubes on top of each other, face to face.

30. Place a long cylinder on top of a short cylinder with matching faces. Place the orange
triangle on top of the long cylinder. Place the orange triangular pillar on top of the
orange triangular pillar in a symmetrical position, tilted inwards by 45 degrees. 32.
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31. Build the current tower in the same symmetrical way. From the bottom, place two
green cubes, a purple cube, a long cylinder, a short cylinder and an orange triangular
cylinder. Place them in a symmetrical position. 33.

32. Place the green triangular blocks along the faces of the two orange cubes on the right-
hand tower.

Pattern C English Version

1. Place the unpainted cubes with one vertical side in the middle of the black line.

2. Place two symmetrical purple cubes on either side of the foreground so that their sides
are aligned.

3. Place the two purple cubes side-by-side on the right front side of the purple cubes.

4. Symmetrically place the two orange cubes side-by-side on the left side, also symmet-
rically on the right side.

5. Place the two green thin rectangular blocks vertically with their wide sides overlapping,
right in the middle corner. Make sure that when viewed from above, the ground surface
of the two blocks is visible from top left to bottom right.

6. Place an unpainted cube on top of the unpainted cube so that the faces are aligned.

7. Place the two unpainted rectangular blocks on top of the second block from the front
with their faces perfectly aligned.

8. Place two short cylinder blocks on top of each other.

9. Place two yellow half-cylinder blocks on top of each other. Make sure they form a
semicircle when you look at them from the side. 10.

10. Place the two unpainted rectangular blocks symmetrically along the far side of the two
orange cubes and along the far side of the two purple cubes.

11. join the two green cubes horizontally and place them between the inside of the purple
cubes and the green cubes.

12. Place the two yellow cubes in the same symmetrical way.

13. Connect the two orange rectangular blocks horizontally and place them in the gap in
front of you. Make sure that when you look at them from above, the ground surface
is from the top left to the bottom right.

14. Place two yellow thin rectangular blocks on each side, starting from the cube one part
in front of the other.

15. Place two matching orange half-cylinder blocks in a hollowed-out half-circle, along
each side from the back.

16. Place the two unpainted triangular blocks so that they face both the thin yellow
rectangular blocks and the hollowed-out half-circle blocks. The rectangles should look
like rectangles when viewed from the front.

70



17. Place the two orange triangular blocks in a symmetrical ribbon when viewed from
above, on either side of the orange rectangular block in the centre.

18. The yellow triangular blocks are placed between the two. The yellow triangular blocks
are placed between them.

19. Place them in front of each other so that they form a perfect circle when viewed from
above.

20. Place the short cylinder block in line with the circle.

21. Place two blue thin rectangular blocks with long sides and narrow sides on top of each
other in front of the unpainted triangular blocks. Place them in front of the unpainted
triangular blocks, so that the wider sides touch each other below. The sides should be
in line with the central figure.

22. Yellow thin rectangular blocks must be placed in the same way to make them sym-
metrical.

23. Make another pair of green triangular blocks with the widest sides back to back and
place them on the outside of the blue thin rectangular blocks.

24. Place the blue thin rectangular blocks in a symmetrical way.

25. Place the short cylinder blocks on top of the unpainted cube blocks in the centre, so
that their faces meet.

26. Place the blue triangular blocks on top. Place the blue triangular blocks on top of the
blue triangular blocks so that the triangles are visible when viewed from the front. 27.

27. Finally, place the two long cylinder blocks horizontally in the centre. Place them
horizontally in the centre so that they are in line with the other blocks in the stack.

28. finish

Pattern D English Version

1. Place the block consisting of the two hollowed-out half-circle blocks and the two yellow
half-circle blocks on the black line at the left of the box in the direction of the back.

2. Place the long blocks on the far side of the black line

3. Place a short block of cylinders on top of it

4. Place the two unpainted cubes vertically on top of each other so that they are on the
same side

5. Place two unpainted rectangular blocks on top of each other so that they are on the
same side of the first block

6. Two orange rectangular blocks must be placed symmetrically in front of the first block

7. Place the two green triangular blocks on their sides so that their square faces touch
the orange blocks. Make sure they form a triangle when you look at them from the
side.
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8. Place two blue thin rectangular blocks at each end of the puzzle, one at the back and
one at the front.

9. 4 yellow thin rectangular blocks, stacked on top of each other on the largest side,
placed horizontally at the back.

10. Place the blue triangular blocks vertically at the ends of the yellow blocks. Place the
blue triangular blocks vertically at each end of the yellow blocks, with the slopes facing
inwards.

11. Place the purple cubes on top of the blue thin rectangular blocks on the right, in the
direction of depth.

12. Place the green cubes symmetrically in the same way.

13. Place each of the two semi-circular blocks on top of the cubes. Make sure they look
like a hollowed-out half-circle when viewed from the front.

14. Place the two "short columns" on top of each other so that they coincide with the
semicircle.

15. Place each of the two yellow triangular blocks on top of the blue thin rectangular
block. Place the two yellow triangular blocks on top of each blue thin rectangular
block, with the widest side touching the far side.

16. Place the green triangular blocks on either side of the orange blocks. Place the green
triangular blocks on either side of the orange blocks, with the square side touching the
orange side.

17. Use the four cubes to make a rectangle with a square face. The top left is ’green’, the
top right is ’orange’, the bottom left is ’purple’ and the bottom right is ’yellow’. When
you have put these blocks together, place them next to the back left block and tilt
them 45 degrees towards the back. The blocks should be rotated so that the vertical
sides of the back blocks touch.

18. Place the blue triangular block on top of the blue triangular block. Place the blue
triangular block on top of the blue triangular block, making sure that it is not per-
pendicular to the vertical axis.

19. On the right side, use the same four cubes to make a rectangle with a square face.
The top left is ’yellow’, the top right is ’purple’, the bottom left is ’orange’ and the
bottom right is ’purple’. When you have put these blocks together, place them next
to the right-hand back block and tilt them 45 degrees towards the back. The blocks
should be rotated so that the vertical sides of the back blocks touch.

20. Place the blue triangular block on top of the blue triangular block. Place the blue
triangular blocks on top of the blue triangular blocks so that they are symmetrical.

21. Place the green thin rectangular blocks at the back so that they touch the two purple
sides. The wide side should be at the bottom.
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22. Place the orange half-cylinder in front of the top. Place the orange semi-circle in front
of it so that the semi-circle is visible when viewed from the side.

23. Place the orange triangular pillar on the far side next to it. The orange triangle is
placed on the far side so that the triangle is visible when viewed from the side.

24. Place the other side of the whole symmetrically.

25. Place the long column block between the two green triangles on the right.

26. Place the short blocks on top of the long blocks.

27. Place the unpainted triangular blocks so that the pile is in the top centre.

28. Complete
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