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The purpose of this study is to automatically generate the objective sentences and citation
sentences included in the introduction secetion of academic papers. The introduction of an
academic paper is the most important section in order to explain the importance of research.
Therefore, it is a challenge to write an introduction that will help the reader understand the
significance of the research. In addition, the introduction is a section that always contains
sentences that state research objectives and citations of related researches, regardless of the
research field. Therefore, we believe that the automatic generation of objective sentences and
citation sentences can make the writing of the introduction section easier.

To build the academic article dataset used in this study, we manually collected open
access articles. For the automatic generation of objective sentences, we first built the ob-
jective sentence extraction model to collect automatically the objective sentences from ar-
ticles. Second, we used the Method, Results, Discussion and similar sections of articles,
and trained the model to generate the objective sentence. For the automatic generation of
citation sentences, we first collected citation sentences from the introduction section of col-
leted papers and extracted abstracts of the corresponding citation sentences from PubMed
(https://pubmed.ncbi.nlm.nih.gov/) to build the dataset. Secondly, we trained the model
to generate citation sentences from the abstract of the cited paper and the Method, Results,
Discussion, and similar sections of the collected paper.

We implemented the ROUGE-TITLE and ROUGE-ABSTRACT metrics to determine
whether the quality of human-written or model-generated sentences is better. ROUGE-TITLE
calculates the ROUGE-1 of the title of the paper and the sentence, and ROUGE-ABSTRACT
calculates the ROUGE-1 of the abstract of the paper and the sentence. In the objective
sentence generation task, the title and abstract of collected papers are used to calculate the
two metrics. On the other hand, the title and abstract of the cited papers are used in the
citation sentence generation task. ROUGE-TITLE, ROUGE-ABSTRACT of human-written
sentences and model-generated sentences are computed to evaluate the models.

We succeeded in generating equally or higher quality sentences than humans in the ob-
jective sentence generation task and the citation sentence generation task with a probability
of 17.5% and 11.8%, respectively. The automatic generation of the objective sentences and
citation sentences in the introduction section will help people who have difficulties in writing
papers in English.
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Chapter 1

Introduction

The aim of this study is to automatically generate the research objective sentence and the
citation sentence written in the introduction section of an academic paper. By applying
the deep learning techniques and the concept of sentence summarization, the two sentence
generation tasks in this study, i.e., the objective sentence generation task and the citation
sentence generation task, are realized. The implementation of the two sentence generation
tasks in this study can be useful for generating drafts of objective sentences and citation
sentences, and for helping researchers who are not accustomed to writing papers in English.

The introduction is the section of the paper that contains the most of the researcher’s
opinion about the significance of the study. By reading the introduction, the readers can
understand why the research is conducted. Therefore, no matter how valuable the author
thinks the research is, it may not adequately convey the original value of the research if the
introduction is poorly written. In addition, as the research field becomes broader and the
growing number of papers are published[29], there is a possibility that it will be reviewed
by people who are not experts in the research field, resulting in the need of the introduction
written in an easy-to-understand manner. Therefore, we should pay more attention to the
importance of the introduction.

Due to the importance of the introduction as mentioned above, the automatic generation
of introductions will help to reduce the burden of writing papers. However, since the
length of an introduction section exceeds several hundred words, it is difficult to generate
the full text of an introduction, even using language generation models that have shown
high performance in various language generation tasks[16]. In order to cope with such
problems, language generation models have been improved in recent years to be able to
handle even longer sentences[19]. However, we will treat the sentences in the introduction
as separate language generation tasks by decomposing them into objective sentences and
citation sentences. Therefore, we will work on a new language generation task: automatic
generation of the objective sentence and the citation sentence in the introduction.

Regardless of the field of research, the objective sentence and citation sentence are always
included in the introduction. In some papers, these two sentences alone make up more
than half of the introduction. Therefore, the automatic generation of these two sentences
can greatly reduce the burden of writing an introduction. The automatic generation of the
citation sentences is worth working on because it contributes to reducing the time required
for literature research. Futher, there is no doubt that research goal is the most important
concept in the process of conducting research and should always be made clear. However,
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that does not necessarily mean that the objective sentence in the paper is written in a clear
and understandable manner. For example, in the following sentence “Thus, we attempted to
solve these problems.” [24], it is difficult to understand the purpose of the research without
referring to the preceding and following sentences. On the other hand, the following sentence
“To understand the function of ARRDC3 we used overexpression and short hairpin RNA-
mediated downregulation in human breast cancer cells.” [28] condenses the purpose of the
research into one sentence, which is directly and clearly conveyed to the reader. Therefore,
the automatic generation of the objective sentence, which consists of only one sentence, not
only emphasizes the research purpose more, but also reduces the burden when people read
the paper.

Although many language generation tasks have been studied[27], there is still a lack of
research on sentence generation to make writing academic papers easier. Still, there have
been studies on building huge datasets of academic papers[8] and on automatic generation
of abstracts[2, 3]. However, we have not found any research that has addressed sentence
generation to reduce the burden of writing the introduction section. Therefore, this re-
search can be expected to be a catalyst for more active research on automatic generation
of academic papers.
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Chapter 2

Related Work

Research has been conducted to support the writing of academic papers using language
generation techniques. For example, Demir et al. performed automatic generation of aca-
demic papers in LaTex format[1]. They collected 799 LaTex files of computer vision papers
from the arXiv (https://arxiv.com/) and automatically generated LaTex sources on a
character-by-character basis. They used a deep learning model, but the number of data is
small. In addition, they evaluated the results generated by multiple models, and did not
evaluate whether the generated papers were better than those written by humans or not.
In our research, we evaluated the model by generating sentences using more than hundreds
of thousands of papers and evaluating them against sentences written by humans.

There is also a lot of research on automatic generation specific to the elements and sec-
tions that make up a paper. For example, Wang et al. developed a model that automatically
generates abstracts from titles and automatically modifies the generated abstracts[2]. Hu et
al. calculated the relevance of the sentences extracted from the Abstract, Introduction, and
Conclusion of the paper and the sentences in the Abstract of the references, and automati-
cally generated the Related Work section with the sentences with high relevance[4]. Meng
et al. used the Sequence2Sequece model to automatically generate keywords for research[5].
As described above, there have been studies on automatic generation of abstracts, related
research sections, and keywords, but there have been no studies focusing on introductions.

Xing et al. generated the corresponding citations from the sentences before and after the
citations in the related research section and the abstract of the cited reference[6]. However,
we used Method, Results, and Discussion as the citation information. This makes it possible
to generate citation sentences while writing the specific sections of the research such as
Method, Results, Discussion.

As described above, research on the automatic generation of academic papers is active, but
the task of language generation is still lacking compared to research on language generation
such as translation, question answering generation, and dialogue systems. This is because
the available datasets of academic papers are not well constructed. Many researches have
been working on language generation by collecting dozens of articles from arXiv or specific
websites. Article datasets consisting of tens of thousands of data are ACL Anthology[7] and
S2ORC[8]. The two datasets consist of text obtained by analyzing PDFs of articles, but the
PDF format varies from article to article, making it impossible to extract the correct article
data. In addition, S2ORC includes non-refereed papers, which means that some papers are
of low quality. The details are described in Section 5.1.
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Chapter 3

Task Definition

In this chapter, we provide definitions for the two sentence generation tasks we will perform
in this study.

3.1 Objective Sentence Generation Task

The first task of this study is the automatic generation of the objective sentence, that is,
the sentence that corresponds to the research objective written in the introduction. The
research objective statement is one of the most important statements in the paper, and it
condenses the research content. Therefore, the objective sentence generation task can be
treated as a one-sentence summary task of the research content.

Summarization is the extraction of important sentences from a concrete text or the gen-
eration of new sentences that incorporate important elements of the original text[26]. Ap-
plying the concept of summarization, it is possible to generate a objective sentence from
the detailed contents of a paper.

An academic paper basically consists of sections such as Abstract, Introduction, Method,
Results, Discussion, and Conclusion. These sections can then be categorized into sections
with concrete content and sections with abstract content. The former section contains
Method, Results, and Discussion, and the latter section contains Abstract, Introduction,
and Conclusion. By applying the mechanism of text summarization, it is possible to gen-
erate a section with abstract contents from a section with concrete contents of an article.
Therefore, the purpose of this study is to automatically generate the objective sentences
in the Introduction from the sections of the paper that contain detailed contents such as
Method, Results, and Discussion and similar sections.

By including Abstract and Conclusion in the input data, it can be assumed that the
objective sentence can be generated more easily. This is because those sections contain the
objective sentence, which makes the language generation model easier to learn. However,
even if a high-quality objective sentence is generated by training a model with an Abstract
and Conclusion in the input data, the Abstract and Conclusion must be prepared when the
model is actually used by humans in real situations. In that case, humans would have an
extra burden because they would have to write sections with abstract content. Therefore,
when it is possible to generate objective sentences from sections with specific content, the
objective sentences can be generated dynamically from only those sections that are less
burdensome to write.
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3.2 Citation Sentence Generation Task

The second task of this study is the automatic generation of the citation sentences in the
introduction. A citation sentence is a statement that condenses the contents of a cited
reference into a single sentence. Therefore, it is possible to automatically generate citation
sentences from the contents of the reference.

We use abstracts as the content of references in our citation generation task. The abstract
is a short summary of the entire paper, with one or two sentences each describing the
purpose of the research, methods, results, and contributions. Therefore, by using Abstract,
it is possible to handle the important sentences of the entire paper in a pseudo-structure.
It is also required to generate citations that reflect the research content of the papers citing
the refenrences, rather than generating sentences that only reflect the content of the cited
paper. In the Introduction, the citation sentence relates the content of the paper citing the
reference to the content of the cited reference. Therefore, the goal of the citation generation
task is to generate a citation sentence from the Method, Results, and Discussion of the
paper citing the reference and the Abstract of the cited reference.
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Chapter 4

Method

4.1 Data Acquisition

We will independently collect the academic papers that will be dealt with in this study.
Several datasets containing academic papers have been proposed. A number of studies on
text generation for academic papers have used the ACL Anthology Network as a dataset for
academic papers. The ACL Anthology Networkc[7] is built up of papers from international
conferences and journals sponsored by the ACL. The ACL has many high quality papers
because there are many international conferences whose acceptance rate is less than 30%.
The number of papers is 23,766 as of December 23, 2020. However, it is possible that the
quality of the papers is high but the quality of the data is low. Because to build the ACL
Anthology Network, PDF parsing was performed to extract the text of the articles. PDF
parsing may extract the contents of the same section as different sections if the pages are
different. As a result, it is difficult to extract the paper data accurately without loss.

Another large dataset of academic papers called S2ORC has been constructed[8]. This
dataset collects 8.1M open access articles, which is the largest dataset among academic
article datasets. However, the quality of the papers varies because some papers are not
peer-reviewed. In addition, like the ACL Anthology Network, the content of the articles
may be flawed due to PDF parsing. Therefore, in this study, we constructed our own dataset
of academic papers that overcomes the problems of existing datasets.

We only deal with Open Access articles from journals published by Nature (https://
www.nature.com/). Instead of extracting the article data by PDF parsing, the text data
is extracted by analyzing the HTML structure of the article that can be obtained from the
journal website. This allowed us to successfully extract the full text of the title, abstract,
introduction, methods, and reference list without loss. In the end, we obtained 160,021
open access articles from 88 journals as shown in Table 4.1. Although the number of data
is smaller than that of S2ORC, we obtained more data than the ACL Anthology Network.
Furthermore, the quality of the papers should be high because many journals have a high
impact factor as listed in Table 4.2. In addition, the accurate extraction of the paper data
made the quality of the data high. Therefore, we have successfully solved the problems of
the existing academic paper dataset and constructed a new academic paper dataset.
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Table 4.1: Article dataset

Item Quantity
Articles 160,021
Journals 88

Table 4.2: Journal data

Name Articles H-index

Nature Genetics 1 550
Oncogene 875 329
Nature Communications 26,670 298
British Journal of Cancer 230 224
International Journal of Obesity 265 218
Neuropsychopharmacology 243 214
Cell Death and Differentiation 203 208
Molecular Psychiatry 525 207
Leukemia 408 185
Scientific Reports 113,737 179
Gene Therapy 93 156
Cell Research 256 153
European Journal of Clinical Nutrition 148 152
Laboratory Investigation 36 147
Modern Pathology 35 145
Bone Marrow Transplantation 62 125
European Journal of Human Genetics 308 122
Genetics in Medicine 2 121
Heredity 155 115
Spinal Cord 63 104
Genes and Immunity 48 96
Cell Death and Disease 1,584 96
Eye 61 93
Journal of Human Hypertension 65 93
Mucosal Immunology 105 92
Journal of Perinatology 54 89
Journal of Exposure Science and Environmental Epidemiology 49 87
Cancer Gene Therapy 68 84
Hypertension Research 55 84
International Journal of Impotence Research 11 81
Light: Science and Applications 623 80
Journal of Human Genetics 56 79
British Dental Journal 12 77
Experimental and Molecular Medicine 569 75

Continued on next page
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Table 4.2 – Continued from previous page
Name Articles H-index

Translational Psychiatry 1,961 74
Cellular and Molecular Immunology 35 74
Polymer Journal 15 66
NPG Asia Materials 559 65
Prostate Cancer and Prostatic Diseases 60 61
Scientific Data 79 48
Blood Cancer Journal 472 44
Nature Ecology and Evolution 1 43
Oncogenesis 584 39
International Journal of Oral Science 50 39
Bone Research 145 34
Nutrition and Diabetes 377 34
Horticulture Research 438 27
npj Computational Materials 368 25
npj Quantum Information 315 24
npj Quantum Materials 249 23
Microsystems and Nanoengineering 251 23
Cell Discovery 230 22
npj Biofilms and Microbiomes 142 21
Cell Death Discovery 376 21
npj Primary Care Respiratory Medicine 247 21
npj Schizophrenia 116 19
Signal Transduction and Targeted Therapy 134 18
npj 2D Materials and Applications 141 18
npj Genomic Medicine 136 17
npj Breast Cancer 165 16
npj Aging and Mechanisms of Disease 55 16
npj Microgravity 109 15
npj Vaccines 187 15
npj Systems Biology and Applications 141 14
Palgrave Communications 462 13
Communications Biology 1,100 13
Communications Physics 388 11
Communications Chemistry 321 10
Human Genome Variation 77 10
npj Regenerative Medicine 54 8
BDJ Open 79 2
npj Science of Food 43 2
Spinal Cord Series and Cases 24 1
The Journal of Antibiotics 24 0
Communications Earth and Environment 16 0

Continued on next page
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Table 4.2 – Continued from previous page
Name Articles H-index

npj Climate and Atmospheric Science 111 0
npj Clean Water 46 0
npj Science of Learning 49 0
Communications Materials 55 0
Humanities and Social Sciences Communications 68 0
npj Flexible Electronics 73 0
npj Precision Oncology 77 0
The Pharmacogenomics Journal 79 0
npj Materials Degradation 102 0
npj Parkinson’s Disease 108 0
npj Digital Medicine 195 0
The ISME Journal 657 0
NO TITLE 1 0
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4.2 Preprocessing

The article data collected from the Nature website contains unnecessary information and
data. In this section, we describe the process to clean the data by removing those extra
information and data.

4.2.1 Abbreviation Replacing

Words and phrases that occur frequently in academic papers are treated as abbreviations
after they first appear in the paper. For example, in the following sentence, the word
sequence “least microenvironmental uncertainty principle” will be abbreviated as “LEUP”
from the next occurrence.

Here we propose the least microenvironmental uncertainty principle (LEUP) that
may serve as a generative model of collective migration without precise incorpo-
ration of full mechanistic details.[20]

Since the definitions of abbreviations vary from author to author, different word sequences
may be treated as the same abbreviation in different papers. The following two sentences
provide concrete examples. In the sentence above, “SEM” stands for “scanning electron
microscopy”, but in the sentence below, “SEM” stands for “standard error of the mean”.
Abbreviations play a role only in the defined paper, so when dealing with multiple papers,
it is necessary to convert the abbreviations into the original word sequence.

The morphology was investigated using scanning electron microscopy (SEM) and
atomic force microscopy (AFM).[22]

All values are presented as mean ± standard error of the mean (SEM).[23]

The AbbreviationDetector[9] is used to extract the correct names of abbreviations from
the articles. We combine the title, abstract, and body sections of a paper into a single text
and parse it using AbbreviationDetector to obtain the abbreviations and definitions in that
paper in key-value format. Finally, we convert the matched abbreviations to the original
word sequence by means of a regular expression.

4.2.2 Section Filtering

In this study, only the Method, Results, and Discussion, and similar sections not the full
text of the articles collected from the Nature website, are treated in the objective sentence
generation task and citation sentence generation task. The sections of the paper can be
classified into two categories: those consisting of abstract content and those consisting
of detailed content. The Introduction is included in the section with abstract content,
and the Method, Results, Discussion, and similar sections are included in the section with
concrete content. Sentence summarization generates abstract sentences from sentences that
contain concrete information. Therefore, in this study as well, the objective sentences of
Introduction are generated from specific sections. Abstract and Conclusion are the sections
that contain the objective sentence. We exclude Abstract and Conclusion because the model
can refer to the answer if there is an objective statement in the model input. The citation
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should be generated from the Abstract of the cited paper in addition to the Method, Results,
and Discussion of the paper citing the reference. The Nature article contains sections that
are not directly related to the content of the article or that do not contain important content,
so unnecessary sections should be excluded. Table 4.3 shows a list of sections to be excluded.

Table 4.3: Removed sections

Title
references, supplementary material, conclusion, acknowledgment,
supporting online material, outlook, concluding, summary,
note added in proof, note in proof, data availability,
abbreviation, notes, usage note, data archiving, author contribution,
rights and permissions, related work, availability of data and material,
comments, data and material availability, appendix,
code and data availability, availability of data, publisher,
abstract, introduction

4.2.3 Text Preprocessing

Text preprocessing plays a very important role in natural language processing. And the
preprocessing changes depending on the task. For example, in a text classification task,
words with high frequency of occurrence in all texts are removed. This study, however,
addresses the language generation task. Prepositions and conjunctions, which occur more
frequently, are also important elements in the construction of natural sentences. Therefore,
the text preprocessing done in this study does not involve preprocessing to remove specific
parts of speech. In natural language processing, depending on the task, the text is often
divided into sentence units. However, some software that splits text into sentences has
problems such as splitting by phrases instead of sentences, or splitting by periods other
than the period at the end of a sentence. The following is a list of preprocessing steps
performed in this study.

• Remove URL

• Remove words longer than 45 characters

• Remove Greek letters and symbols used in mathematical formulas

• Convert uppercase to lowercase

• Remove single letters

• Remove parentheses and their contents

• Remove periods in fig. figs. ref. refs. et al. e.x. i.e.

• Set all number words to 0

• Split the main text into sentences using NLTK’s Sentence Tokenizer[10]

• Exclude sentences with less than 10 words
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4.3 Basic Datasets

In this section, we describe the construction of the basic dataset that will be used in the
objective sentence generation and citation sentence generation tasks.

4.3.1 Objective Sentence Generation Dataset

Since the objective sentence generation task is a new task in the sentence generation task,
we need to build our training dataset. The dataset consists of pairs of sections with the
detailed content of the paper and the objective sentence. The sections with detailed content
are Method, Results, Discussion, and similar sections. The objective sentence is the sentence
that corresponds to the research aim contained in the introduction. Although it is possible
to manually extract the objective sentences by reading the introduction, performing it from
160,021 articles would require an enormous amount of time. Therefore, in order to extract
the objective sentence more efficiently, we build an objective sentence extraction model.

The first step is to prepare the dataset to be used in training the model. Among the col-
lected Nature articles, we manually extracted the objective sentences from the Introduction
for 1000 articles from journals with high SJR. The calculation of SJR is based on Scimago
Journal & Country Rank (https://www.scimagojr.com/). We thought that the higher
the level of the journal, the clearer the objective sentence and the higher the quality.

As a result of manual extraction, 1038 objective sentences were extracted from 1000
papers. We also randomly extracted 1038 sentences from the Introduction that were neither
the objective sentence nor the citation sentence. In the end, 2076 sentences were extracted
to build the objective sentence extraction model as shown in Table 4.4.

Table 4.4: Dataset for the objective sentence extraction model

Item Quantity
Objective sentences 1,038
Non-objective sentences 1,038

To build the model, we used the pre-trained BERT model for fine tuning[11]. By using
this model, it is possible to determine whether a sentence fed into the model is the objective
sentence or not.

During training, we set the maximum length of sentences to be input to the model to 30,
the dropout to 0.4, and we used AdamW as the optimization function[12] and the learning
rate to 2e-5, and conducted four epochs of training. We split 80%, 10%, and 10% of the
dataset into training, validation, and test data, respectively. As explained in Table 4.5, the
test result shows that Accuracy, Precision, Recall, and F1 are 0.938, 0.910, 0.971, and 0.940,
respectively.

We used the objective sentence extraction model constructed here to automatically extract
objective sentences from the Introduction of a paper. The output from the model indicates
the probability that the input sentence will be identified as the objective sentence. We set
a threshold to 0.8 for the probability that a sentence fed into the model is identified as the
objective sentence. However, some of the sentences identified as objective sentences are in
fact not suitable as objective sentences. For example, the sentence "Therefore, we undertook
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a multicenter retrospective study to understand these aspects better and develop a more
targeted plan for the future."[24] contains the pronoun “these” and it is impossible to convey
the purpose of the research in this sentence alone. In our objective sentence generation task,
the goal is to generate an objective sentence that can be used as a research objective with
only one sentence. For this reason, we exclude sentences that contain pronouns such as
“these”, “their”, “them”, and “those”, even if they are identified as objective sentences. In
addition, some of the sentences identified as objective sentences have few technical terms
and are too abstract. For example, the sentence "In the study presented here, we tested these
hypothesis"[25] does not include the keywords of the research and lacks specificity. For this
reason, we exclude sentences that contain more than 75% of the words that Japanese junior
high school students learn in middle school. We reference those vocabularies from Weblio
(https://ejje.weblio.jp/) and Table 4.6 shows a list of words to be excluded. Also, the
objective sentence is as important as the title in the paper. Therefore, we exclude sentences
that do not contain any of the words in the title.

Table 4.5: Results of testing the objective sentence extraction model

Accuracy Precision Recall F1
0.938 0.910 0.971 0.940

Table 4.6: List of vocabularies that junior high school students in Japan learn

Vocabulary

a, ability, able, about, above, accept, account, across, act, action, activity
actually, add, address, afraid, after, afternoon, again, against, age, ago, agree
air, airplane, all, allow, almost, alone, along, already, also, although, always
am, among, amount, and, angry, animal, another, answer, any, anything, appear
apple, area, arm, around, arrive, art, article, artist, as, ask, at, attack, attention
aunt, autumn, away, baby, back, bad, bag, ball, base, baseball, basket, basketball
bath, be, beautiful, because, become, bed, before, begin, behind, believe, bell
below, beside, between, beyond, bicycle, big, bird, birthday, black, block, blood
blue, board, boat, body, book, both, bottle, bottom, box, boy, break, break, down
breakfast, bridge, bright, bring, brother, brown, build, bus, business, busy
but, butter, buy, by, cake, call, camera, can, cap, car, card, care, carry, case
cat, catch, cause, center, century, certain, chair, challenge, chance, change
cheap, check, child, choice, choose, church, circle, city, class, classroom, clean
clear, climb, clock, close, cloud, club, coat, coffee, cold, color, come, common
company, complete, condition, consider, contact, continue, control, cook, cool
copy, corner, correct, cost, could, count, country, couple, course, court, cover
cow, cream, create, cross, crowd, cry, culture, cup, cut, daily, dance, dangerous
dark, date, daughter, day, dead, deal, dear, death, decide, decision, deep, department
describe, desk, develop, diary, dictionary, die, difference, different, difficult
dinner, dirty, discover, disease, dish, distance, do, doctor, dog, doll, door

Continued on next page
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Table 4.6 – Continued from previous page
Vocabulary

down, dream, dress, drink, drive, drop, dry, during, each, ear, early, earth
east, easy, eat, edge, effect, effort, egg, eight, eighteen, eighty, either, eleven
else, empty, end, enemy, enjoy, enough, enter, especially, even, evening, event
ever, every, everything, example, except, exercise, expect, experience, explain
eye, face, fact, fall, family, famous, far, farm, farmer, fast, fat, father, fear
feel, few, field, fifteen, fifth, fifty, fight, figure, fill, fill, in, film
find, fine, finger, finish, fire, first, fish, five, fix, flat, floor, flower
fly, follow, food, foot, football, for, force, foreign, forest, forget, form
former, forty, forward, four, fourteen, fourth, free, fresh, friend, from, front
fruit, full, fun, future, game, garden, gas, gate, general, gentleman, get, girl
give, glad, go, go, on, god, gold, good, good, night, government, grade, grass
great, green, group, grow, guess, guide, gun, hair, half, hand, happen, happy
hard, hat, have, he, head, health, healthy, hear, heart, heat, heavy, help, her
here, hers, hi, high, hill, him, himself, his, history, hit, hold, hole, holiday
home, hope, horse, hospital, hot, hotel, hour, house, how, however, human, hundred
hungry, hurt, husband, ice, idea, if, ill, image, important, improve, in, include
increase, individual, industry, information, inside, instead, interest, international
into, invite, iron, island, it, its, itself, job, join, jump, junior, just, keep
key, kid, kill, kind, king, kitchen, knife, know, knowledge, lady, lake, land
language, large, last, late, later, laugh, law, lead, leader, learn, least, leave
leg, length, less, lesson, let, letter, level, library, lie, life, light, like
likely, line, list, listen, little, live, local, long, look, look, up, lose, lot
love, low, lunch, machine, magazine, mail, main, major, make, man, many, map
mark, market, master, material, matter, may, maybe, me, meal, mean, measure, meat
medical, medicine, meet, meeting, member, memory, message, method, middle, might
milk, million, mind, mine, minute, miss, mistake, modern, moment, money, month
moon, morning, mother, mountain, mouth, move, movie, mr, much, music, must, my
myself, name, narrow, nation, national, natural, nature, near, nearly, necessary
need, neither, never, new, news, newspaper, nice, night, nine, no, noise, none
noon, nor, north, nose, not, note, notebook, nothing, notice, now, object, ocean
of, off, offer, office, official, often, oh, oil, old, on, once, one, only, open
opinion, or, order, other, our, ours, out, outside, over, own, page, pain, paint
pair, paper, parent, park, part, particular, party, pass, past, patient, pay
peace, pen, pencil, people, perhaps, period, person, personal, phone, piano, pick
pick, up, picture, piece, place, plan, plane, plant, play, player, please, pocket
point, police, political, poor, popular, population, position, possible, post
pot, power, practice, prepare, present, president, pretty, price, private, probably
problem, process, produce, product, program, promise, protect, provide, public
pull, purpose, put, put, on, quarter, queen, question, quick, quickly, quiet
quite, race, radio, rain, raise, rate, rather, reach, read, ready, real, realize
really, reason, receive, recent, recently, record, red, remain, remember, report

Continued on next page
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Table 4.6 – Continued from previous page
Vocabulary

require, rest, restaurant, result, return, ride, right, ring, rise, river, road
rock, room, round, rule, run, sad, safe, salt, same, save, say, scene, school
science, sea, season, seat, second, see, seem, sell, send, sense, serious, serve
service, set, up, seven, seventy, several, shall, shape, share, she, shine, ship
shirt, shoe, shop, short, should, shout, show, shut, sick, side, sight, sign
silver, similar, simple, simply, since, sing, single, sister, sit, situation
six, sixteen, sixth, sixty, size, skin, sky, sleep, slow, slowly, small, smile
snow, so, social, society, soft, some, somebody, someone, something, sometimes
son, song, soon, sorry, sort, sound, south, space, speak, special, speech, speed
spend, sport, spread, spring, square, stand, standard, star, start, state, station
stay, step, still, stone, stop, store, story, straight, strange, street, strong
student, study, style, subject, success, such, suddenly, sugar, suggest, suit
summer, sun, support, suppose, sure, surprise, sweet, swim, system, table, take
take, off, talk, tall, tax, tea, teach, teacher, team, tear, telephone, television
tell, ten, tennis, term, test, than, thank, that, the, their, them, themselves
then, there, these, they, thick, thin, thing, think, third, thirteen, thirty
this, those, though, thousand, three, through, throw, ticket, till, time, to
today, together, tomorrow, tonight, too, tooth, top, touch, toward, town, trade
train, travel, tree, trip, trouble, true, try, turn, twelve, twenty, two, type
uncle, under, understand, university, until, up, us, use, useful, usually, valley
value, various, very, view, village, visit, voice, wait, walk, wall, want, war
warm, wash, watch, water, wave, way, we, weak, wear, weather, week, weekend, welcome
well, west, western, wet, what, when, where, whether, which, while, white, who
whole, whom, whose, why, wide, wife, wild, will, win, wind, window, winter, wish
with, within, without, woman, wonderful, wood, word, work, world, worry, would
write, writer, wrong, yardz, year, yellow, yes, yesterday, yet, you, young, your

The data to be handled in the objective sentence generation task should have a total of
at least 1,000 words in Method, Results, Discussion and similar sections, and at least 15
words and no more than 50 words in the objective sentence. In the end, we acquired 158,035
data as our objective sentence generation dataset. As explained in Table 4.7, the average
total word count for Method, Results, Discussion and similar sections is 3,704 words, and
the average word count for the objective sentence is 29 words.

Table 4.7: Statistics of objective sentence generation dataset

Item Value
Data 158,035
Mean length of Main text 3,704
Mean length of Objective sentence 29
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4.3.2 Citation Sentence Generation Dataset

To build the dataset for the citation sentence generation task, we first extracted the ci-
tation sentences from Introduction. When we extracted the article data from the Nature
journal website as described on Data Acquisition, the citation sentences are tagged with
REFERENCE along with the number of the cited reference as shown below.

This results in a variety of models specific to
certain individual species<REFERENCE|1,3,4|>.[20]

Therefore, it is easy to extract citation sentences from the Introduction using regular
expressions. Note that there are three main types of citation sentences.

1. Sentences that cite more than one point from just one reference

Collective migration has been achieved, for example, through the introduction
of a ferromagnetic-like interaction potential, which locally aligns particle ve-
locities polarly, or a liquid-crystal-like interaction potential, which aligns par-
ticle velocities nematically<REFERENCE|7|>.[20]

2. Sentences with multiple points from multiple references

Collective movement of dense populations is observed in several biological sys-
tems at different scales, from massive migration of mammals<REFERENCE|1|>
to cells during embryogenesis<REFERENCE|2|>.[20]

3. Sentences with a single point from multiple references

This results in a variety of models specific to
certain individual species<REFERENCE|1,3,4|>.[20]

In this study, only the citation sentences 1 and 3 above are extracted from the Introduc-
tion. The model to be trained for the citation sentence generation task has two inputs: the
Method, Results, Discussion and similar sections of the paper citing the reference, and the
Abstract of the cited reference. However, when dealing with the citation sentences 2, the
number of inputs to the model will increase with the number of points cited. This makes it
impossible to unify the design of the model. On the other hand, in case 1, there is only one
point cited, regardless of where it is cited in a sentence, so there is only one pair of papers
citing the reference and cited reference. In the case of 3, there is only one point cited, so
there can be as many pairs of papers citing references and cited references. In the case of
the example sentence 3, three pairs of two inputs are created: the paper citing the reference
and the reference cited.

In this study, the abstracts of the cited references are extracted from PubMed (https:
//pubmed.ncbi.nlm.nih.gov/) using BioPython[13]. Therefore, only citations cited from
articles published in PubMed are included in the citation sentence generation dataset.

The data to be handled in the citation sentence generation task should be a total of at
least 1,000 words in the Method, Results, Discussion and similar sections of the article citing
the reference, at least 100 words in the Abstract of the reference, and at least 15 words and
no more than 50 words in the citation. In the end, we obtained 196,426 data as our citation
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sentence generation dataset. As explained in Table 4.8, the average total word count for
Method, Results, Discussion and similar sections of the papers citing the reference is 4,072
words, while the average word count for the Abstract of the cited reference is 193 words
and the average word count for the citation sentence is 29 words.

Table 4.8: Statistics of citatoin sentence generation dataset

Item Value
Data 196,426
Mean length of Main text 4,072
Mean length of Cited Abstract 193
Mean length of Objective sentence 27
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4.4 Final Dataset

We build Final Datasets from Basic Datasets in order to train models more efficiently.
In Section 4.3, we constructed the objective sentence generation dataset and the citation
sentence generation dataset. For each dataset, the average total number of words in the
Method, Results, Discussion and similar sections of the articles collected from Nature is
3,704 and 4,072 words, respectively. A large number of words in a sentence input to the
model increases the training time of the model and causes unstable training.

Therefore, we conjecture that a small number of distinctive sentences can be used to train
a model efficiently. In order to solve this problem, we extract sentences from a text that
concatenates Method, Results, Discussion and similar sections based on certain features. We
then speculate that the extracted sentences can be used to train the model more efficiently.
The following is a description of the different datasets consisting of sentences extracted
based on the four features. Four datasets are constructed for each of the objective sentence
generation and citation sentence generation datasets. For the citation generation dataset,
we also extract sentences from the Abstract of the cited article, apart from the Method,
Results, Discussoin and similar sections of the article citing the reference.

4.4.1 High Similarity Dataset

The sentences included in the first final dataset are those that have a high semantic similarity
to the objective sentence or the citation sentence in each task. Therefore, we call this final
dataset High Similarity Dataset.

For example, in the dataset for the objective sentence generation task, sentences with
high semantic similarity to the objective sentence are extracted from the concatenated text
of Method, Results, Discussion and similar sections. In the dataset for the citation sentence
generation task, we extract sentences that have a high semantic similarity to the citation
sentence from the Method, Results, and Discussion of the citing paper and the Abstract of
the citing paper, respectively.

To calculate the similarity between two sentences, we use cosine similarity. The sentence
vectors used in the calculation of cosine similarity are obtained using SentenceTransformer[15].

We hypothesize that if we train the model with sentences that have a high cosine similarity
to the objective sentence or citatoin sentence on each generation tasks, the model will learn
more efficiently to generate better sentences. This is because in training the neural network,
the model is not trained by focusing only on the letters of the words, but as a vector of
hundreds of dimensions. However, the extraction of sentences with high cosine similarity
is only feasible when training the model. This is because, in fact, when a human wants to
perform automatic objective sentence generation, the objective sentence does not exist, so
the cosine similarity cannot be calculated in real situation. Therefore, we need to consider
the characteristics of sentences that do not depend on the objective sentence or the citation
sentence. It is the extraction of sentences using the average probability of occurrence of
words.
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4.4.2 High Average Probability of Word Occurrence Dataset

The sentences included in the second final dataset are the sentences with the higher average
probability of word occurrence. Therefore, we define this final dataset as High Average
Probability of Word Occurrence Dataset.

Important words and phrases related to the research topic will appear frequently in the
paper. The objective sentence is one of the most important sentences in the paper, so it
is likely to contain the keywords of the research. Therefore, we believe that sentences with
high average probability of word occurrence are effective for training the objective sentence
generation model.

Citation sentences are one-sentence summaries of the references. Therefore, it is likely to
contain important keywords from the references. The citations in the introduction are also
likely to play an important role in conveying the value of the research in the paper citing
the reference. Thus, it is also probable that it will contain words that have a high frequency
of occurrence in the papers citing the reference. Therefore, we believe that automatic
generation of citation sentences is feasible by using sentences with a high average probability
of word occurrence for training the model.

Only nouns, adjectives, and adverbs are considered in the calculation of word occurrence
probability. Articles, prepositions, etc. are excluded because they do not make sense on
their own, although they occur frequently. Verbs are also included in the sentence, but are
not often included in the keywords of the research, so they are excluded. The probability of
word occurrence is calculated by dividing the frequency of occurrence of nouns, adjectives,
and adverbs in the text by the total number of noun, adjective, and adverb words in the text.
Then, the average probability of a word occurring in a sentence is calculated by dividing
the sum of the probabilities of noun, adjective, and adverb occurrences in the sentence by
the total number of noun, adjective, and adverb words in the sentence.

4.4.3 High Score Dataset

The sentences included in the third final dataset are those with the higher harmonic average
of the cosine similarity calculated in 4.4.1 and the average of the probability of occurrence
of the words in the sentence calculated in 4.4.2. Therefore, we define this final dataset as
High Score Dataset.

This dataset contains sentences that have a high similarity both semantically and superfi-
cially. Using harmonic mean prevents the extraction of sentences that are high in either the
cosine similarity or the average probability of word occurrence. If sentences with high co-
sine similarity are extracted by using arithmetic mean, they will be indistinguishable from a
High Similarity Dataset composed of sentences with high cosine similarity. For this reason,
the harmonic mean, rather than the arithmetic mean, is more appropriate.

4.4.4 Random Dataset

The fourth final data set contains randomly selected sentences. Therefore, we define this
final dataset as Random Dataset. In the objective sentence generation task, the sentences
are randomly extracted from the text that concatenates Method, Results, Discusson and
similar sections of the paper. In the citation sentence generation task, the sentences are
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randomly extracted from the Method, Results, and Discussion of the paper citing the refer-
ence and the Abstract of the cited reference, respectively. Since the previous three datasets
extract sentences based on certain features, we infer that the model trained on this final
dataset will be the worst performing model.

4.4.5 Definition of the Number of Extracted Sentences

Here, we explain the definition of the number of sentences to extract in the four final data
sets that we have described so far.

First of all, in this study, when training a sentence generation model, we divide sentences
into subwords and process them subword by subword, instead of dividing sentences into
words and processing them word by word. If we divide sentences into words and process
them on a word-by-word basis, the number of words that the model needs to handle increases
as the number of articles increases. Then, the dense layer which is set as the output layer
of the model will have hundreds of thousands of units, and the computational complexity
will be huge. To solve this problem, a method of splitting a sentence into subwords has
been proposed[14]. In this study, we also adopt the method of splitting a sentence into
subwords. We used this method to reduce the vocabulary from about 270,000 words in the
entire Nature article to 16,000 words.

For the final datasets other than the Random Dataset, the sentences with the highest
values that were calculated in each of them are extracted until the total number of subwords
in the extracted sentences exceeds 100. For Random Dataset, the sentences are extracted
randomly until the total number of subwords in the extracted sentences exceeds 100 as well.

We set the threshold for the total number of subwords to 100 in order to reduce the
amount of computation as much as possible. By setting a higher threshold, the model
can learn a larger variety of vocabulary, which may result in a richer set of words in the
generated sentences. Training a model using such a setup is left to the future experiments.
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Chapter 5

Experiments

5.1 Generation Model

In the two sentence generation tasks we address in this study, we use Transformer[16] as our
sentence generation model. Transformer is a model that has achieved state-of-the-art results
on several existing sentence generation tasks. Therefore, we can expect high performance
in both the objective sentence generation task and the citation sentence generation task.
Transformer processes input tokens in parallel, rather than recursively as in the existing
Sequence2Sequence model[30]. Therefore, the training time can be decreased than that of
recursive neural networks.

In the objective sentence generation task, multiple sentences extracted from the concate-
nated text of Method, Results, Discussion and similar sections of the paper are input to the
model, and Transformer is trained to output the objective sentence. On the other hand,
in the citation sentence generation task, there are two inputs: the text of the paper citing
the reference, and the text of the cited reference. For this reason, we have made one mod-
ification to the Transformer proposed in the original paper. We connect the Encoder that
receives the text of the cited reference next to the Encoder that receives the text of the
paper citing the reference. This allows the vector passed to the Decoder to include both
the context of the paper citing the reference and the context of the cited reference. The
following are the hyperparameters of Transfofmer configured for the two tasks. We set the
number of dimensions of the model to 512, the number of dimensions of the feed forward
network to 2,048, the number of heads of the self-attention to 8, and the number of layers
of the Encoder and Decoder to 1.

5.2 Experimental Setup

In this study, we use byte-pair-encoding algorithm implemented from SentencePiece library
to split a sentence into subwords[14]. The number of words in the vocabulary was set to
16,000. We used Adam as the optimization function[21] and set the initial learning rate to
1e-3. If the learning rate is constant, learning will stop in the middle of the process, so the
learning rate is decayed by multiplying the learning rate by 0.95epoch for each epoch. The
final four datasets are divided into 80%, 10%, and 10% training data, validation data, and
test data, respectively, and the model is trained for 100 epochs. The experiment was run
on a GeForce RTX 3090.
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When testing the trained model, the following procedure is applied to output the subwords
and generate the sentences.

1. Output the subword with the highest probability of occurrence.

2. If the output subword is the same as a previously occurring subword, output the
subword with the next highest probability.

3. When the first subword of a word overlaps with three previously output words, the
subword with the next highest probability is output, excluding the previously

4. When the last three words output overlap, the subword with the next highest proba-
bility is output, excluding the subwords that make up the existing words.
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Chapter 6

Results and Discussion

6.1 Evaluation Metrics

We used ROUGE-1, ROUGE-2, ROUGE-L[18], and BERTScore[17] to evaluate the trained
models. For ROUGE-1, two types of ROUGE-1 are used: ROUGE-1(filtered), which limits
the number of parts of speech, and ROUGE-1(unfiltered), which uses all parts of speech.
ROUGE-1(filtered) calculates how close the generated sentence is to the correct sentence
according to nouns, adjectives, and adverbs only. ROUGE-1(unfiltered) calculates how close
the generated sentence is to the correct sentence, without distinguishing parts of speech. In
most of the existing studies, ROUGE-1(unfiltered) has been used as a standard evaluation
index. We believe that what is important in evaluating the objective sentence generation
task is whether the keywords of the study are generated. Similarly, the key to evaluating
the citation sentence generation task is whether the important keywords of the references
are generated. Since prepositions and articles are meaningless by themselves, ROUGE-
1(filtered) can be used to evaluate whether high-quality sentences are generated or not.
ROUGE-2 calculates the similarity of correct and generated sentences in terms of bi-grams.
ROUGE-L calculates the length of the longest common subsequence of correct and generated
sentences. BERTScore calculates the average cosine similarity of words in the correct and
generated sentences using the pre-trained BERT model. Since ROUGE only considers
superficial agreement, we use BERTScore, which can consider the semantics of the words.
The Final Score is the arithmetic mean of the values standardized across all test data for
ROUGE-1(filtered), ROUGE-1(unfiltered), ROUGE-2, ROUGE-L, and BERTScore. The
F1 value is used for ROUGE-1(filtered), ROUGE-1(unfiltered), ROUGE-2, ROUGE-L, and
BERTScore.

All of the above evaluation metrics calculate how close the sentence generated by the
model is to the sentence written by a human. Therefore, the evaluation is based on the
assumption that human-written sentences are better than those generated by the model.
Suppose that the sentences generated by the model are qualitatively better than those writ-
ten by humans. To answer this question, we use ROUGE-TITLE and ROUGE-ABSTRACT
for the objective sentence generation task and the citation sentence generation task, respec-
tively. ROUGE-TITLE in the objective sentence generation task calculates ROUGE-1 for
the title of the paper and the objective sentence written by humans, and for the title of the
paper and the objective sentence generated by the model, for nouns, adjectives, and adverbs
only, respectively. Since the title of the paper contains the keywords of the study, we can
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evaluate which sentence contains the more important keywords. ROUGE-ABSTRACT in
the objective sentence generation task calculates ROUGE-1 for the abstract of the paper
in which the objective sentence is written and human-written objective sentences, and for
the abstract of the paper and model-generated objective sentences for nouns, adjectives, ad-
verbs, respectively. For ROUGE-TITLE in the citation sentence generation task, the title to
be treated is the title of the reference. ROUGE-ABSTRACT calculates ROUGE-1 for the
abstract of the reference and human-written citations, and for the abstract of the reference
and model-generated citations, for nouns, adjectives, and adverbs only, respectively.

In this study, we used as many high quality papers as possible as data, but we cannot
objectively evaluate whether the objective sentences and citation sentences in those papers
are of high quality or not. Therefore, it is possible that the model could generate sentences
of higher quality than those written by humans. However, since we did not perform human
evaluation, we pseudo-evaluated the ability of the trained model to generate words for the
title and abstract of the paper as a human evaluation hypothetically. If the ROUGE-TITLE
or ROUGE-ABSTRACT of the sentence generated by the model is equall or higher than
that of the sentence written by a human, it can be assumed that the model was able to
generate a higher quality sentence. The example of a good sentences which has a higher
ROUGE-TITLE and ROUGE-ABSTRACT than that of written by human is shown in
Table 6.1, Table 6.2. The example of a bad sentence which has a lower ROUGE-TITLE
and ROUGE-ABSTRACT than that of written by human is shown in Table 6.3, Table 6.4.

Table 6.1: Example of a good objective sentence

human-written in this work we examined how the spatial and temporal aspects of neural
responses are altered when target stimulus in electrophysiology experiments
is delivered in several non overlapping distractor target odor sequences .

model-generated in this study we used the odor fingerprinting approach to investigate the
neural basis of the solitary odor discrimination in the presence of odorant
stimuli .

title dynamic contrast enhancement and flexible odor codes
abstract sensory stimuli evoke spiking activities patterned across neurons that can

decode information distributed in flexible subsets of neurons lns match re-
sults from behavioral experiments . in sum our results suggest that trade
off between stability and flexibility in sensory coding can be achieved using
simple computational logic .
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Table 6.2: Example of a good citation sentence

human-written on the other hand very low ribosomal density may lead to high degradation
rate of messenger rna molecules .

model-generated the most common approach to identify the molecular mechanisms of the
protein coding genes involved in the regulation of protein synthesis .

title building better drugs developing and regulating engineered therapeutic pro-
teins .

abstract most native proteins do not make optimal drugs and thus second and third
generation of therapeutic proteins which have been engineered to improve
product attributes or to enhance process characteristics are rapidly becoming
the norm . there has been unprecedented progress during the past decade in
the development of platform technologies that further these ends . although
the advantages of engineered therapeutic proteins are considerable the al-
terations can affect the safety and efficacy of the drugs . we discuss both
the key technological innovations with respect to engineered therapeutic pro-
teins and advancements in the underlying basic science . the latter would
permit the design of science based criteria for the prediction and assessment
of potential risks and the development of appropriate risk management plans
. this in turn holds promise for more predictable criteria for the licensure of
class of products that are extremely challenging to develop but represent an
increasingly important component of modern medical practice .

Table 6.3: Example of a bad objective sentence

human-written in this study we demonstrate that hdac inhibition induces 0 lo mrna expres-
sion which is concomitantly associated with h3k4 trimethylation of the alox5
promoter by the mll protein .

model-generated here we show that hdac5 and apurinic isoform 0 is required for the activation
of hdac5 and that hdac5 is required for the induction of hdac5 .

title inhibition of class hdacs abrogates the dominant effect of mll af4 by activation
of wild type mll

abstract the alox5 gene encodes 0 lipoxygenase key enzyme of inflammatory reac-
tions which is transcriptionally activated by trichostatin . physiologically
0 lo expression is induced by calcitriol and or transforming growth factor .
regulation of 0 lo mrna involves promoter activation and elongation control
within the 0 portion of the alox5 gene . here we focused on the alox5 pro-
moter region . transcriptional initiation was associated with an increase in
histone h3 lysine 0 trimethylation in trichostatin inducible manner . there-
fore we investigated the effects of the mll protein and its derivatives mll af4
and af4 mll respectively . mll af4 was able to enhance alox5 promoter ac-
tivity by 0 fold which was further stimulated when either vitamin receptor
and retinoid receptor or smad3 smad4 were co transfected . in addition we
investigated several histone deacetylase inhibitors in combination with gene
knockdown experiments . we were able to demonstrate that combined inhibi-
tion of hdac1 0 induces alox5 promoter activity in an mll dependent manner .
surprisingly constitutive activation of alox5 by mll af4 was inhibited by class
hdac inhibitors by relieving inhibitory functions deriving from mll.conversely
knockdown of mll increased the effects mediated by mll af4 . thus histone
deacetylase inhibitors treatment seems to switch inactive mll into active mll
and overwrites the dominant functions deriving from mll af4 .
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Table 6.4: Example of a bad citation sentence

human-written the few studies on normal gait patterns in the elderly have been conducted in
healthy elderly people without comorbidity and either in laboratory settings
or in large clinical facilities .

model-generated in addition to the aforementioned factors such as the risk factor is also as-
sociated with the development of psychiatric disorders .

title basic gait parameters reference data for normal subjects 0 years of age .
abstract basic gait parameters were extracted from 0 healthy subjects 0 men and 0

women 0 to 0 years of age . the measurements were made in gait laboratory
on 0 walkway . the results are presented in series of reference tables for slow
normal and fast gait . mean standard deviation coefficient of variation 0
confidence intervals and 0 prediction intervals were calculated . significant
sex differences exist in all gait parameters . in two way analysis of variance
model there was statistically significant age variability for gait speed and
step length at normal and fast gait but not for step frequency . in the step
length parameter there was significant interaction effect of age and sex at
normal and fast gait . the reference data are considered valid in an indoor
laboratory situation .

6.2 Objective Sentence Generation Task

In terms of the average number of words in the objective sentence, the objective sentence
generated by the model is shorter than that of the objective sentence written by a human.
There is no significant difference in the average number of words in the generated objective
sentences between models trained on different datasets.

For ROUGE-1(filtered), ROUGE-1(unfiltered), ROUGE-2, and ROUGE-L, the model
trained with High Similarity Dataset showed the best performance. Since High Similarity
Dataset contains sentences that are semantically similar to the objective sentence, it makes
sense that it shows superior results. On the other hand, the model that performed the worst
was the one trained on High Average Probability of Word Occurrenct Dataset. It is possible
that nouns, adjectives, and adverbs that occur frequently in the paper are unlikely to be
included in the objective sentence. Surprisingly, the models trained with Random Dataset
did not perform the worst. There is a possibility that the randomly selected sentence had
a high cosine similarity to the objective sentence accidentally.

In the BERTScore results, there is no significant difference between the models trained
on the four different data sets. Since BERTScore is reported to be highly correlated with
human ratings, it is thought that sentences that are close to the objective sentence in terms
of semantics are generated.

In ROUGE-TITLE, the human-written sentences are higher than the model-generated
sentences in F1, Precsion, and Recall. However, the percentage of sentences generated by
the model that had a higher or equall F1 of ROUGE-TITLE than those written by humans
was 17.5%. Thus, we proved that it is possible to generate objective sentences that reflect
the keywords of the study better than the objective sentences written by humans although
it is a very low percentage.

In ROUGE-ABSTRACT, the human-written sentences are better than model-generated
sentences in F1, Precision and Recall. However, the percentage of sentences generated by
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the model that had a higher or equall F1 of ROUGE-ABSTRACT than those written by
humans was 14.0%. Thus, we proved that it is possible to generate objective sentences
that reflect the words in abstrct of the study better than the objective sentences written by
humans although it is a very low percentage.

Table 6.5: Average length of objective sentences (mean/standard deviation)

Dataset Human-written Model-generated
High Average 29.9/8.4 25.1/6.9
Random 29.9/8.4 25.0/6.9
High Score 29.9/8.4 24.9/6.4
High Similarity 29.9/8.4 24.8/6.6

Table 6.6: Results of ROUGE-1, ROUGE-2, ROUGE-L on objective sentence generation task
(mean/standard deviation)

Dataset ROUGE-1(filtered) ROUGE-1(unfiltered) ROUGE-2 ROUGE-L
High Average 0.114/0.111 0.275/0.098 0.067/0.072 0.226/0.087
Random 0.136/0.119 0.285/0.099 0.071/0.074 0.233/0.088
High Score 0.156/0.128 0.296/0.103 0.078/0.079 0.241/0.092
High Similarity 0.186/0.134 0.313/0.106 0.088/0.084 0.254/0.096

Table 6.7: Results of BERTScore on objective sentence generation task (mean/standard deviation)

Dataset BERTScore
High Average 0.858/0.022
Random 0.860/0.022
High Score 0.862/0.024
High Similarity 0.865/0.024

Table 6.8: Results of Final score on objective sentence generation task (mean/standard deviation)

Dataset score
High Average 29.1/ 9.9
Random 31.5/10.8
High Score 29.6/10.1
High Similarity 32.3/10.8

Table 6.9: Results of ROUGE-TITLE on objective sentence generaton task (mean/standard devi-
ation)

Human-written Model-generated
Dataset F1 Precision Recall F1 Precison Recall
High Average 0.344/0.171 0.302/0.169 0.440/0.223 0.122/0.122 0.128/0.135 0.127/0.130
Random 0.344/0.171 0.302/0.169 0.440/0.223 0.139/0.130 0.145/0.143 0.146/0.139
High Score 0.344/0.171 0.302/0.169 0.440/0.223 0.157/0.136 0.163/0.151 0.165/0.147
High Similarity 0.344/0.171 0.302/0.169 0.440/0.223 0.170/0.139 0.177/0.154 0.180/0.152
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Table 6.10: Ratio of sentences generated from models with higher or equall ROUGE-TITLE on
objective sentence generation task

Dataset F1 Precision Recall
High Average 0.120 0.171 0.122
Random 0.138 0.194 0.141
High Score 0.162 0.230 0.163
High Similarity 0.175 0.247 0.176

Table 6.11: Results of ROUGE-ABSTRACT on objective sentence generaton task (mean/standard
deviation)

Human-written Model-generated
Dataset F1 Precision Recall F1 Precison Recall
High Average 0.174/0.072 0.656/0.187 0.103/0.049 0.068/0.047 0.362/0.225 0.038/0.028
Random 0.174/0.072 0.656/0.187 0.103/0.049 0.076/0.049 0.398/0.231 0.043/0.029
High Score 0.174/0.072 0.656/0.187 0.103/0.049 0.083/0.054 0.435/0.240 0.047/0.032
High Similarity 0.174/0.072 0.656/0.187 0.103/0.049 0.089/0.054 0.462/0.237 0.050/0.033

Table 6.12: Ratio of sentences generated from models with higher or equall ROUGE-ABSTRACT
on objective sentenge generation task

Dataset F1 Precision Recall
High Average 0.089 0.156 0.105
Random 0.104 0.181 0.124
High Score 0.131 0.221 0.155
High Similarity 0.140 0.244 0.163

6.3 Citation Sentence Generation Task

For the average number of words in a citation sentence, the sentence generated by the
trained model was shorter than the sentence written by a human. For ROUGE-1(filtered),
ROUGE-1(unfiltered), ROUGE-2, and ROUGE-L, BERTScore, the model trained on a
specific dataset does not show the highest performance, but for ROUGE-1(filtered), the
model trained on High Similarity Dataset shows the highest results. However, there was a
significant difference in Final Score results. The model trained on Hish Similarity Dataset
gave the best results, and this model can be used to generate better citation sentences.
The model trained with High Average Probability of Word Occurrence Dataset had the
second highest Final Score. Therefore, sentences containing words with a high probability
of occurrence are considered to be effective in generating citation sentences.

For ROUGE-TITLE, human-written citation sentences performed better than model-
generated citation sentences for F1, Recall, and Precision. However, 9.0% of the citation
sentences generated by the model had a higher or equall ROUGE-TITLE than the citation
sentences written by humans. Similarly, for ROUGE-ABSTRACT, the human-written ci-
tation sentences are better than the model-generated citation sentences for F1, Recall, and
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Precision. However, 11.8% of the citatoin sentences generated by the model had a higher or
equall ROUGE-ABSTRACT than the citation sentences written by humans. Thus, we have
proved that, although it is a very small percentage, the system is able to generate citation
sentences that reflect the important keywords of the cited documents better than humans
in the citation generation task.

Table 6.13: Average length of citation sentences (mean/standard deviation)

Dataset Human-written Model-generated
High Average 27.2/7.9 22.5/5.6
Random 27.2/7.9 22.1/5.4
High Score 27.2/7.9 22.7/5.7
High Similarity 27.2/7.9 22.9/7.3

Table 6.14: Results of ROUGE-1, ROUGE-2, ROUGE-L on itation sentence generation task
(mean/standard deviation)

Dataset ROUGE-1(filtered) ROUGE-1(unfiltered) ROUGE-2 ROUGE-L
High Average 0.030/0.057 0.151/0.077 0.013/0.028 0.127/0.063
Random 0.029/0.057 0.153/0.077 0.013/0.029 0.128/0.062
High Score 0.036/0.064 0.159/0.081 0.015/0.032 0.132/0.064
High Similarity 0.040/0.066 0.156/0.080 0.015/0.031 0.128/0.064

Table 6.15: Results of BERTScore on citation sentence generation task (mean/standard deviation)

Dataset BERTScore
High Average 0.825/0.019
Random 0.828/0.018
High Score 0.830/0.018
High Similarity 0.828/0.020

Table 6.16: Results of Final score on citation sentence generation task (mean/standard deviation)

Dataset score
High Average 20.7/7.2
Random 13.3/4.5
High Score 14.4/4.8
High Similarity 21.7/7.6
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Table 6.17: Results of ROUGE-TITLE on citation sentence generaton task (mean/standard devi-
ation)

Human-written Model-generated
Dataset F1 Precision Recall F1 Precison Recall
High Average 0.174/0.137 0.145/0.124 0.256/0.209 0.025/0.056 0.024/0.054 0.031/0.074
Random 0.174/0.137 0.145/0.124 0.256/0.209 0.024/0.056 0.023/0.055 0.030/0.072
High Score 0.174/0.137 0.145/0.124 0.256/0.209 0.032/0.065 0.031/0.064 0.039/0.085
High Similarity 0.174/0.137 0.145/0.124 0.256/0.209 0.031/0.064 0.029/0.060 0.039/0.084

Table 6.18: Ratio of sentences generated from models with higher or equall ROUGE-TITLE on
citation sentenge generation task

Dataset F1 Precision Recall
High Average 0.074 0.083 0.084
Random 0.070 0.079 0.080
High Score 0.090 0.103 0.101
High Similarity 0.087 0.099 0.102

Table 6.19: Results of ROUGE-ABSTRACT on citation sentence generaton task (mean/standard
deviation)

Human-written Model-generated
Dataset F1 Precision Recall F1 Precison Recall
High Average 0.099/0.057 0.385/0.196 0.058/0.036 0.026/0.029 0.134/0.149 0.015/0.017
Random 0.099/0.057 0.385/0.196 0.058/0.036 0.027/0.030 0.141/0.149 0.015/0.017
High Score 0.099/0.057 0.385/0.196 0.058/0.036 0.029/0.030 0.152/0.154 0.016/0.018
High Similarity 0.099/0.057 0.385/0.196 0.058/0.036 0.031/0.033 0.153/0.155 0.018/0.019

Table 6.20: Ratio of sentences generated from models with higher or equall ROUGE-ABSTRACT
on citation sentenge generation task

Dataset F1 Precision Recall
High Average 0.097 0.134 0.117
Random 0.104 0.143 0.124
High Score 0.109 0.156 0.129
High Similarity 0.118 0.156 0.142

30



6.4 Additional Experiement Results

We will conduct additional experiments by adapting test data of High Average Probability
of Word Occurrence Dataset to the model trained on High Similarity Dataset. The models
trained on High Similarity Dataset performed best in both the objective sentence generation
task and the citation sentence generation task. However, when building High Similarity
Dataset, we needed vectors of the objective sentence or the citation sentence in order to
extract sentences with high cosine similarity to those sentences. When a human wants
to generate the objective sentence or the citation sentence after writing Method, Results,
Discussion and similar sections, the vector of those sentences cannot be obtained because
the objective and citation sentences have not been written yet. Therefore, it is not possible
to perform the same procedures as those used to build High Similarity Dataset. However,
it is possible to calculate the probability of a a word’s occurrence. Hence, it is necessary
to verify whether High Average Probability of Word Occurrence Dataset can be used to
generate high quality sentences from a model trained on High Similarity Dataset.

6.4.1 Objective Sentence Generation Task

First, in the objective sentence generation task, the average number of words in the gen-
erated objective sentences was the same as before the additional experiments. Futher, the
results of ROUGE-1(filtered), ROUGE-1(unfiltered), ROUGE-2, ROUGE-L, Final Score,
and ROUGE-TITLE, ROUGE-ABSTRACT were better than before the additional exper-
iment. The improvement of Final Score in the additional experiments and the increase in
the percentage of generated sentences with higher or equall ROUGE-TITLE and ROUGE-
ABSTRACT than the human-written target sentences indicate that the model trained on
High Similarity Dataset can be used in a realistic situation where humans automatically
generate objective sentences while writing Method, Resutls, and Discussion.

Table 6.21: Comparison of average length of objective sentences (mean/standard deviation)

Human-written Model-generated
Before 29.9/8.4 25.1/6.9
After 29.9/8.4 25.1/7.5

Table 6.22: Comparison of results of ROUGE-1, ROUGE-2, ROUGE-L on objective sentence
generation task (mean/standard deviation)

ROUGE-1(filtered) ROUGE-1(unfiltered) ROUGE-2 ROUGE-L
Before 0.114/0.111 0.275/0.098 0.067/0.072 0.226/0.087
After 0.141/0.125 0.277/0.101 0.070/0.074 0.227/0.090
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Table 6.23: Comparison of results of BERTScore on objective sentence generation task
(mean/standard deviation)

BERTScore
Before 0.858/0.022
After 0.854/0.025

Table 6.24: Comparison of results of Final score of objective sentence generation task
(mean/standard deviation)

score
Before 29.1/ 9.9
After 31.5/10.7

Table 6.25: Comparison of results of ROUGE-TITLE on objective sentence generaton task
(mean/standard deviation)

Human-written Model-generated
F1 Precision Recall F1 Precison Recall

Before 0.344/0.171 0.302/0.169 0.440/0.223 0.122/0.122 0.128/0.135 0.127/0.130
After 0.344/0.171 0.302/0.169 0.440/0.223 0.146/0.132 0.153/0.146 0.155/0.143

Table 6.26: Comparison of ratio of sentences generated from models with higher or equall ROUGE-
TITLE on objective sentenge generation task

F1 Precision Recall
Before 0.120 0.171 0.122
After 0.149 0.213 0.153

Table 6.27: Comparison of results of ROUGE-ABSTRACT on objective sentence generaton task
(mean/standard deviation)

Human-written Model-generated
F1 Precision Recall F1 Precison Recall

Before 0.174/0.072 0.656/0.187 0.103/0.049 0.068/0.047 0.362/0.225 0.038/0.028
After 0.174/0.072 0.656/0.187 0.103/0.049 0.088/0.059 0.453/0.251 0.050/0.036

Table 6.28: Comparison of ratio of sentences generated from models with higher or equall ROUGE-
ABSTRACT on objective sentenge generation task

F1 Precision Recall
Before 0.089 0.156 0.105
After 0.153 0.255 0.174
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6.4.2 Citation Sentence Generation Task

In the case of the citation generation task, the average number of words in the citation sen-
tences generated by the model increased compared to before the additional experiment, but
there was no significant difference. ROUGE-1(filtered) and Final Score, ROUGE-TITLE F1
and Recall, and ROUGE-ABSTRACT only showed improved results. Surprisingly, Final
Score was better than that of testing High Similarity Dataset on the model trained with
High Similarity Dataset. There was no change in the percentage of sentences where the
ROUGE-TITLE of the model-generated citations was higher or equall than the ROUGE-
TITLE of the human-written citations. However, through additional experiments, the model
succeeded in generating more citations with a higher or equall ROUGE-ABSTRACT than
human-written citations. Therefore, we found that the citation sentence generation task,
similarly to the objective sentence generation task, can be used in a realistic situation
where a human can automatically generate the citations in the introduction while writing
the Method, Resutls, and Discussion.

Table 6.29: Comparison of average length of citation sentences (mean/standard deviation)

Human-written Model-generated
Before 27.2/7.9 22.5/5.6
After 27.2/7.9 23.0/6.9

Table 6.30: Comparison of results of ROUGE-1, ROUGE-2, ROUGE-L on citation sentence gen-
eration task (mean/standard deviation)

ROUGE-1(filtered) ROUGE-1(unfiltered) ROUGE-2 ROUGE-L
Before 0.030/0.057 0.151/0.077 0.013/0.028 0.127/0.063
After 0.032/0.058 0.149/0.077 0.013/0.028 0.124/0.062

Table 6.31: Comparison of results of BERTScore on citation sentence generation task
(mean/standard deviation)

BERTScore
Before 0.825/0.019
After 0.825/0.019

Table 6.32: Comparison of results of Final score of citation sentence generation task
(mean/standard deviation)

score
Before 20.7/7.2
After 23.3/8.4
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Table 6.33: Comparison of results of ROUGE-TITLE on citation generaton task (mean/standard
deviation)

Human-written Model-generated
F1 Precision Recall F1 Precison Recall

Before 0.174/0.137 0.145/0.124 0.256/0.209 0.025/0.056 0.024/0.054 0.031/0.074
After 0.174/0.137 0.145/0.124 0.256/0.209 0.026/0.057 0.024/0.054 0.033/0.077

Table 6.34: Comparison of ratio of sentences generated from models with higher ROUGE-TITLE
on citation sentenge generation task

F1 Precision Recall
Before 0.074 0.083 0.084
After 0.074 0.082 0.087

Table 6.35: Comparison of results of ROUGE-ABSTRACT on citation sentence generaton task
(mean/standard deviation)

Human-written Model-generated
F1 Precision Recall F1 Precison Recall

Before 0.099/0.057 0.385/0.196 0.058/0.036 0.026/0.029 0.134/0.149 0.015/0.017
After 0.099/0.057 0.385/0.196 0.058/0.036 0.028/0.031 0.138/0.145 0.016/0.018

Table 6.36: Comparison of ratio of sentences generated from models with higher ROUGE-
ABSTRACT on citation sentenge generation task

F1 Precision Recall
Before 0.097 0.134 0.117
After 0.108 0.137 0.129
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Chapter 7

Conclusion

The goal of this study is the automatic generation of objective sentences and citation sen-
tences included in introductions for academic papers. We used open access articles from
Nature for our scholarly paper dataset. In the objective sentence and citation sentence
generation tasks, ROUGE-1, which was limited to nouns, adjectives, and adverbs, yielded
results of 0.186 and 0.040, respectively. When we compared the quality of sentences written
by humans and those generated by the model, we succeeded in generating 17.5% and 11.8%
higher quality sentences than humans in the objective sentence generation task and the
citation sentence generation task, respectively. Therefore, although the probability is very
low, it is possible to generate higher quality objective sentences and citation sentences than
humans by using the method in this study.

As a future study, it is necessary to test whether the objective sentence generation model
and the citation sentence generation model constructed in this study can generate helpful
objective sentences and citation sentences when people use these models. A more chal-
lenging language generation task that needs to be addressed is the automatic generation of
introductions. In order to achieve this, we need to analyze the characteristics of sentences
other than the objective and citation sentences in the introduction in association with the
Method, Results, and Discussion of the paper. We hope that this study will reduce the
burden of writing papers and assist those who are not accustomed to writing papers in
English.
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