
 

 

 

 

 

 

 

 

Quantitative Assessment Support for the Improvement of Facial Appearance 
Around the Mouth Based on the Local Image Classification 

(局所的な画像判別に基づく口唇周辺領域の顔貌改善のための定量評価支援) 

 

 

 

２０２１年 ３月 

 

 

 

 

 

石 切 山   順 一 



Quantitative Assessment Support for the Improvement of Facial Appearance 
Around the Mouth Based on the Local Image Classification 

(局所的な画像判別に基づく口唇周辺領域の顔貌改善のための定量評価支援) 

 

 

 

 

石 切 山   順 一 

 

グローバル教育院 

エンパワーメント情報学プログラム 

筑波大学 

 

 

２０２１年 ３月 



i

Declaration of Authorship
I, Junichi Ishikiriyama, declare that this thesis titled, “Quantitative Assessment
Support for the Improvement of Facial Appearance Around the Mouth Based on
the Local Image Classification” and the work presented in it are my own. I confirm
that:

• This work was done wholly or mainly while in candidature for a research
degree at this University.

• Where any part of this thesis has previously been submitted for a degree or
any other qualification at this University or any other institution, this has
been clearly stated.

• Where I have consulted the published work of others, this is always clearly
attributed.

• Where I have quoted from the work of others, the source is always given.
With the exception of such quotations, this thesis is entirely my own work.

• I have acknowledged all main sources of help.

• Where the thesis is based on work done by myself jointly with others, I have
made clear exactly what was done by others and what I have contributed
myself.

Signed: Junichi Ishikiriyama

Date: 18 February 2021





iii

Abstract

Facial appearances are known to have considerable influence on interpersonal
communication; when facial appearances are compromised, it may be detrimental
to psychological and physical health. To remedy any possible disadvantages, med-
ical treatment and livelihood support are provided to improve the appearance of
the face through face-to-face assessment. However, such facial evaluations are eas-
ily influenced by individual subjectivity and is supported by specific individuals
with expertise. These problems lead to a decrease in inter-rater reliability and the
restriction of use in scenes of facial paralysis diagnosis and makeup confirmation
for visually impaired persons, respectively.

We then propose artificial intelligence systems that can assess facial appear-
ance, assist experts in their assessment, and perform face evaluation on behalf of
experts. The first is makeup support for the visually impaired. Here, we propose
an interface to confirm unintentional makeup such as makeup protrusion. The
second is diagnosis support for facial nerve paralysis. Here, we discuss a quantifi-
cation and classification method for facial movements to facilitate the diagnosis of
paralysis level.

The research questions are as follows: 1) What local features affect the improve-
ment of facial appearance represented by subregional face shapes and motions? 2)
What are the relations between the expert’s facial assessments and subregional
facial features? 3) What are the functions of interfaces for use in uncontrolled en-
vironments?

We propose methodologies that can extract local features around the lip parts
and represent the relation between them and the evaluator’s non-verbal assess-
ment factor as a mathematical model. We implement support interfaces that real-
ize the use in actual situations and explore the answer to questions through exper-
iments.

Depending on the results of performance evaluation and user studies, the pro-
posed features in the local area were suggested to be related to the expert’s as-
sessment, and the output from the evaluation model showed values correspond-
ing to the expert’s decision. Furthermore, our proposed interface could perform
appropriate assessment in uncontrolled environments, thereby demonstrating the
feasibility of our proposal.

The findings herein prove that human facial assessment can be described by
the integration of mathematical values that is culculated from local facial features.
This knowledge provides a supportive technology for the expert’s facial assess-
ment fields, which have not been able to apply artificial intelligence technology in
the past.
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Chapter 1

Introduction

1.1 Research Backgrounds

The human face has a myriad of shapes and changes depending on individual
differences and coordinated movements of facial muscles. The appearance is not
only a part of interpersonal communication but also the confidence and quality
of life [1, 2]. On the contrary, related research has reported that acquired facial
disfigurement has a significant impact on the patient [3, 4]. Therefore, medical
treatment and rehabilitation are being conducted in actual scenes to improve their
appearance. We focus on two problems in the field of medical and nursing care,
especially in the local area of facial appearance, and parallelly conduct research on
them 1.1.

1.1.1 Confirmation of Makeup Finish by a Visually Impaired Per-
son

Visually impaired persons consider applying makeup to be social etiquette and
have the motivation to acquire the skills. They use common tools to apply cosmet-
ics, checking for surface unevenness and the texture of the cosmetics with their
fingertips. It is said that skilled people can apply makeup by themselves as well as
healthy people do. However, this method requires delicate work without relying
on visual information. They sometimes spoiled the facial impression by applying
makeup to the wrong position (unintentional makeup). Therefore, many visually
impaired persons tend to avoid makeup in their daily lives due to concerns and
fears of unintentional makeup.

These problems are revealed in interviews that we conducted with our collab-
orators with visual impairments (including blindness, low vision, and visual field

FIGURE 1.1: Overview of Our Study



2 Chapter 1. Introduction

narrowing), as well as with an expert on makeup for people with visual impair-
ments (an instructor at a special school for the visually impaired) and its related
study [5].

The above-mentioned work shows that there is a demand for support in build-
ing their confidence through confirmation of the makeup finish. In addition, the
survey showed that people with visual impairments feel anxious about their makeup
falling off when they go out in bad weather, and there is a need to provide an en-
vironment where they can fix their makeup on the spot.

Currently, makeup confirmation support has been conducted with a sighted
assistant face-to-face. However, they have many situations where it is difficult to
obtain cooperation, such as when they live alone or are at work. Therefore, there is
a demand for support with regard to confirming the makeup finish by themselves.

1.1.2 Diagnosis of Facial Nerve Paralysis

Facial nerve paralysis is a disease wherein the facial nerve is damaged, resulting in
the inability to move the facial muscles that control facial movements. The condi-
tion generally affects one side of the patient’s face and significantly impairs facial
expression. This concurrent eyelid and lip dyskinesia can lead to eye diseases,
poor feeding, and adverse effects on face-to-face communication with others. Nor-
mally, these symptoms gradually resolve after a certain period of time, but poor
prognosis can lead to sequelae that are difficult to cure.

To alleviate such symptoms and prevent sequelae, appropriate treatment and
rehabilitation are required in medical institutions. In current medical practice, di-
agnoses based on visual measurements such as the Yanagihara’s 40-point grading
system (Yanagihara’s method) and House and Brackmann’s facial nerve grading
system (H-B Method) are used to ascertain the level of paralysis in patients with
facial paralysis and to provide them with treatment [6–8].

However, previous research has indicated that differences in diagnostic results
tend to occur in the methodology between doctors without specializations [9]. The
reason is that the evaluation is based on the doctor’s observations of the facial
small movement, which changes the complex mechanism over time. Therefore,
objectivity with regard to the physician’s diagnosis is needed.

1.2 Objective

We aim to solve the assessment problems in the fields of makeup of visually im-
paired persons and facial paralysis diagnosis through the support systems.

1.2.1 Makeup Confirmation Support for Visually Impaired Per-
sons

We propose a methodology that allows visually impaired persons to confirm the
makeup finish by themselves. We especially focus on lipstick application owing
to the difficulty and effects on the overall impression of the face. Furthermore, we
notice a mobile support interface owing to the increasing use of smart devices by
visually impaired persons and implement it as an interactive application (Fig. 1.2).

We define “ideal makeup” as makeup applied by a third person (e.g., a makeup
instructor) whom the visually impaired person trusts, and “unintentional makeup”
as makeup with excessive lipstick protrusion on the lip contour. Through this
study, we describe a methodology to improve unintentional makeup and bring it
closer to the ideal makeup through warnings about the protrusion. As the rela-
tive survey revealed the low frequency of unintentional makeup, we consider that
the “concern even if it is applied properly” is the majority of cases. Therefore,
we place equal emphasis on providing support that communicates the absence of
protrusions and relieves anxiety.



1.3. Research Question 3

FIGURE 1.2: Makeup Support Interface for Visually Impaired Per-
sons

FIGURE 1.3: A Wearable Camera Interface for Diagnosis Support
of Facial Nerve Paralysis

Diagnosis Support of Facial Nerve Paralysis

We propose a methodology to facilitate the assessment of the paralysis level based
on Yanagihara’s method. We especially focus on the facial posture of “showing
teeth” in the Yanagihara method, which has already been shown to be related to
the other diagnosis [10, 11]. Furthermore, we consider the format for capturing ap-
propriate diagnosis data such that it does not interfere with the doctor’s operation
(Fig. 1.3).

We define the results of the skilled doctor’s diagnosis as desirable and aim to
bring the non-skilled doctor’s assessment closer to it. Moreover, by presenting
the level of paralysis, indirect double verification of the diagnosis results may be
realized. As an initial study for this purpose, we examined quantitative assessment
indices contributing to the judgment of diagnosis.

In contrast, early and appropriate medical treatment has been reported to be ef-
fective in preventing sequelae of facial paralysis [12, 13]. Therefore, as an extension
of support in the medical field, we consider the possibility of a simple diagnosis in
the patient’s living space.

1.3 Research Question

Here, we focus on facial assessment by experts in the fields of makeup and fa-
cial paralysis diagnosis for the visually impaired. In the realm of face recognition,
expert judgments have been reported to consistently outperform those of the gen-
eral persons, suggesting that with training and experience, reliable and accurate
identification is possible [14]. Furthermore, expertise depends not on the ability to
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analyze local detailed features sequentially, but on the ability to analyze the fea-
tures at ones. The report suggests a close relation between facial assessment and
local detailed features [15, 16]. Based on this idea, we consider the following three
questions to achieve our purposes.

1.3.1 Quantification of Local Features

Lip shapes and movements were assessed in the makeup confirmation and facial
nerve paralysis diagnosis, respectively. Subsequently, what local features affect
the improvement of facial appearance represented by subregional face shapes and
motions? Related studies state some methodologies for quantifying lip shape and
movements through image processing [17, 18]. However, the quantified values are
difficult to use as explanatory variables for the severity of lipstick extrusion and
paralysis. Therefore, we explore methodologies for calculating numerical feature
values from the quantification of shape and motion in subregions of the face as
variables that linearly explain the geometric shape change of facial images.

1.3.2 Formalization of Expert’s Assessment

Human face evaluation is susceptible to individual subjectivity, but the problems
herein assume quantitative evaluation [19, 20]. In facial nerve paralysis diagno-
sis and makeup confirmation, the doctor and the assistant assess the stage of the
paralysis level and the presenting or absence of protrusion, respectively. Here, the
former is an ordinal scale evaluation and the latter is a nominal scale assessment,
which can be said to be a non-verbal factor for the assessment. This means that the
face assessment model contains nonlinearities.

If such an evaluation can be translated into a quantitative model, a support
system can be implemented. On the contrary, the report suggests a close relation
between facial assessment and local detailed features [15]. Then, what are the re-
lations between the expert’s facial assessments and subregional facial attributes?
We explore a mathematical model that describes an expert’s assessment with the
integration of local feature values.

1.3.3 Interaction for Facial Assessment Support

For facial image processing, appropriate facial images not including shading and
keeping the frontal face are indispensable. In addition, a support interface is re-
quired to perform explanations which is easily understood. Then, what are the
functions of interfaces for use in uncontrolled environments? Related researches
use a desktop device and control facial posture using a chin mounter [5, 18]. How-
ever, the field of facial assessments are in daily life space or in examination room.
The user may also have a disability or perform other medical examination duties.
We explores a novel human-machine interaction for users that assumes disability
and medical operation.

1.4 Outline

This paper is organized by different chapters shown below.
The next chapter introduces research in areas related to the findings provided

by this study. Here, we clarify the problems of existing methods and findings, and
explain the position of this research. In Chapter 3, we describe two implemented
systems in the medical and nursing fields. We also state the experiments and re-
sults to verify the validity of the proposal. In Chapter 4, we consider whether the
proposed method can provide the functions required in each field. We also provide
an answer to the research question based on the findings. Chapter 5, we conclude
this research and consider future prospects.
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Chapter 2

Related Work

Here, we clarify our research’s standing position from related research on makeup
support for the visually impaired and diagnostic support for facial nerve palsy.

2.1 Facial Assessment Based on Mathematical Infor-
mation

Since facial assessment includes subjectiveness, it is known that the results may be
biased to some extent [19–21]．Therefore, attempts to realize objective evaluation
by expressing non-verbal face assessment numerically have been continued.

Most reported face assessment flows on a computer are 1) quantification of
facial features from facial images and 2) multivariate observation using the quan-
tified values. In addition, methods that use 3) deep learning techniques to simul-
taneously quantify and observe have been actively proposed. We state the related
works of these methodologies in this section.

2.2 Quantification of Local Features

Accurately measuring the shape of an object, not only a human face, is an im-
portant part of the object recognition task. In addition, quantifying the measured
geometric descriptors as features has a significant impact on the difficulty of eval-
uating subsequent observations.

Because of the wide variety of facial shapes, not only among races and genders,
but also among individuals, many studies are searching for a quantitative repre-
sentation based on facial giometric mesurementvalues [22, 23]. Several studies are
shown that holistic attributes such as facial averageness and symmetry are related
to the evaluation of facial attractiveness [24, 25]. Other works report a automatic
facial assessment method based on holistic attributes: the distance between the
eyes, thickness of the lips, and symmetry of facial shape [26]. In contrast, local
factors have also been found to be important in expert evaluations [15].

In this study, we assume that measurements of the thickness and movement
of a part of the lips are local features, and that combinations of these features are
holistic features. We do not discuss the strict categorization of local and holistic
features according to size, but design features as descriptors of the problem.

Describing the lip shape quantification is important for focusing problems. In
the shape measurement approach, related research is mainly used in the still im-
age, which includes the frontal face. Here, there are a wide range of methods,
including those based on positional relationships in the face [27], those based on
color transformation and contour tracking [17], and those based on multiple fea-
tures such as histograms of oriented gradients (HOG) features [28]. However, the
reports design features to detect the degree of opening or closing of the mouth. An
implementation that focus on lip contour deformation is proposed, however, the
system are based on hue extraction, which is vulnerable to individual differences
and shading [29]. Therefore, there is still room for debate on how to detect lip
contour with high accuracy to detect the protrusion of makeup.
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For the measurement of facial movements, previous researches propose meth-
ods that use facial feature points. First, a facial feature point detector is applied to
each video frame and the positional coordinates on the image are measured. This
method utilizes a regression model or trained neural network that tracks a given
number of points (e.g., 48 or 68 points) [30–32]. However, since the method can
only track contours of the local facial area, the method can not perfectly mesure the
microtexture of facial surface. Second, a method using optical flow is proposed, in
which motion on the face surface is used as a texture transition [18]．This method
can measure transitions on the surface of the face, but it has problems toward in-
dividual differences and susceptibility to shading. Third, methods uses the local
binary pattern are proposed, which is a feature describing the texture pattern [33–
36]．Although these methods are robust against illumination changes, the feature
is also difficult to use as a criteria because of the affectiveness toward the indi-
vidual differences in human skin. Therefore, we focus on a method of sequential
tracking of texture transitions in small regions in order to achieve both tolerance
to individual differences and tracking of the face surface [37].

To provide the assessment, describing the measured values as features is also
important. In the makeup assessment research, the primitive feature using the area
of the aperture and the center point of the lips are proposed [29, 38]. Subsequently,
the related srudies mention the symmetry and the before-after deformation which
derived from the primitive feature [5, 29]. However, features expressed using ref-
erence points such as the center of gravity of a lip region tends to be affected by
the shape change of lipstick protrusion. Therefore, features that assume contour
changes in lip shape are necessary.

In mouth movement description approach, some works use the action units
[39, 40]. This method is effective for observing the occurrence of facial expressions
such as the presence or absence of paralysis, but it is unsuitable for measuring the
intensity of expression creation. Other proposals use the symmetricity between
the helthy side and the affected side [18, 35, 37, 41]. In addition to this, a proposal
to include simple motion strength as a feature is made [36]. We took these sugges-
tions, interviewed medical experts, and checked them against the essential criteria
for the diagnosis of facial nerve palsy.

2.3 Formalization of Expert’s Facial Assessment

We consider the representation of expert’s assessment, which is an important part
of solving the problems. Here, we focus in particular on attempts to implement
the evaluation model on a computer.

Some of these studies in the machine learning field are regarding facial attrac-
tiveness assessment. In these studies, the face attributes is numerically represented
by feature values: eye height, width, and thickness of lip. The methods realize hu-
man like evaluation by using classifiers such as the k-nearest neighbors method
[42] and the support vector machine [43–46]. In contrast to these attempts, the
problem in this study is not attractiveness, but trying to formalize the relations
between undesirable facial impression and facial features.

On the other hand, it should be noted that our attempt is aimed at the expert’s
assessment: assessment that requires expertise. The related studies attempts to
represent this expertise in a model using graph rules [47, 48]. Here, the rules are
determined by specifying empirical values and learning from decision trees, but
it is necessary to choose the appropriate method for each problem. The study
which check makeup protrusions also use the rule based assessment model, and a
threshold-based evaluation is proposed [5]. However, the study does not propose
a learning method from the expert’s assessment.

On the contrary, several assessment models have already been proposed for
estimating the facial nerve paralysis level [18, 35–37, 41]. Here, single or multi-
ple features, static or dynamic, are judged by a classifier such as a support vector
machine.
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2.4 Deep Learning Based Facial Assessment Method

Deep learning methods have been actively discussed in recent years. The methods
perform feature extraction and classification in one-shot learning, which is partic-
ularly effective for problems where the domain knowledge is unknown.

Related studies on makeup recommendation tasks and facial paralysis diagno-
sis tasks have already been reported [8, 49–52]. These methods have advantages
such as high recognition accuracy while not requiring feature design. On the con-
trary, they also have the disadvantage of poor interpretability due to the black box
model. This point is especially a problem in the medical field where evidence is
important. For this reason, we do not actively use it in the deep-learning-based
implementation of this paper but use it only for detecting facial feature points.

2.5 Support System for Facial Assessment

In the makeup support and diagnosis support scene, capturing appropriate facial
images that do not include shading and keep the frontal face into the picture are
difficult. This is because the lighting position is rarely the same for each shot, and
the positional relation between the camera and the face can also vary.

Therefore, the environment control through man–machine interaction. Further-
more, the usability of the interface needs to be used without assistance from others.
Here, we notice the functions that enable both control of the environment and us-
ability.

2.5.1 Support System for Visually Impaired Persons

Attempts to support visually impaired people’s daily lives and facilitate their work
by supplementing their vision have been made mainly through the support inter-
face. Some proposals check faces and provide feedback through voice guidance.
The technologies are split into two main types of recognition methods for image
information. One of them is the method of recognition by human hands, repre-
sented by commercial applications such as aira (Aira Tech) and Be My Eyes (Be
My Eyes) [53, 54]. In this method, the visually impaired person capture the image
and send to a sighted assistant via the Internet. The remote assistant explains the
contents of the image. Although this method can be expected to provide highly
accurate and reliable feedback, applying the method to have an unspecified third
party confirm the evaluation of a makeup applied face is not desirable.

On the other hand, automatic recognition methods that use machine learning
and other techniques solve such problems. Commercial applications that per-
form object recognition have already been in the service, such as Tap Tap See
(Cloudsight) and Viz Wiz [55–57]. In the research phase, an attempt is being made
to use an eyeglass-type camera device to recognize other persons or objects and
present them with voice guidance [58, 59]. However, these mobile applications do
not take into account the usage toward the user’s face, and have not been imple-
mented to recognize cosmetic faces.

In the past, a number of interfaces designed to assist the visually impaired per-
son’s makeup which use the desktop computers and web cameras are proposed [5,
29, 60]. However, since these methods assume a controlled lighting environment
and a desktop device, they are not suitable for use on the outside.

From above, we need an automatic assessment interface that can be used easily
by the user without being affected by the convenience of others.

2.5.2 Diagnosis Support System on the Facial Nerve Paralysis

works use a movie wherein the patient performs a prescribed facial posture. Mainly,
related works implement a human-machine interface that provides feedback on a
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set of data used to assess the disease. The reported system presents visual feed-
back of one or both of the predicted results of the diagnosis and the measurements
of facial movements. In the method that feeds back the quantified values of fa-
cial movements, the shapes of the facial landmarks are measured using an image
processing method, and primitive values used for judgments such as facial sym-
metry are presented [26, 61–63]. In the method of presenting predictive results for
diagnosis, the above-mentioned measurements are used as features to estimate
the level of paralysis using statistical or machine learning methods and subse-
quently presented [26, 37, 64]. The proposals are expected to improve the accuracy
and simplify the difficulty of diagnosis by quantitatively presenting instantaneous
difficult-to-grasp facial movements.

Previous facial movement tracking methods mainly use multiple markers on
the face [65, 66]. However, in actual medical practice, doctors have no time to put
tracking markers on patients’ faces.

For methods without markers, many studies have attempted to apply trained
detectors to each frame. However, since human facial expressions change rapidly,
high-resolution and high-framerate video images or multi-view images are neces-
sary [67, 68]. As the features used for diagnosis include very small facial move-
ments, Therefore, the authors use large scale measurement equipment that is diffi-
cult to handle.

Although the method to implement the support system as a application is pro-
posed, the photograph framework to take a patient’s face is not considered [69].

Other implementations using mobile interfaces such as smartphones exist [70].
However, the method has limitations such as the inability to present the paralysis
level as a function.

From the above, we need an assessment support interface that takes a facial
movie in a format not interfering with the face-to-face diagnosis in the consulta-
tion room and perform advanced analysis such as an estimation of the level of
paralysis.
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Chapter 3

Methodology

Throughout this paper, we implement a novel support device in parallel on makeup
support for visually impaired persons and facial paralysis diagnosis support. The
system provides a solution to the research question, and we gain insight into the
essentials to support an assessment for improving human facial appearance.

3.1 Overview

3.1.1 Quantification of Local Features

We propose the method to quantify the local features which are related in the ir-
regular. In particular, we focus on defining numerical features that linearly corre-
spond to geometric changes in the face shape.

In the study of makeup support, we make attempt to mesure the shape of the
lips by suppressing the effects of ambient light and head posture by using image
processing methods. We also propose the method for describing the lip thickness
based on the lip slit line, which is specialized on the makeup protrusion detection.

In the study of diagnosis support, we propose the facial tracking methods
based on the faceial feature point for mesureing the movement of facial surface.
Subsequently，we quantify the mouth aperture and symmetry by by using the
area ratio of small region pairs, which are less affected by traction on the healthy
side, assuming left-right asymmetry.

3.1.2 Formalization of Expert ’s Assessment

We investigate how to describe the nonverbal facial assessment of experts as a
model. In particular, we aim to represent nonlinear facial assessment by numerical
features and to clarify the relations between them.

In facial assessment requiring expertise, clarifying how the local features are
related to the overall assessment is important.

While studying makeup support for visually impaired persons, we formalize
the makeup protrusion assessment of a makeup teacher who is familiar with the
makeup of the visually impaired persons. Here, we propose a simple learning
method using a dataset including intentional makeup protrusion.

While studying support for facial nerve paralysis diagnosis, we propose the bi-
variate assessment model which is based on the results of interviews with medical
specialists.

3.1.3 Interaction for Facial Assessment Support

We implement interfaces that can provide functions without special assistance, as-
suming that they are used in the actual field. In particular, we focus on the inter-
action to take the appropriate images and perform the comprehensible feedback.

While studying makeup support for visually impaired persons, we propose the
selfie support and the protrusion place presentation. While studying support for
facial nerve paralysis diagnosis, we implement the head mount camera interface
to capture the facial video images without interfering with face-to-face diagnosis.
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FIGURE 3.1: Outline of Interaction to Support Makeup Comfirma-
tion

3.2 Makeup Support Interaction Design

Our proposed interface presents the state of the makeup finish through a three-step
interaction (Fig. 3.1).

3.2.1 Taking Facial Image

To accurately check the finish of the makeup, an applied makeup image wherein
the user’s face is in the frontal position is indispensable. However, it is extremely
difficult for visually impaired persons to take selfies using the camera. This is be-
cause maintaining the relative positions and angles of the camera and face without
any visual information is necessary.

Therefore, we propose a support method to ensure appropriate head posture
while capturing images. The interface uses haptic and audio feedback to present
the head rotation and position, respectively. After proper head posture is main-
tained for a period of time, the system automatically captures a facial image and
moves on to the next step.

3.2.2 Understanding Shape

The user is informed of the presence or absence of “unintended makeup” and its
location through voice guidance. We focus on the difference between the ideal
and current applied makeup shapes. and use this comparison as a criterion for
detecting excessive protrusion. Through a simple learning method, the criteria for
detecting partial protrusions are automatically decided. Our proposed learning
method examines how an expert relates the degree and location to the protrusion.
We propose a novel interaction wherein the presence or absence of protrusion is
presented in each area around the lip contour by dividing it into five areas.

3.2.3 Fixing Makeup

The user uses a makeup remover to arrange the makeup shape. After fixing the
makeup, the user takes an additional facial image and verifies the shape of the
makeup again. Through this recursive process, the user’s makeup is expected to
gradually improve and approach the ideal shape.
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FIGURE 3.2: Outline of feedback. The System Make Two Types of
Feedback to Realize the Proposed Interaction.

3.3 Implementation of Makeup Support System for Vi-
sually Impaired Persons

3.3.1 Selfie Support

The appropriate facial image is indispensable for accurately measuring the makeup
shape. To capture an image whose face is arranged in the frontal position, the in-
terface presents a difference between the ideal and current head positions (Fig.
3.2).

An RGB image (8-bit RGB, height: 4032 pixels, width: 3024 pixels) and a depth
map (8-bit grayscale, height: 320 pixels, width: 240 pixels), indicating that the dis-
tance to the object is captured by the camera. Subsequently, the position of the
face on the image plane and the head rotation are obtained using the face detec-
tion and rotation estimation methods. The system sequentially updates posture
information: head rotation and face position, and provide feedback by vibration
and sound, respectively. When the user maintains the appropriate posture for 2
s, the interface automatically takes a facial image and terminates the assistance.
Throughout this implementation, the face detection method emphasizes the speed
of computation and uses a hardware-embedded implementation [71]. We also
used a deep learning-based method for head posture estimation, and the trained
models used the 300W-LP dataset [72, 73].

Face Position

The distance between the ideal and current face positions is calculated with the
following formula:
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FIGURE 3.3: Outline of Lip Shape Extraction Method

Dx = |Cx −Hx| (3.1)
Dy = |Cy −Hy| (3.2)

Dz = | α

255
(D− β)| (3.3)

Here, Dx and Dy are the distances to the appropriate position on the X and Y
coordinates: the center in the image plane. Dz is the distance to the appropriate
position in the Z-axis direction perpendicular to the image plane. In addition, Cx

and Cy are the X and Y coordinates of the center of the rectangular region sur-
rounding the face position on the image plane obtained from the face detection
method. Similarly, let Hx and Hy be the X and Y coordinates of the center of the
image plane, respectively. In addition, D represents the pixel value of the center
of the face on the depth map. The Dz is set to be 0.0 at a distance of 40 cm from
the object and is changed by 1.0 every 20 cm. In this study, we set Tx = 0.1W ,
Ty = 0.25H , and Tz = 0.5 as empirical values. Hx and Hy denote the width and
height of the RGB image, respectively.

If either Dx or Dy is out of the proper position, a low tone is presented. If Dz is
out of the appropriate position, no audio feedback is given.

Head Rotation

The distance between the ideal and current head rotations is calculated with the
following formula:

Rh =
√

R2
p +R2

y (3.4)

Rh is the difference up to the appropriate head rotation: both the pitch and
yaw angles are 0 degrees. Rp and Ry are the pitch and yaw angles of the head,
respectively, based on the degree method. The values were obtained by the head
rotation estimation method.

When Rh falls below an empirically defined threshold Tr, the interface gives
two short vibration feedbacks; otherwise, it gives one short vibration. In this study,
we set Tr = 7.

3.3.2 Makeup Finish Presentation

The system presents the existence of protrusions in the applied makeup area by
voice guidance (Fig. 3.2.b). The facial image (8-bit RGB, heigh : 4032 pixel, width :
3024 pixels) taken at the end of selfie support is performed for the detection of the
protrusion. The interface takes a facial image as a high-dynamic-range image to
reduce the ambient light effect. The imaging method uses a hardware-embedded
implementation [74].
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Subsequently, the protrusion detection is performed to the following proce-
dure.

1. Correcting the rotation of facial image according to the head posture.

2. Cropping the partial image around the lip region.

3. Creating the lip area-emphasized image and the lip slit-emphasized image
using the color conversion method (Fig. 3.3).

4. Extracting and tracking the lip area and lip slit line by the area extraction
method, respectively (Fig. 3.3).

5. Detecting the protrusion position through comparison with a sample of the
ideal shape (Fig. 3.5)

Rotation Correction and Image Cropping

To reduce the effect of rotation on the face roll angle, a rotation correction process
is performed on a facial image. The correction is based on the face feature points
inferred by the detector based on deep learning. We use the trained model based
on the LS3D-W dataset [75].

The angle of the rotation movement is given by the following formula.

θ = tan−1

(
Qy − Uy

Qx − Ux

)
+

π

2
(3.5)

Qx =
Rx + Lx

2
(3.6)

Qy =
Ry + Ly

2
(3.7)

θ is the rotation angle. Rx and Ry are the X and Y coordinates of the right eye
center in the image plane, respectively. Likewise, Lx and Ly and Ux and mathbbUy

are the coordinates of the left eye and the lip, respectively. Finally, the corrected
facial image is obtained by performing a rotation with the center coordinates of the
lips as the rotation center in θ.

Next, the rectangular area cropping around the lips is calculated as follows.

Uh = χ · |M− N| (3.8)
Uw = χ · |R− L| (3.9)

Here, Uh and Uw denote the height and width of the rectangular region around
the lip, respectively. The N, M, R, and L are 2D coordinates at the base of the nose,
center of the lips, center of the right eye, and center of the left eye, respectively. χ
is a coefficient for the scale adjustment. We set to χ = 1.5, where the lip contour is
within the image.

Color Conversion and Lip Shape Extraction

A color conversion method is used to enhance the lip area in the peripheral im-
age, and the area is then extracted by segmentation (Fig. 3.3). First, we use a
specific color transformation to obtain lip area-enhanced images with robust color
invariants to disturbed light. Next, we use the Chan–Vese level-set method for
performing segmentation [76]. We define a closed curve that minimizes the en-
ergy function as shown below.
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FIGURE 3.4: Outline of Lip Slit Line Tracking

E(ci, co, O) =κ · lO

+

∫
Oi

|V(x,y) − ci|2dxdy

+

∫
Oo

|V(x,y) − co|2dxdy

(3.10)

Here, E is the energy function and O is the closed curve that performs segmen-
tation. ci and co are the average pixel values of the inner and outer regions of the
closed curve, respectively. Similarly, Oi and Oo are groups of pixels in the inner
and outer regions of the closed curve, respectively. lO is the length of the closed
curve, and V (x, y) is the pixel value at coordinates (x, y) in the image. The κ is an
adjustment term and we herein set κ = 0.1. For the initial segmentation, a rhombus
shape with a width two-fifths of the length and width of the lip area enhancement
image is used. The number of updates of the closed curve is empirically set to 500.

Lip Slit Line Tracking

A color transformation method is used to enhance the lip slit: areas between the
upper and lower lips. Subsequently, the line is calculated by the simple tracking
method (Fig. 3.3). First, we perform a transformation of the L-color components
in the laboratory chromatic system [77]. Next, we perform a luminance normaliza-
tion transformation to make the color distribution uniform across the entire image
[38]. Furthermore, to reduce the effect of specular reflection of the lips, a 3 x 3 size
average filter is applied to the image.

Finally, we apply the following procedure to the processed image (Fig. 3.4).

1. Setting the initial point at the coordinate of the pixel with the lowest value
on a line bisecting the X-axis vertically in the image.

2. Selecting the next tracking point, which is the minimum luminance point
within a left and right window (width: 1 pixel, height: 3 pixels).

3. Repeating the process of 2 for the left and right mouth corners until the pixel
value of the tracking point exceeds the threshold Tl. Empirically, we set the
average pixel value of the image to 0.7.

4. Adding a line of length L parallel to the X-axis to the endpoints of the track-
ing points. We set L to a value 0.1 times the width of the image.

Lip Shape Quantification

We obtain the quantified lip shape features from the obtained lip area and the lip
slit line. The procedures are robust to the user’s posture. First, we quantify the lip
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FIGURE 3.5: Quantification of the Lip Thickness

FIGURE 3.6: Relations Between Lip Contour Shape and Facial
Pitch Angle

thickness, and the distance between the lip contour and the slit line are separately
calculated in the upper and lower lip regions. For each pixel point on the lip slit
line, we compute the set of distances to the endpoints of the upper and lower lips
in the Y-axis direction on the image plane (if there is no endpoint in the lip area,
the distance is set to 0). The features of the lip contour shape are calculated by
normalizing the number of dimensions to the obtained distance set calculated as
follows:

Gu(n) =
1

S

n·(S+1)∑
k=n·S

ϕu(k)

H
(n ∈ [0, ϵ)) (3.11)

Gb(n) =
1

S

n·(S+1)∑
k=n·S

ϕb(k)

H
(n ∈ [0, ϵ)) (3.12)

S =
K

ϵ
(3.13)

Here, Gu and Gb denote quantified features of the shape of the lip contour of the
upper and lower lips, expressed as a set of Gu and Gb, respectively. ϕu and ϕb are
the set of distances (lip thickness) in the upper and lower lip areas, respectively. K
is the number of dimensions of the distance set and K is the number of dimensions
after normalization. We set K as 60 in this study. In addition, H is a term for scale
normalization; herein, the height of the cropped images is used.

The obtained feature values of the lip contour shape are affected by a small
pitch angular rotation (Fig. 3.6). The magnitude of the face’s pitch angular rotation
can be estimated based on the shape of the lip slit lines. Therefore, we compensate
for the shape magnitude between the upper and lower lip shapes; the lower lip fea-
ture increases and the upper lip feature decreases if the lip slit line arcs downward.
If the line arcs upward, the upper lip and lower lip features increase.
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FIGURE 3.7: a : The Locations of Protrusion Warnings and the
Division of Lip Features. b : The Decision Model of Protrusion

FIGURE 3.8: Outline of the Makeup Protrusion Simulator

Fu = Gu(1−
P
H
) (3.14)

Fb = Gb(1 +
P
H
) (3.15)

P = Pm − Pr + Pl

2
(3.16)

Here, Fu and Fb are the corrected feature values of the upper and lower lips,
respectively. Pm, Pr, and Pl are the Y-axis coordinates of the center of the lip slit
line, right angle of the mouth, and left angle of the mouth, respectively. The H is
the height of the cropped image.

Protrusion Detection

The interface automatically detects the position of protrusion from the lip features.
In this detection, setting the appropriate criteria is important: the makeup applied
position and the amount. For the former, I decided to present the protrusion in the
following five areas: 1) right upper lip, 2) right corner, 3) lower lip, 4) left corner,
and 5) left upper lip through interviews with a special support school teacher (Fig.
3.7.a). For the latter, we propose a simple evaluation model to construct a system
reflecting the opinions of human evaluators (Fig. 3.7.b).

Prior to the implementation of the evaluation model, we created a dataset in-
cluding several makeup protrusion images. We use the expert’s decision, which is
evaluated from the visual stimulation, as labels of the protrusion existence. Eval-
uators viewed a simulated image that intentionally applied a protrusion on the
display and labeled five areas around the lips (Fig. 3.9).

We subsequently train the evaluation model from the obtained dataset. We
used a simple Gaussian linear regression for the training model, assuming that the
extrusion decision in each domain is independent. We define an evaluation model
from the lip feature inputs and correct answer labels obtained from the face images
in the dataset as follows:
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FIGURE 3.9: a : Makeup Protrusion Image. b : Feedback Applica-
tion UI

y =
1

N

N∑
n=1

wnxn (3.17)

y is a five-dimensional number taking the value from 0 to 1, representing the
existence of protrusion in the five lip regions. x is the difference between the fea-
tures of the ideal makeup shape sample and the current lip features. A sample of
ideal makeup shapes was applied by a teacher at a special needs school. Moreover,
we used the averages over the 10 intervals around the lip (Fig. 3.7.a).

w is an NxM constant matrix, sampled from a half-normal distribution with
covariance 0.1. Here, N denotes the number of dimensions of the input, 10, and
M is the number of labels in the model: 5. The evaluation model is trained on
the MCMC method (sample size: 2000; burn-in interval: 1000) as computing the
predictive distribution is difficult.

The overhang is determined by thresholding the average of the model’s output
after 1000 samples. In this study, the threshold value is 0.4, depending on the
accuracy and reproducibility of the model.

The dataset comprises images simulating makeup protrusion in accordance
with the following procedure.

1. Extracting the lip area from the image as a mask of the lip shape. Setting key
points on the radiation from the center of gravity of the mask; the number of
key points was set to 72. The key points are defined as points at a distance
0.1 times the lip width from the lip contour.

2. Moving the key points out of the lip partially. According to the modified
points, the mask is deformed by the affine transformation. The moving is
calculated as follows:

Ky(k) = sin(2πk/K)(lk + ξ(k)) + Cy (3.18)
Kx(k) = cos(2πk/K)(lk + ξ(k)) + Cx (3.19)

ξ(k) = γ Wk
Nk −min(Nk)

max(Nk)
(k ∈ [0,K)) (3.20)

Ky(k) and Kx(k) are the values of the X-axis and Y-axis at the k-th keypoint,
respectively. Cy and Cx are the values of the X-axis and Y-axis of the center of
gravity point, respectively. And K is the number of key points. γ is a constant
that determines the scale of the protrusion. Wk is the distance from the center
of gravity to the kth point. N is a value using the normal distribution on
the circumference (Von-Mises distribution) and is defined by the following
equation:
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FIGURE 3.10: Outline of Hardware Setting

Nk =
exp(υ cos(θk − µk))

2πI0(υ)
(3.21)

Here, Nk is the value at the k-th key point and θk is the direction in which
the keypoint is located in terms of the center of gravity. we set the value of
θk = 2πk/K. µk and υ are constants that determine the scale and direction of
the protrusion, respectively. I0 is a first-class variant Bessel function of order
0.

In the above variant, the shape of the protrusion is controlled by three vari-
ables: γ，µk and υ. We set three values of γ = [0.4, 0.6, 0.8]. Also, µk is set to
indicate the direction of one of the 10 equal positions of the lip contour. υ is
set to 0.5. We get various shape types (3 size, 10 positions) of protrusion with
applying above process for each images.

3. Color transformation is performed on the obtained mask region in the face
image. We select the transfer color (8-bit RGB color. R: 209, G: 67, B: 65),
which can be clearly seen on the display. In addition, the target facial image
and the target color are projected onto the LAB space, and only the mask
region is transcribed with A and B color components.

Finally, I apply the above procedure to eight portraits taken from different mod-
els to obtain 240 portraits, including the various scale and direction of the protru-
sion. We also obtained a 480-image dataset with left–right flipping because the lip
shape evaluation appears to be symmetrical.

Presentation of the Status of Makeup Finish

According to the results obtained, two types of Japanese voice guidance are pro-
vided by the interface. If no protrusion is detected in any area segment, the in-
terface feedback is “There is no protrusion”. On the contrary, if an overhang is
detected, the interface feedback is‘‘ There is a protrusion in <position>”. The
direction of presenting to the user is the side seen from the user’s position.

3.3.3 Hardware and Software Setting

We implement the interface as a smartphone application (iPhone Xs, Apple). In
this paper, the presentation of vibrations and sounds, as well as the capture of
face images and depth maps, uses built-in hardware functions. The interface light
user’s face by the built-in flash. The voice presentation uses a framework (AV-
Foundation) built into the hardware. The speed of voice presentation is set at 1.7
times speed based on the hearing conducted in advance.

The response duration of each support interaction is 0.3 s for selfie support and
10 s for makeup confirmation. We use external servers (AWS, Amazon) to process
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the makeup confirmation owing to the high computational burden of quantifying
the lip contour shape.

Throughout this implementation, we used part of the OpenCV implementation
for the image manipulation process [78]. The core part of the program was written
in Python 3 [79].
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3.4 Experiments of Makeup Support Interface for Vi-
sually Impaired Persons

We conducted the basic performance of the proposed method via a quantitative
evaluation considering two aspects: the quantification of the lip shape and the
detection of makeup protrusion. Subsequently, we also clarify the feasibility and
usability of use cases in actual makeup situations.

3.4.1 Accuracy of Lip Shape Quantification

The experiment describes the effects of the proposed features on the degree of
intentional makeup protrusion and head rotation. We compared the quantified
feature value between a normal makeup applied face and a protrusion applied
face.

In this experiment, we recruited one participant (female) and captured facial
images with intentionally applying makeup protrusions in two situations.

• Three levels of protrusion were applied—none, 2-mm, and 4-mm—to three
areas: right upper lip. right corner and lower lip in frontal face position (Fig.
3.11).

• Applying one level of protrusion, 2 mm, to one area: right upper lip, in 5
head poses: frontal, pitch +8 to +10 deg and -8 to -10 deg, roll +8 to +10 deg,
and -8 to -10 deg (Fig. 3.12).

In this experiment, we extracted lip shape features from the facial images and
verified whether detecting protrusion in each area of the predetermined segments
was possible.

In this experiment, we defined five segments: right upper lip, right corner,
lower lip, left corner, and left upper lip, through interviews with a medical spe-
cialist (Fig. 3.13). The actual distinction between the regions was based on the
dimension i of the features Fu and Fb (Formula 3.14–3.16) of the upper and lower
lips as follows:

1⃝ Right Upper Lip Fu : 15 ≤ i < 30

2⃝ Right Corner i < 15

3⃝ Lower Lip Fb : 15 ≤ i < 45

4⃝ Left Corner 45 ≤ i

5⃝ Left Lower Lip Fu : 30 ≤ i < 45

We used a smartphone (iPhone Xs, Apple) to captured facial images from a
distance of 40 cm. To evaluate only the performance of the image processing pro-
cedure, the interface did not perform a selfie support interaction. The position and
angle of the participants’ faces were controlled using a chin rest in case 1. The head
rotation of the images was controlled with real-time monitoring in case 2 [75]. The
protrusion was applied using a lip liner (MAQUILLAGE Smooth Stay Lip Liner N
PK210, SHISEIDO) because it required a delicate application technique.

Through the results, we verify that the features quantified by our proposed
method have usable accuracy for detecting lip makeup stick-out.

Result for the Various Protrusion Setting

Figure 3.14 denotes the quantified upper and lower lip shapes, with the horizontal
axis representing the dimension of the lip contour features and the vertical axis
representing the feature values. Here, the values at each location increase in a
stepwise manner with the 2-mm and 4-mm protrusions.
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FIGURE 3.11: Overview and Taken Images in Various Protrusion
Condition

FIGURE 3.12: Taken Images in Various Head Rotation Condition

FIGURE 3.13: Regional Segmentation of the Lip Contour
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FIGURE 3.14: Protrusion Level and Quantified Feature Value

FIGURE 3.15: Comparison Between Lip Areas

Figure 3.15 shows the difference in feature values between with and without a
2-mm or 4-mm protrusion. The horizontal axis represents the regional segmenta-
tion of the lip contour, and the vertical axis represents the difference value. Here, a
statistically significant difference (p < 0.05) was observed between the protruded
area and other areas, au, using the Mann–Whitney U test. In contrast, the fea-
ture value, regarding the right corner, that is, in the condition of lower lip 2-mm
protrusion, does not show a significant difference (p = 0.20).

Result for the Various Head Rotation Setting

Figure 3.16 denotes the quantified upper and lower lip shapes for the various head
rotations. The horizontal and vertical axes represent the dimensions of the lip
contour features and the feature values, respectively. In the right figure, where the
yaw angle is varied, the features drift in the direction opposite to the face is tilted.
On the contrary, in the left figure, where the pitch angle is varied, the feature value
decreases in the protruded area when the image is captured looking up.

Figure 3.17 shows the difference in feature values between with and without
a protrusion in each head pose. The horizontal axis represents the regional seg-
mentation of the lip contour, and the vertical axis represents the difference value.
Here, a statistically significant difference (p < 0.05) was observed between the pro-
truded area and other areas, au, using the Mann–Whitney U test. On the contrary,
the feature value for the right upper lip case, in which the yaw angle setting is 8
deg, does not show a significant difference (p = 0.06).

3.4.2 Feasibility Study in the Actual Makeup Scene

To verify the feasibility of the proposed method for assistive interaction in actual
usage environments, we measured the facial posture of the user in the selfies and
evaluated the estimation of makeup protrusion.
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FIGURE 3.16: Overview of Quantified Feature Value in Various
Head Rotation

FIGURE 3.17: Comparison Between Different Head Rotation
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FIGURE 3.18: Selfies Taken Throughout the Experiment

In this experiment, we recruited 11 visually impaired participants (including
blind, low vision, and visual field narrowing, including blind, low vision, and vi-
sual field narrowing) who wore makeup on a daily basis. Subsequently, we also
requested an expert in the visually impaired person’s makeup (a lecturer at a spe-
cial needs school) to judge the makeup protrusion as an evaluator. We conducted
an experiment using the following procedure.

First, we conducted 15-min guidance to the participants to familiarize them
with the interface operation. Second, the evaluator applied the makeup to the
participants. Subsequently, the participants captured a picture using the interface
and wiped off the makeup. I used the taken image as a sample of an ideal makeup
shape (non-protruded makeup shape). Third, the participants applied lipstick by
themselves. Afterward, the evaluator judged the makeup protrusion as to whether
there was an overflow on five steps (1: non-protruded, 5: protruded significantly).
Finally, participants took selfies by using the interface and received audio guidance
on the cosmetic shape of the lip area.

Through this experiment, the same type of lipstick (MAQUILLAGE Dramatic
Rouge P RD366, SHISEIDO) was used.
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FIGURE 3.19: Head Posture in the Selfies
a:Head Rotation (deg), b:Head Position

TABLE 3.1: Confusion Matrix Between Interface’s Protrusion In-
ference and Expert’s Evaluation

Interface’s Inference
(Unit: Number of persons) Not Protruded Protruded
Expert’s Not Protruded 7 1

Evaluation Protruded 0 1

Results for the Head Posture

In the selfie session, all 11 participants were able to capture pictures of their own
makeup faces without assistance. Figure (Fig. 3.18).a shows the head rotation
around the pitch and yaw angle in the images captured throughout the experi-
ment. As a result, both the pitch angle and angle were within ±10 degrees. Figure
3.19.b denotes the difference between the face center coordinate and image center
of the selfie image. Here, the center coordinate of the face is normalized such that
the origin (0, 0) is the height and width of the face image. The head coordinates
parallel to the X-axis are ±0.1 of the origin. On the contrary, the head coordinates
parallel to the Y-axis were in the range of −0.15 to +0.1.

The interface presented the state of makeup finish for 9 of the 11 participants.
Two participants were excluded from this evaluation because their lips were quan-
tified abnormally. Here, as shown in the table, the interface presented no protru-
sion for seven of the nine participants. For eight of the nine participants, the eval-
uator rated less than 2 (no noticeable protrusion) in all lip regions. The precision
of interface inference is 1.0, the recall rate is 0.875, and the F-value is 0.933.

Subsequently, we show a figure that indicates the lip shapes evaluated by the
evaluator as protruded. The image in the left column is rated by the evaluator as
not protruded in all lip regions (rating 1), while the interface provided feedback as
having makeup protrusion in the upper lip right. The image in the right column is
rated by the evaluator as protruded in the left and right upper lip (rating 5), while
the interface provided feedback as having makeup protrusion in the right corner.

TABLE 3.2: Accuracy of Result Presentation of Non-protruded
Condition

Precision Recall F
1.000 0.875 0.933
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TABLE 3.3: SUS Questionnaire (English Version)

1 I think that I would like to use this application frequently.
2 I found the application unnecessarily complex.
3 I thought the application was easy to use.

4 I think that I would need the support of a technical person
to be able to use this application.

5 I found that the various functions in this application were well integrated.
6 I thought there was too much inconsistency in this application.

7 I would imagine that most people would learn
to use this application very quickly.

8 I found the application very cumbersome to use.
9 I felt very confident using the application.
10 I needed to learn many things before I could get going with this application.

3.4.3 User Study

We conducted a qualitative evaluation of usability to verify whether the proposed
method can provide makeup support in daily life from the viewpoint of users.

In this experiment, we recruited eight visually impaired participants and di-
vided them into two groups.

Short-Term Group
A group of four beginners (all blind). They were loaned at the proposed
interface for 3 days. Facial rotation pitch and yaw angles were limited to 7
deg. In addition, direct face-to-face guidance was provided before the start
of the experiment.

Long-Term Group
A group of four persons who applied makeup on a daily basis (including
blindness, low vision, and visual field defects). They were loaned at the pro-
posed interface for two weeks. Facial rotation pitch and yaw angles were
limited to 3 deg. In addition, non-directive guidance was remotely provided
before the start of the experiment.

To examine only the usage of the application, we targeted those who use smart-
phones on a daily basis in both groups. We requested the participants to use the
interface at least once a day, with no upper limit on the number of times. We used
a makeup shape applied under the guidance of an expert in the visually impaired
person’s makeup (a lecturer at a special needs school) was used as a sample of an
ideal makeup shape.

We validated whether short-term proficiency with the equipment is possible in
the former group. We also examine whether the interface can be used in a more
practical setting in the latter group. Through a comparison of the two groups, we
also discuss the effect of the restriction of facial posture on usability.

We conducted the SUS and open-ended questionnaire after the trial period [80].
SUS had been used to evaluate the usability of various systems. Participants an-
swered 10 questions on a 5-point ordinal scale (0: Strongly disagree, 4: Strongly
agree). The results of the individual responses are summed and scored between
and 0–100, and the distribution of the total mean score is known to be approxi-
mately 70 [81]. We also focus on the individual questions used for basic usability
research. The content of the question in Japanese is based on the already proposed
text [82] (Table 3.3).

After the trial period, we also mesured the time required from the start of using
interface to the successful completion of the selfie in the former group. Thtough
this experiment, the same type of lipstick (MAQUILLAGE Dramatic Rouge P RD366,
SHISEIDO) was used.
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FIGURE 3.20: Answers of the Part of SUS and Comments, a: Short-
term Group, b: Long-term Group

TABLE 3.4: Number of Selfies Per Participant and Time Required
for Selfies

Participant A B C D
Selfie 7 5 3 10

Duration (Second) 25 7 150 20

Results of the Short-Term Group

Table 3.4 shows the participants’ use of the interface throughout the experiment
(Participants A and B have acquired visual impairment, and participants C and D
have congenital visual impairment). The selfie values are the total number of times
the face image was taken, and feedback was returned from the interface during
the experiment. The duration values are the time to the completion of capturing
selfies. In this experiment, we recorded the first use of the interface at the end
of the experiment because this measurement result was significantly reduced by
repeated use of the interface.

The average SUS score given by the participants is 73.75. Figure 3.20.a shows
the answers of the part of SUS and additional comments. In the part of SUS ques-
tions, all participants responded with a value of 4 or higher for the question “I
would like to use the application repeatedly in the future” On the contrary, the
responses to “The application was easy to use” and “I never felt uneasy using the
application” tended to differ among participants. Participants A and D for the for-
mer question, and participants A and B for the latter question answered 2 or lower
value: it was difficult to use.

In the free-response questionnaire, participant C answered “It took me some
time to be able to take a selfie smoothly”. On the contrary, participants (A and B)
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TABLE 3.5: Answer of Questionnaire: The Time It Took you Until
the Taking a First Selfie

Participant Time

E It took me more than three hours at first,
but I got used to it and was able to shoot in 5-10 minutes

F several hours
G About 1 hour
H After about 2 days of practice

TABLE 3.6: Answer of Questionnaire: Fequency of Use

Participant Fequency of Use
E 2-3 times a week
F Every day
G About once every 2 days

H About once a day (each shot often took more than 10 minutes,
and once I was able to shoot once, I was done)

answered that the interaction was effective in supporting selfies as stated “In had
said that I had protrusion, even through I had fixed alarted position”.

Results of the Long-Term Group

Table 3.5 and Table 3.6 shows the participants’ use of the interface throughout the
experiment (Participant E was blind, F and G have low vision, and H has inten-
sively low vision).

The average SUS score given by the participants is 70.65. Figure 3.20.b shows
the answers of the part of SUS and additional comments. In the part of the SUS
questions, participants F and G responded with a value of 4 or higher, Participant
H answered 2 for the question “I would like to use the application repeatedly in
the future” On the contrary, for the question “The application was easy to use”,
participants F and G answered 4 or higher and the other two participants answered
two or lower values.

In the open-ended questionnaire, Participant E answered “I’d like to see the
shooting range (recognition range) expanded to make it easier to shoot.” Partici-
pant H answered “I’d like to see the audio speed of the explanation of the shooting
results slowed down a bit”. Participant F answered “The taking selfie was very
fun”.
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FIGURE 3.21: Facial Nerve Paralysis Diagnostic Support System

3.5 Support Systems for Facial Nerve Paralysis Diag-
nosis

We propose an interventional support system for the diagnosis of facial paralysis.
Our proposed system aims to enhance the diagnosis by supporting the following
procedure.

3.5.1 Taking Movie in an Uncontrolled Environment

The doctor takes the facial video himself/herself in the facial nerve paralysis di-
agnosis. In this paper, we aim to acquire an appropriate facial video that does not
interfere with facial paralysis diagnosis in an actual environment. We focus on the
face-to-face format of the Yanagihara 40-point method and propose a video cap-
tured using a head-mounted camera. This format allows the doctor to capture a
frontal facial movie while giving posture instructions to patients.

3.5.2 Confirming Quantified Movement and Inference

The doctor reviews the results of the quantification of facial movements and es-
timates the paralysis levels from the system. Here, the system evaluates the lip
posture by showing teeth (i-) that have already been statistically correlated with
other facial nerve palsy diagnosis methods. For facial movements, the system vi-
sually presents time-series changes in the facial local area. On the contrary, for the
inference of the facial paralysis level, the system presented a five-point scale from 0
to 4. The results confirm that the system supplements the doctor’s decision criteria
and reduces diagnostic errors in individuals.

3.5.3 Sharing the Result

This system is not for only the time of diagnosis but also to ensure consistency.
Sequentially recording the patient’s condition in numerical aspects provides the
same index for intermittent diagnoses. That is, it is expected to minimize errors at
different times and by different doctors.

3.6 Implementation of the Diagnosis Support Interface

We describe the implementation of the proposed system, an imaging device for
clinical use, and an image processing methodology. This is intended for use in the
clinical field and minimizes disturbances caused by environmental changes that
contribute to accurate validation.
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FIGURE 3.22: Head Mount Camera for Facial Paralysis Diagnosis

FIGURE 3.23: Outline of Processing

3.6.1 Head-mounted Camera

Visual comparison of the paralyzed and healthy sides is crucial for the diagnosis
of facial nerve paralysis. Therefore, the facial images used for validation must
include the frontal face of the patient. Subsequently, a high-resolution movie is
required to track the texture of the human face in each frame as the minute facial
movements are also included in the important criteria.

In this study, a camera with a three-axis gimbal stabilizer (OSMO Pocket, DJI)
mounted on a head mounter at the same height as the doctor’s eye level was used
(Fig. 3.22). The doctor confirmed that the patient face is in the frame center with
reference to the LCD display on the back of the camera.

3.6.2 Facial Texture Movement Tracking

The captured movie (width: 3840; height: 2160; 8-bit RGB; 30 FPS) goes through
several steps and are output as facial movement features and estimated paralysis
levels (Fig. 3.23). Here, we describe a method for quantifying the movement of a
person’s local facial surface.

First, we crop a square (width: 2160; height: 2160) area in the frame of the
facial movie from the center. Then, we also manually cropped the section of the
“showing teeth” face posture. Second, the system performs adaptive histogram
normalization on the facial movie as a pre-processing step [83]. Here, the system
computes the neighborhood cumulative distribution function for each image sub-
region separately. In this implementation, we empirically set the size of the small
region to be an 8× 8 rectangle and the clip limit of the histogram amplification to
2.0.

The system estimates feature points based on template matching to detect small
movements of the facial surface. The feature points are culculated by the following
procedure.

1. Detecting facial feature points in the first frame. The system performs face
detection using the histogram of oriented gradients ’features [84]. Subse-
quently, within the rectangular region, the system performs facial feature
point detection based on the inter-pixel error features in a regression tree
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FIGURE 3.24: Outline of Facial Texture Movement Tracking

FIGURE 3.25: Tracking Initialize Procedure

[31, 85]. We selected 13 facial points: forehead, right eyebrow, left eye brow,
right eye inner corner, left eye inner corner, right eye corner, left eye corner,
nose septum, mouth top, mouth right, mouth left, mouth bottom, and chin.
Their forehead points are calculated by the point of the inner corner of the
eye and the nose septum. We set the center of each eye’s inner corners as the
reference point. We set the forehead point as calculated by extending from
the reference point to the forehead region. The length to the region is the
same as that of the bridge of the nose septum (Fig. 3.25).

2. Setting the initial tracking points to the first frame. These feature points are
arbitrary coordinates on the facial surface. To share the position of the setting
point between different patients, the system obtains the coordinates relative
to the reference point. All two-dimensional coordinate data treated below
are normalized with the X-axis as the width of the face (length between the
left and right cheeks) and the Y-axis as the height from the eye line to the tip
of the chin (Fig. 3.25).

Px(i) = Tx − Jx(i) (i ∈ [0, d)) (3.22)
Py(i) = Ty − Jy(i) (i ∈ [0, d)) (3.23)

Here, Px(i) and Py(i) are the x and y coordinates of the i-th encoded tracking
points, respectively. Tx and Ty are the X-axis and Y-axis coordinates of a
tracking point. Jx(i) and Jy(i) are the X-axis and Y-axis coordinates of the
i-th reference points, respectively. d is the number of reference points. In this
paper setting, it is 13.
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FIGURE 3.26: Tracking Point and Area

On the contrary, to apply the tracking points to different patients, the system
use the above encoded tracking coordinates as follows.

Qx =

d∑
j=0

S(j)(Ex(j)− Px(j)) (3.24)

Qy =

d∑
j=0

S(j)(Ey(j)− Py(j)) (3.25)

S(j) =
I(j)2∑d
s=0 I(s)

2
(j ∈ [0, d)) (3.26)

I(j) =
√

Px(j)2 + Py(j)2 (j ∈ [0, d)) (3.27)

Qx(j) and Qy(j) are the x and y coordinates of the j-th tracking point, re-
spectively. Ex(j) and Ey(j) are the j-th reference point’s coordinates of the
target patient’s face. Px(i) and Py(i) are the x and y coordinates of the j-th
encoded tracking points, respectively. d is the number of reference points. In
this paper setting, it is 13.

3. Performing a template matching on the updated frame [86]. The system
tracks the point located on the face based on the similarity comparison be-
tween the anterior and posterior local regions. In addition, we partly apply
the Lucas–Kanade algorithm to increase robustness because the facial points
do not move significantly before and after the frame [37, 87, 88].

First, local images are cropped in the square, which is centered at the current
tracking point, from the source and resized image. The window needs to
be fine-tuned according to the size of the imaged face; however, we herein
assumed a face with a height of 1400 pixels and set a rectangular area of 20
× 20 in the image. The local images below are called L1 and L2, respectively.

Next, in the resized updated image, the temporal tracking point is set at the
center point of the region, which has the highest similarity to L1 for each of
the points existing in the circular region around the current tracking point.
We set the circular region, or the search region, to a 50× 50 square. Further-
more, the system computes the similarity to L2 for each of the points existing
in a circular region around the temporal point in the updated image. The
system uses the coodinates of similarity-minimized point as the updated co-
ordinate. Throughout the above process, the scale transformation is assumed
to be 0.1 times, and the matching similarity index is a zero-means normalized
cross-correlation [89].
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3.6.3 Quantification of Facial Movement

In this paper, we propose the following two types of features based on interviews
with specialists in facial nerve paralysis. The system tracks 6 facial points on the
left and right sides; the point on the zygomatic muscle, at the lower jaw and at the
lower corner of the mouth (Fig. 3.26).

Maximum Mouth Aperture

We quantify a mouth aperture that describe the movement strength of the entire
lip, including the affected and healthy sides. The feature is the maximum distance
between the left and right lip corners of the mouth in the time series (Fig. 3.26.I).
Here, the mouth aperture is normalized by the value at the rest posture.

Average Symmetry

The average symmetry feature describe the movement symmetricity between the
affected and healthy sides (Fig. 3.26.II). The feature value is calculated areas com-
posed of the points as below.

Fd = |Fh − Fa| (3.28)

Fh =
A

q
(3.29)

Fa =
B

(1− q)
(3.30)

q =
a

a+ b
(3.31)

Here, Fd is the area feature difference between the affected and healthy sides.
Fa and Fh indicate the area feature values of the affected and healthy sides, respec-
tively. A and B are the areas from the side of the left and right lips to the opposite
corner of the mouth, a and b are the lateral areas of the left and right corners of
the mouth, respectively. Each values are normalized by these values at the rest
posture.

Since the length of the patient’s movements varies from diagnosis to diagnosis,
we cut out the interval to the rising edge and use the average value of Fd among
the frames as the feature value. We cut out the frames based on the mouth aper-
ture, and the interval from 0.1 to 1.0 are cropped when the maximum value was
normalized to 1.0 (tR in Fig. 3.27.a).

Here, the values of the feature values Fa and Fh are larger on the healthy side
and smaller on the affected side (Fig. 3.27.b). In other words, the difference of the
integrated value of each feature in the cropped interval is the average symmetry
feature.

3.6.4 Simple Classification on Facial Paralysis

The system estimates the palsy level based on the Yanagihara 40-point method. We
used a support vector machine (SVM) with a linear kernel for classification [43]. In
support vector classification, we use the L2 penalty for the penalization and the
value of 0.0001 as the tolerance for stopping criteria.

3.6.5 Facial Diagnosis Dataset

We create a dataset for validating the proposed methodology. The dataset contains
the diagnosis data: facial movies during “showing teeth” ’facial movement, ex-
tracted feature values, and paralysis level labels (Fig 3.28). Here, the movies are
captured by the proposed head-mounted camera in an uncontrolled environment
with ambient light and patient movement. The dataset contains 42 movies, which
has duplicate the 19 patients. The labels of the paralysis level are based on the
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FIGURE 3.27: Transition of Proposed Feature Value, a: Mouth
Aperture Through Image Frames, b: Area Feature Through Im-

age Frames

FIGURE 3.28: Examples of Movie Frame in Dataset

actual diagnosis of an expert doctor of the Yanagihara’s grading method. The ratio
of the paralysis level included in the dataset is not controlled (Level 4 : 3 people,
Level 3 : 6 people, Level 2 : 7 people, Level 1 : 15 people, Level 0 : 11 people).

3.6.6 Hardware and Software Settings

We used a separately prepared computer to process the images captured by the
head-mounted camera (OSMO Pocket, DJI). Throughout this implementation, we
used part of the OpenCV implementation for the image manipulation process [78].
We also used scikit-learn to implement the support vector machine [90]. The core
part of the program was written in Python 3 [79].
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TABLE 3.7: Result of OLS Regression

Explanatory Variable Coefficient T Value p Value
Maximum Mouth Aparture 11.477 -2.762 >0.000

Average Symmetry -2.554 8.703 0.009

3.7 Experiment of Support in Facial Nerve Paralysis
Diagnosis

3.7.1 Performance Evaluation

The experiment examines the relation between the proposed feature value and the
specialist’s diagnosis.

Here, we extracted the proposed features: maximum mouth aparture and aver-
age symmetry from movies in the facial diagnosis dataset: sections showing teeth
facial movement (42 movies). We assumed that the proposed feature has a linear
relation to the paralysis level. Therefore, we performed multiple regression analy-
sis on each feature based on ordinary least squares (OLS) regression.

Result of Regression

The maximum lip width and the average similarity had coefficients of 11.477 and
-2.554, respectively. The T-values were -2.762 and 8.703, which showed significant
p-values (p<0.05) for both explanatory variables. The degree of freedom adjusted
R-squared value was 0.676, and the F-value was 38.

Figure 3.29 shows the distribution of explanatory variables. The X-axis and Y-
axis denote the values of the average symmetry and maximum mouth aparture,
respectively. Subsequently, the color of each point denotes the paralysis levels.
From this figure and the results of the OLS regression analysis, the paralysis level
increases the change with feature values, decrease in average symmetry, and in-
crease in maximum mouth aparture.

3.7.2 Feasibility Study of Paralysis Level Estimation

The experiment examines the feasibility of the paralysis level estimation based on
Yanagihara’s method.

We compared the inference results based on the machine learning method and
the paralysis level. The video data for learning and the correct answer labels were
obtained from the facial paralysis diagnosis database, and the validation was based
on leave-one-out validation. For inference, the extracted features of maximum
mouth aparture and average left-right symmetry were used. Each feature was
normalized using the z-score method so that the mean was 0 and the standard
deviation was 1. Additionally, we used an SVM based on the linear kernel as the
machine learning method.

Result of Inference

The SVM-based estimator had a correct rate of 0.57 and an error variance of 0.55.
Figure 3.30 shows the decision plane of the inference result and correct an-

swers. The X-axis and Y-axis denote the value of normalized feature values. The
segmented background planes correspond to the respective paralysis levels. In
this figure, the evaluation of the paralysis level increases from the lower right to
the upper left. On the contrary, the plane at level 2 is drawn outside the correct
answer plot.
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FIGURE 3.29: Distribution of Explanatory Variables by Paralysis
Levels

FIGURE 3.30: Decision Plane of Support Vector Machine
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Chapter 4

Discussion

4.1 Makeup Support Interface for Visually Impaired
Persons

4.1.1 Accuracy of the Lip Shape Quantification

Various Protrusion Setting

The feature values showed high values in the intentional protruded lip area. Sub-
sequently, the accuracy was high enough to detect the overflow of 2 mm, which
was the detection target of this study. On the other hand, the condition in which
the protrusion was applied to the lower lip did not show any significant difference
from the right corner of the mouth. This was because only the lower lip region
occupied a larger lip area of the frontal surface than the other regions so that a
more extensive protrusion is necessary to obtain significant differences. However,
it may also be due to the effect of slight head rotation, which will be discussed
below.

Various Head Rotation Setting

The proposed feature values drifted with the head rotation in the results. How-
ever, the difference values toward the normal shape was not change significantly.
Therefore, proposed interface will able to describe the protrusion when the head
rotation angle is within 8 degrees.

On the other hand, the value in the intentional protruded area with +8 degree
head rotation did not have significant difference toward the value in right upper lip
area. Although it is only a finding, the difference value tended to be less than that
of the other protruded areas when the head rotation was with -8 degrees around
the pitch angle. Therefore, the feature value based on the proposed method may
have a case that judge as protruding due to the contour shape distortion regarding
the head rotation.

4.1.2 User Studies in Actual Makeup Scene

Selfie Support

According to the results, all selfie images photographed the frontal face near the
center. This shows that our method is capable of teaching the appropriate head
posture for visually impaired persons.

Makeup Finish Confirmation

The results show that the system did not process the two participants (correspond-
ing to participants J and K in the figure 3.14) correctly. One of them had skin lesions
and erythema scattered around the lips, which made the appearance of a makeup
shape excessively large. Another participant had a laughing face different from
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FIGURE 4.1: Lip Images Evaluated as Protruded

the resting face in the ideal shape sample of the experiment. To avoid such un-
conscious stiffening of the lips, one should consider providing voice guidance to
encourage relaxation during selfies.

Table 3.2 indicates that the precision rate of the makeup confirmation is 1.0,
which is generally consistent with the expert’s evaluation. On the contrary, for one
participant, the result did not match with the expert’s evaluation in terms of the
existence of protrusion. This participant (figure 4.1, left column) applied a lipstick
thickly from the right corner to the right upper lip, which improved the symmetry
of the lip shape visually. This might have been related to the expert’s evaluation
without protrusion. Therefore, improving the validity by proposing a model that
includes the application balance of the entire lip would be possible.

Subsequently, one participant (figure 4.1, right column) received the result not
matching the expert’s evaluation in the protrusion area discrimination. This par-
ticipant had a lip shape wherein the shadows at the corners of the mouth were
long on both sides, and the lip line shape was easily changed by the rigidity of
the corners of the mouth. Our proposed method is significantly affected by the
quantification based on the lip line. Therefore, introducing a correction method
that is more robust against changes in the lip corner before and after taking selfies
is necessary.

These results indicate that the proposed interface is limited in its ability to sup-
port “improving makeup through protrusion warnings” However, our interface
is capable of supporting “correctly communicating protrusion when it does not
exist”

4.1.3 User Study

Short-term Group

The SUS score of 73.73 is average with regard to score distribution in previous
researches, corresponds to “Good” in adjective form. In the SUS responses, all
users answered affirmatively to the continued use (Fig. 3.20.a). Table 3.4 shows
that the three participants had taken more selfies than the three times required at
the beginning of the experiment. When the participants were asked about this at
the end of the experiment, they answered that they actively tried to use this as a
makeup training opportunity. These results indicate that the proposed interface
has usability satisfying the requirements of a visually impaired person’s makeup
confirmation.

On the contrary, interface operability was differently evaluated by each par-
ticipant in the SUS and the open-ended questionnaire. The time required to take
the selfie as shown in the table 3.4 also differed among the participants. These
results denote that the operation difficulty of proposed interface has individual
differences.
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Although this is only a reference, participants with congenital visual impair-
ment tended to take significantly more time to learn the operation at first. In the
future, we will consider periodically providing detailed face positions with voice
guidance; “Your face is facing up to the right” to ease the operation.

Throughout the experiment, participant A and B claimed that they was still
warned even through they fixed the makeup. The same participants reported that
they felt uneasy about using the application in SUS as well, and such mechanical
errors during use may have led to a decrease in reliability. The proposed interface
could not feedback the amount of protrusion. Therefore, the ideal support may be
difficult in some cases, such as when makeup correction is incomplete.

Long-term Group

The SUS score of 70.65 is average in the score distribution in previous researches,
corresponds to “Good” in the adjective form.

However, this group was divided into two groups: positive and negative re-
sponses for continuous use (Fig. 3.20.b). Subsequently, the answers to the question
about the difficulty of operation were the same. The result indicates that the long-
term group had a different impression about the usability between participants.

In the comments, participant E answered that the angle of view of the camera
was too narrow, and participant H answered that the playback speed of audio
feedback was too fast. For the latter, we found that same participant took a long
time to photograph in Table 3.6. The two participants are who rated the low value
for continuous use and difficulty of operation in the SUS, respectively. In addition
to the reasons given by the participants in their comments, the reason might be the
increase in the difficulty of selfies due to the severe head angle limitation.

The another reason of the result might be that the explanation of the use of the
equipment was done remotely. Unlike face-to-face guidance which can instruct
by moving the participant’s hands directly, explaining the physical positional re-
lationships between the face and the interface is difficult in the remote guidance.
Therefore, In Table3.5, participant E and H took significantly longer time than the
other participants in the time between the first time the device was turned on and
the first selfie was taken. In other words, both of them are expected to have more
difficulty in grasping the data than the other participants.

These results suggest that it is necessary to expand the angle of view in which
face shots can be taken and to further devise instructions for taking selfies, in ad-
dition to applying a feedback speed that is appropriate for each individual. The
feedback speed can be changed by adding functions. On the other hand, the angle
of view depends on the hardware, and the instruction at the beginning of use must
be covered by additional information, which is a issues in the future.

It is noteworthy, that the selfie skill had leveled off, even though the partic-
ipants was used for a period longer than the short-term group. As mentioned
above, our proposed method is affected by head rotation. However, the experi-
mental results show that the restriction of head rotation may lead to a decrease
in usability. To provide optimal feedback in this trade-off relationship, further
investigation is necessary. However, participants F and G with mild visual im-
pairment responded positively to the comments and SUS. The result suggests that
participants with low vision can use the proposed interface, even if it is a remote
explanation without physical interaction.

4.2 Discussion on the Makeup Support Interface for
Visually Impaired Persons

4.2.1 Performance Evaluation

The results show that the maximum mouth aparture and the average symmetry
indicated a significant difference in the palsy level. Here, the maximum lip width
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TABLE 4.1: Expert Doctor’s Assessment Criteria

Palsy Level 0 1 2 3 4
Palsy Side
Movement Not Moving Slightly

Moving
Obviously

Moving Moving Moving

Movement
Symmetry Assimmetry Asymmetry Asymmetry Slightly

Asymmetry Symmetry

FIGURE 4.2: Boxplot of Number of Frames in Dataset Movies

and average similarity were positive and negative coefficients, respectively. The
result shows that the expert’s diagnosis result is highly evaluated when there is
a large change in the mouth aparture and a small difference between the left and
right sides of the facial movement. Figure 3.29 that plots the distribution of each
feature shows the same result. Based on this, the patient having significant paral-
ysis are considered to not be able to make obvious lip movement.

The maximum mouth aparture feature showed a smaller p-value than the aver-
age similarity feature, indicating that it better reflected the differences in diagnostic
results. This is consistent with the report observations that changes in a lip width
are more significant than changes in lip height [91].

On the other hand, the adjusted R-squared value was 0.676, which did not reach
the target value of 0.8. This indicates that it is difficult to completely explain the
expert’s evaluation with only two proposed features. One of the reasons for this
is that the proposed method is verified based on two-dimensional images, but the
experts diagnose by directly looking at three-dimensional faces, and it is thought
that features are truncated in the process. For reference, in the interview, the expert
doctor answered that he paid attention to the movements of the whole face to
observe the after effect [92]. Therefore, Measuring the movements of other parts of
the mouth might be worth to consider.

4.2.2 Feasibility Study of Paralysis Level Estimation

The results showed that the paralysis level estimation based on the proposed fea-
tures agreed with 56% with the correct answer. As mentioned earlier, the level
estimation used in this study is a five-level estimation, which is a special setting
for this study. As the error variance of 0.55 is lower than 1.0, it is expected to be
accurate enough for estimation in an actual diagnosis scene.

In this experiment, the decision plane in the figure 3.30 shows that the palsy-
level distribution gradually increases from the right side of the X-axis to the upper
side of the Y-axis. While this is the same as described in Experiment 1, in this
section, we refer to the decision plane in the figure and conduct the investigation
in detail.
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TABLE 4.2: Comparison of the Estimation Accuracy

Methodology Accuracy(%) Average Error
Ngo 2014, GBLBP–B [35] 55.2 0.64
Ngo 2016, Tracking [37] 72.5 0.31

Proposed 57.0 0.55

First, in the group judged as level 0 in the decision plane, most cases had no lip
movement. On the contrary, the 1 case, indicating the average similarity, is judged
to have a low palsy score even when the lips move slightly.

In the group judged as Level 1, many cases in which the correct label is 0-2 are
mixed in. The reason for this is that the database used in this experiment has a large
number of Level 1 cases, so the range of this level was expanded. Subsequently,
the different facial movement times of the patients in the database might have an
effect. Figure 4.2 shows the distribution of the number of frames for each case in
the dataset. Here, the X-axis is the correct palsy level and the Y-axis denotes the
number of frames from the start to the end of the movement. The figure shows
that the number of frames ranges from 10 to 50, especially in the cases of Level
1-2. The number of frames varied between 10 and 50, in the cases of Levels 1-2,
indicating that the onset duration of the facial posture varied by more than 1 s.
This is a matter that affects facial impressions, such as whether there is a slight
expression or not. Standardizing the facial motion duration or finding features not
affected by the duration is necessary [67].

The group that was judged as Level 3 contained all but one correct Level 3
case. However, the group judged as Level 4 included two cases that may have
been affected by the longer duration of onset, mild sequelae, and asymmetry at
rest.

Although a simple comparison is not possible due to the different datasets,
Table 4.2 shows a comparison of the accuracy of paralysis level estimation with
related studies on the 5-scale Yanagihara’s grading method. Here, the proposed
method is more accurate than the method using local binary patterns and Gabor
filters, and the estimation results are inferior to the state of the art method [37].
The difference in the estimation results is thought to be related to the presence or
absence of control of the shooting environment, such as head rotation, in the target
image data.
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FIGURE 4.3: Proposed Quantification Methods

4.3 Overall Discussion

To address the research questions of our study, we discuss the implementation and
experimental results.

4.3.1 Proposed Quantification Methods to Extract Local Features

“What local features affect the improvement of facial appearance represented
by subregional face shapes and motions?”

We proposed methodologies that extract local feature around the mouth (Fig.4.3).
While studying makeup support for the visually impaired persons, the proposed
system quantifies the lip thickness by applying a color transformation enhancing
the lip area and lip lines. Here, we quantify the deformation of lip shape based on
the comparison between the ideal lip shape and the current lip shape. While study-
ing support for facial nerve paralysis diagnosis, the proposed system tracks local
texture transition on the facial surface. Since these measurements are time series
data with a very large number of dimensions, we design two features: movement
strength and similarity between left and right movements. We quantify these fea-
tures from the width of lip and combination of local area size, respectively.

We designed the two features to linearly increase or decrease in geometric
shape change of facial images. From the experiment results of both studies, the re-
lations between the proposed features and expert’s assessment, decision of “Pres-
ence or absence of makeup protrusion” and “Aperture and symmetry of lip area”,
were confirmed. Therefore, we have partially developed a method for numerically
observing the process of shape change in localized areas that will contribute to the
improvement of facial appearance.
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FIGURE 4.4: Proposed Formalization Methods

4.3.2 Interaction for Facial Assessment Support

“What are the relations between the expert’s facial assessments and subregional
facial features?”

We proposed methodologies that formalized the assessment criteria of experts
based on the quantified local feature value (Fig.4.4).

While studying makeup support for visually impaired persons, we implement
the system that comfirms the presence or absence of lip makeup protrusions at
5-positions. The system performs a classification based on a protrusion assess-
ment value that is derived by the weighted average sum. We can think that the
assessment model is one of the univariate analysis from the single attribute that is
calculated from multiple feature values.

While studying for facial nerve paralysis diagnosis, we proposed the assess-
ment model that grades on a 5-step scale by the kernel method based classifica-
tion. Here, we used two features, lip aperture and symmetry, as variables. In other
words, the assessment model is a bivariate analysis.

The experiment results showed that our method is capable of performing eval-
uations that reflects the experts’ evaluations. We designed the models to interpret
the non-verbal factors of the expert’s assessment as mathematical description in
both studies. Our proposed models integrate local features, allowing us to specify
how they work as assessment criteria for individual experts.
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FIGURE 4.5: Proposed Interfaces

4.3.3 Assessment Support in Actual Use

“What are the functions of interfaces for use in uncontrolled environments?”

We proposed methodologies to capture facial video images and provide feed-
back on the validation results (Fig.4.5). Here, we mentioned about the user’s use
or disability-related restriction in an uncontrolled environment.

As for feedback presentation, in the makeup support research, the positional
relation between the face and the camera was presented to a visually impaired
person by voice and vibration. The interface implemented in the diagnosis support
study was designed such that the user can take movies while checking the patient’s
face position without using their hands.

Through the experiments and the database imaging, participants and physi-
cians were able to take photographs that captured the frontal face. In summary,
the proposed interactions allow us to grasp the difference between the current po-
sition and the appropriate position, using the user’s remaining functions or not
interfering with their operation.
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Chapter 5

Conclusion

This chapter wraps up our research, summarizing it and exploring the future di-
rection. We clarify the academic contribution of this paper, and its possibilities are
mentioned.

5.1 Makeup Support Interface for Visually Impaired
Persons

We propose a human–machine interaction to confirm applied makeup for visually
impaired persons. The interaction is structured in two parts: selfie support and
makeup status feedback through the mobile interface. In the selfie support phase,
the proposed interface presents the facial posture by multimodal feedback, making
the visually impaired user capture an appropriate facial image by themselves. In
another phase, the proposed interface alerts the makeup protrusion around the lip
contour, which is designed to understand the position even if visually impaired.
To realize this interaction, we implement a novel application that includes accurate
lip shape quantification methods and protrusion detection methods.

Through performance evaluation experiments of lip shape quantification, the
result showed that the proposed image processing method is accurate enough to
detect lip overflow as large as 2 mm. Next, through a user study with a visually im-
paired person, the results showed that our proposed method can capture the face
image facing the camera and can correctly feedback the existence of the makeup
protrusion. In addition, we evaluated the usability of the system through contin-
uous use. The questionnaires showed that the functions of the interface fulfill the
requirements of visually impaired persons to confirm the completion of makeup.

5.2 Facial Nerve Paralysis Diagnosis Support

We explore and implement a diagnosis support for facial paralysis in a format
that does not interfere with medical operations. The system includes a wearable
platform that assists in taking facial movies in the face-to-face diagnosis scene. In
the image processing aspect, our method enables highly accurate visual inspection
in an uncontrolled environment by the time-series micro-motion measurement at
specific points on the facial surface. We also derived an objective symmetry index
that is independent of the patient’s paralysis status by extracting features specific
to facial posture based on the Yanagihara method.

In accordance with the performance evaluation of the proposed feature quan-
tification, the quantified feature values based showed significant relations with the
expert’s diagnosis result. Subsequently, the inference result of the paralysis level
in the experiment showed that the accuracy of the prediction was sufficient for use
in normal diagnosis cases.
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FIGURE 5.1: Our Proposed Interface Bridge Between Non-verbal
Facial Assessment and Numerical Facial Features

5.3 General Conclusion

We summarize this research as a whole, and describe the contribution to human
informatics. My definition of human informatics is “The academic that aims at
further understanding of human and utilization of systems by quantitatively rep-
resenting people themselves”.

In this study, we investigate the realization of an interface that quantitatively
measures and assesses human faces in actual scenes. In particular, this study fo-
cuses on an expert’s facial assessment, which requires expertise and experience.
We proposed quantification methods to clarify the relation between the local facial
features and the expert’s assessment. Here, the feature values are designed to have
linearity with expert ratings. Subsequently, we considered the formalization of the
assessment model of experts which is translate the mathematical feature value to
the non-verbal knowledge. In the procedure, we made an attempt to represent
nonlinear models numerically.

In accordance with the results of performance evaluation and user studies,
the proposed features in local facial areas were suggested to be related to the ex-
pert’s assessment, and the output from the evaluation model showed values corre-
sponding to the expert’s decision. Subsequently, the interface using our proposed
method can be used smoothly in uncontrolled environments, demonstrating the
feasibility of our proposal.

I propose a method for a facial assessment system in which there are individual
differences between the evaluated person and the evaluating person. Here, I make
it possible to make representations based on the integration of measured numerical
descriptors on the local facial surface.

In other words, this study provides the knowledge that “Non-verbal and non-
linear facial assessments can be represented by integrating numerical features that
have a linear relationship with face shape” (Fig. 5.1). I believe that it is possible
to understand person’s preferences and lifestyles using facial information as an
extension of our works.

5.4 Future Prospect

We herein proposed facial evaluation frameworks by looking at a person’s facial
appearance from a microscopic point of view, which requires expertise that could
not be achieved in the past. The proposed framework for face support is expected
to indirectly support the improvement of facial appearance in people’s living and
working scenes. On the contrary, this study has revealed some problems that re-
quire further investigation.

Based on these findings, we summarized the direction of future development.
In this study, we have dealt with problems such as makeup and facial movements
in the lip region. However, our proposal is expected to be applied to a wide range
of problems in the entire face. We discuss the potential of the proposed method,
which is not limited to the problems in this study.
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5.4.1 Quantifying the Original Face

In our proposed method, completely verifying the facial attributes assigned to the
original face is difficult. For example, the rough skin has similar color elements
to the lip contour. Through that, human can accurately distinguish between such
noisy information and original surface. This is because we have already imaged
the plausible shape of a face just by taking a glance at it. This can be seen in
that in the diagnosis of facial paralysis, doctors sometimes predict the face before
the onset of paralysis from the face that has already been paralyzed. Although
deep learning has been proposed as a technique for this type of face restoration,
restoring the original face to some extent by using facial symmetry seems possible
[93].

Thus, if the shape of the original face is known, both the accuracy of quantifi-
cation and the effort required for use should be reduced. However, it is suggested
that this method can be applied to identity verification using the difference be-
tween a face and its real face. A report on the danger of makeup impersonation
in identity verification based on face images is currently reported. Our technology
may be a potential solution to this problem [94].

In relation to the above, the relativity and absoluteness of face assessment
should be examined. In this study, in both the makeup support and diagnosis
support studies, the former and the latter were normalized by the size of the lips
on the image, and by the facial features at rest, respectively. This means that we
are applying an evaluation index that varies relative to the face shape of the in-
dividual. However, we do not think that the fixed assessment indices such as 2
mm makeup protrusion or 1 cm mouth movement are unnecessary. Therefore,
we should consider the relations between the normalization and the assessment
results.

5.4.2 Considering the Influence of the Facial Features and Scales

This study did not examine the influence of features other than those in local re-
gions on facial assessment. Already, attempts to incorporate texture features into
face evaluators have been proposed [33, 34, 36]. The local binary pattern is one
of them, and the symmetry can be easily obtained by left-right comparison using
histogram intersection, which is worth considering [24, 25].

A related work reports features that inclease the accracy of facial recognition
tasks [95]. Subsequently, we consider that the system keeps an individual’s log
data, including the facial change transition, might be able to extract the individual
preferences [96]. Other research conducts the examination of hidden evaluation
criteria of experts [97]. This is a powerful evaluation model method, although it
needs to be reconciled with already established diagnostic criteria. Such an opti-
misation of multiple features, not limited to the proposed features, will bring the
proposed system closer to the actual assessment.

With this realization, healthcare applications that make use of the face will be
attained in the future. The report that a person’s face contains information about
his or her physical and mental health has already been indicated in related research
[98]. In the field of nursing, where face-to-face health confirmation is important,
and in the education field, where mental care is important, this will be one of the
ways for staff to quantitatively verify the transition.

5.4.3 Ease of Interface Use Based on 3D Scanning

The proposed interface has a trade-off relation between high accuracy of facial
assessment and difficulty of operation. In the proposed interface, there is a trade-
off between the high accuracy of face evaluation and the difficulty of operation.
This was due to the difficulty in controlling head rotation, which can be solved by
manipulation based on 3D facial measurements.
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Among the related research, we have focused on the implementation using
deep learning [99]. Although the problem with this related technique is that the
results are reconstructed close to the average face at this time, the technique of
restoring a 2D image to a 3D image can be easily applied to the proposed method
herein. On the contrary, proposed quantification tends to be affected by the depth
image acquisition capability of the imaging equipment [100]. Therefore, the de-
velopment of hardware is the most welcome, and future applications will corre-
spondingly have broad use.
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