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## 0. Introduction

For quasilinear strictly hyperbolic operators the Cauchy problem is investigated in many papers and books (see, for instance, [1], [7], [11], [16], [21], [22]). Although there are a lot of interesting open problems for the strictly hyperbolic operators, nevertheless we reckon that it is important also to investigate quasilinear operators with characteristics of variable multiplicity.

For that type linear operators considered in Sobolev spaces very important are Levi conditions. These conditions are found out for many classes of such operators from the point of view of well-posedness in the Cauchy problem. At the same time almost nothing is known for quasilinear case. Moreover, even the role of hyperbolicity in the quasilinear Cauchy problem is not clear. We mean that even an analog of the Lax-Mizohata theorem for the quasilinear operators is not found out and is not proved still (see, Example 0.1 below).

Levi conditions are very closed to hyperbolicity. This is clear due to Garding hyperbolicity condition (Hadamard hyperbolicity condition, see, also [9] for Gevrey classes) for operators with constant coefficients, while for some classes of operators with variable coefficients and multiple characteristics it is noted in [23].

In [18] there is given example which hints at importance of the Levi conditions for the stable global solvability (see Definition 0.1, below) in the Cauchy problem for the quasilinear equations. For the second-order equations there also are given Levi conditions which are sufficient to the Cauchy problem to be stably globally solvable in the Gevrey classes.

We consider an equation

$$
\begin{align*}
& D_{t}^{m} u+\sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right) u\right\}\right) c_{j, \alpha}\left(t, D_{t}, D_{x}\right) u  \tag{0.1}\\
& \quad=F\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right) u\right\}\right)
\end{align*}
$$

[^0]with smooth coefficients $a_{j, \alpha}(t, x, z) \in C^{\infty}\left(J \times \mathbb{R}^{n_{z}}\right)$ and right-hand side $F \in$ $C^{\infty}\left(J \times \mathbb{R}^{n_{z}}\right)$, where $t \in J:=[0, T], x \in \mathbb{R}^{n}$, and assume that all the functions are periodic in $x$, therefore we will write also $x \in \mathbb{T}^{n}$. Here $\mathbb{T}^{n}$ is an $n$-dimensional torus, though any compact could be treated with minor modifications, as well as the case $\mathbb{T}^{n}=\mathbb{R}^{n}$. Operators $c_{j, \alpha}\left(t, D_{t}, D_{x}\right)$ in (0.1) are the following
\[

c_{j, \alpha}\left(t, D_{t}, D_{x}\right) u=\left\{$$
\begin{array}{l}
\lambda^{m-j}(t) \Lambda^{j+|\alpha|-m}(t) D_{t}^{j} D_{x}^{\alpha} u, \quad \text { when }|\alpha| \neq 0  \tag{0.2}\\
D_{t}^{j} u, \quad \text { when }|\alpha|=0
\end{array}
$$\right.
\]

and $c_{k, \beta}\left(t, D_{t}, D_{x}\right) u$ is defined by $(0.2)$, too, where $j+|\alpha| \leq m$, while $k+|\beta| \leq$ $m-1$. It is clear that lower order terms of the left-hand side of (0.1) can be included in the right-hand side.

We describe the class of the operators of (0.1) by means of a real-valued function $\lambda \in C^{2}([0, T])$ such that $\lambda(0)=\lambda^{\prime}(0)=0, \lambda^{\prime}(t)>0$ when $t \neq 0$. In the following $\lambda^{\prime}$ means $d \lambda / d t$. For $\lambda(t)$ we define $\Lambda(t)=\int_{0}^{t} \lambda(r) d r$ and assume that

$$
\begin{align*}
& c|\lambda(t) / \Lambda(t)| \leq\left|\lambda^{\prime}(t) / \lambda(t)\right| \leq c_{0}|\lambda(t) / \Lambda(t)| \\
& \left|\lambda^{(2)}(t)\right| \leq c_{0}\left|\lambda^{\prime}(t) \lambda(t) / \Lambda(t)\right| \quad \text { for all } t \in(0, T] \tag{0.3}
\end{align*}
$$

with a positive constants $c, c_{0}$, where $c>(m-1) / m$.
The simplest examples of the functions, satisfying (0.3) are the following:

$$
\lambda(t)=t^{l}, \quad \lambda(t)=\exp \left(-|t|^{-r}\right), \quad \lambda(t)=\exp (-\underbrace{\exp \cdots \exp }_{k}|t|^{-r}),
$$

where $l, k$ are integer numbers, $k \geq 2$ and $l>m-1$, while $r$ is a positive number.
We assume that all the roots $\tau_{1}(t, x, w, \xi), \ldots, \tau_{m}(t, x, w, \xi)$ of the equation

$$
\begin{equation*}
\tau^{m}+\sum_{j+|x|=m, j<m} a_{j, \alpha}(t, x, w) \tau^{j} \xi^{\alpha}=0 \tag{0.4}
\end{equation*}
$$

are real and distinct for all $t \in[0, T], x \in \mathbb{T}^{n}, \xi \in \mathbb{R}^{n} \backslash 0$ when $w$ belongs to any compact set.

Thus the equation (0.1) has characteristics $\lambda(t) \tau_{1}(t, x, w, \xi), \ldots$, $\lambda(t) \tau_{m}(t, x, w, \xi)$ which coincide at $t=0$ while for $t \neq 0$ they are distinct. That is why equation (0.1) is said to be an equation with the characteristics of variable multiplicity.

For equation (0.1) consider the Cauchy problem

$$
\begin{equation*}
D_{t}^{l} u(0, x)=g_{l}(x), \quad l=0, \ldots, m-1 \tag{0.5}
\end{equation*}
$$

The main theorem of the present paper is the following

Theorem 0.1. Assume that for the operator (0.1) the above mentioned conditions are satisfied. Then there are non-negative numbers $\gamma$ and $M$ such that for $g_{l}(x) \in H^{\gamma+M+m-l}\left(T^{n}\right), l=0, \ldots, m-1$, for $T_{1}$ sufficiently small, there is a solution $u(t, x)$,

$$
\begin{equation*}
D_{l}^{l} u \in C\left(\left[0, T_{1}\right] ; H^{M+m-l}\left(T^{n}\right)\right), \quad l=0, \ldots, m-1 \tag{0.6}
\end{equation*}
$$

to the Cauchy problem (0.1), (0.5).
For $\gamma$ and $M$ sufficiently large a solution $u(t, x)$ is unique.

In [12] is studied how much regularity of initial data ( $M$ in our notations) is needed to ensure existence of a local solution to a semi-linear wave equation.

For linear weakly hyperbolic Cauchy problem there is very developed theory which allows to prove that hyperbolicity and Levi condition are necessary for the problem to be $C^{\infty}$ well-posed (See, for example, [4]). That theory is based on the closed graph theorem and on the constructions of the geometrical optics. Unfortunately, for nonlinear equations to apply that approach is very difficult (See, for details, [1]). But if we replace $C^{\infty}$ well-posedness by the following stable global solvability concept, then, for some examples, at least, we can prove necessity of the Levi conditions as well as the Lax-Mizohata theorem.

Definition 0.1. Let $S_{\text {coeff }}, S_{F}$ and $S_{i d}$ be spaces for coefficients $a_{j, \alpha}$, righthand side $F$ and initial data $\left\{g_{l}\right\}_{0}^{m-1}$, respectively. The Cauchy problem (0.1), (0.5) is said to be stably globally solvable in the space $S_{\mathrm{sol}}$, in the neighbourhood of the solution $u(t, x)$ to that problem with given functions $a_{j, \alpha}, F, g_{l}$, if there are neighbourhoods $\Omega_{\text {coeff }} \subset S_{\text {coeff }}, \Omega_{F} \subset S_{F}$ and $\Omega_{i d} \subset S_{i d}$, of $a_{j, \alpha}, F$ and $\left\{g_{l}\right\}_{0}^{m-1}$, respectively, and positive number $T$ such that for every $\tilde{a}_{j, \alpha} \in \Omega_{\text {coeff }}, \tilde{F} \in \Omega_{F}$ and $\left\{\tilde{g}_{l}\right\}_{0}^{m-1} \in \Omega_{i d}$, a Cauchy problem

$$
\begin{gathered}
D_{t}^{m} u+\sum_{j+|\alpha| \leq m, j<m} \tilde{a}_{j, \alpha}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right) u\right\}\right) c_{j, \alpha}\left(t, D_{t}, D_{x}\right) u \\
\quad=\tilde{F}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right) u\right\}\right) \\
\quad D_{t}^{l} u(0, x)=\tilde{g}_{l}(x), \quad l=0, \ldots, m-1 .
\end{gathered}
$$

has a unique solution $\tilde{u}(t, x)$ defined for all $t \in[0, T]$.
The next example shows that in general without hyperbolicity not in the neighbourhood of every solution the Cauchy problem is stably globally solvable.

Example 0.1. Consider an equation

$$
\begin{equation*}
u_{t t}+t^{2 l} u_{x x}+t^{2 l}\left(u_{x}\right)^{2}+\left(u_{t}\right)^{2}=0 \tag{0.7}
\end{equation*}
$$

There is a smooth solution $u=\tilde{u}(t, x)$ to the Cauchy problem with initial data $\tilde{u}(0, x)=1, \tilde{u}_{t}(0, x)=0$, defined for all $t \geq 0$. That is a function $\tilde{u}(t, x)=1$. This solution is unique in $C^{\infty}$ space.

Then, if $u=u(x, t)$ is a solution to (0.7), then $v(x, t)=\exp u(x, t)$ solves the following linear equation

$$
\begin{equation*}
v_{t t}+t^{2 l} v_{x x}=0 \tag{0.8}
\end{equation*}
$$

Let us look for a real-valued solutions $v^{(n)}$ of this equation, of the form $v^{(n)}(x, t)=$ $a^{(n)}(t) \cos (n x)+b^{(n)}(t) \sin (n x)$. Consequently, the function $w^{(n)}(t)=a^{(n)}(t)+i b^{(n)}(t)$ is a solution of the equation

$$
\begin{equation*}
w_{t t}^{(n)}(t)-t^{2 l} n^{2} w^{(n)}(t)=0 \tag{0.9}
\end{equation*}
$$

Add the initial conditions $w^{(n)}(0)=0, w_{t}^{(n)}(0)=\rho^{(n)}\left(\rho^{(n)}\right.$ is real) which are equivalent to $a^{(n)}(0)=b^{(n)}(0)=0, a_{t}^{(n)}(0)=\rho^{(n)}, b_{t}^{(n)}(0)=0$, where the sequence $\left\{\rho^{(n)}\right\}$ will be chosen later.

Further, a function

$$
W(t, n)=t e^{\omega t^{l+1} n} F\left(1 ; 2-\gamma ;-2 \omega t^{l+1} n\right), \quad \omega:=1 /(l+1), \quad \gamma:=l \omega,
$$

is a solution to (0.9) with initial data

$$
\begin{equation*}
W(0, n)=0, \quad W_{t}^{\prime}(0, n)=1 \tag{0.10}
\end{equation*}
$$

Here $F(\alpha ; \gamma ; z)$ is the solution of the Kummer's equation [2] and is represented in the following form

$$
\begin{aligned}
& F(\alpha ; \gamma ; z)= \frac{\Gamma(\gamma)}{\Gamma(\alpha) \Gamma(\gamma-\alpha)} \frac{1}{\left(1-e^{2 \pi i(\gamma-\alpha)}\right)\left(1-e^{2 \pi i \alpha}\right)} \\
& \times \int_{C}^{(1+, 0+, 1-0-)} \\
& e^{z \zeta \zeta \zeta^{\alpha-1}(1-\zeta)^{\gamma-\alpha-1} d \zeta}
\end{aligned}
$$

The function $F(\alpha ; \gamma ; z)$ is an entire analytic function with respect to $z$.
Thus we have

$$
\begin{equation*}
w^{(n)}(t)=\rho^{(n)} t e^{\omega t^{l+1} n} F\left(1 ; 2-\gamma ;-2 \omega t^{l+1} n\right) \tag{0.11}
\end{equation*}
$$

According to Sec. 6.13.1 [2] the function $F(\alpha ; \gamma ; z)$ has the following asymptotic behavior as $\operatorname{Re} z \rightarrow-\infty$ :

$$
\begin{equation*}
F(\alpha ; \gamma ; z)=\frac{\Gamma(\gamma)}{\Gamma(\gamma-\alpha)}(-z)^{-\alpha}\left[1+O\left(|z|^{-1}\right)\right] \tag{0.12}
\end{equation*}
$$

Let us suppose, that for some $n$ which will be chosen later, $u(x, t)$ is a solution of (0.7) with the data $u(x, 0)=1$ and $u_{t}(x, 0)=e^{-1} \rho^{(n)} \cos (n x)$. Then $v(x, t)=$ $\exp u(x, t)$ is a solution of (0.8) with initial data $v(x, 0)=e$ and $v_{t}(x, 0)=$ $\rho^{(n)} \cos (n x)$. On the other hand the function $e+v^{(n)}(x, t)$ is a solution of $(0.8)$ with the same initial values. Uniqueness in the Cauchy problem (Holmgren's theorem) for (0.8) implies, that $v(x, t)=e+v^{(n)}(x, t)$.

Furthermore, if $\rho^{(n)}=-n^{-s_{1}}$, then for every $s<s_{1}$ the sequence $\sup _{k \leq s, x \in[0,2 \pi]}\left|D_{x}^{k} e^{-1} \rho^{(n)} \cos (n x)\right|$ tends to 0 when $n$ tends to infinity. At the same time for any fixed $t>0$ there is a point $x$ such that $v^{(n)}(x, t)$ tends to $-\infty$ as $n \rightarrow \infty$. That brings blowup of the function $u(x, t)$.

Thus, for every time interval $[0, \delta]$ and for every $\varepsilon$-neighbourhood of the initial data $(1,0)$ in the space $C^{s}$ there exist initial data from this neighbourhood such that the solution of $(0.7)$ does not exist in $C^{2}([0, \delta] \times T)$.

As it is shown in [18], one can not expect stability of global solution to weakly hyperbolic equation in Gevrey classes, if lower order terms do not satisfy some conditions, usually called Levi conditions. Below we use the example and arguments of [18] to show that stable global solvability does not hold in general in Sobolev spaces, too, if these conditions are not satisfied. For equation (0.1) that conditions mean a special form (0.2) of the operators $c_{j, \alpha}\left(t, D_{t}, D_{x}\right)$.

Example 0.2. Let us consider the equation ( $b$ is real)

$$
\begin{equation*}
u_{t t}-t^{2 j} u_{x x}-b t^{k} u_{x}-t^{2 j}\left(u_{x}\right)^{2}+\left(u_{t}\right)^{2}=0 \tag{0.13}
\end{equation*}
$$

If $k<j-1, j>1$, then the Levi condition (0.2) (see, also, [14], [15], [23], [18]) is not satisfied. If $u=u(x, t)$ is a solution, then $v(x, t)=\exp u(x, t)$ is a solution of the following linear equation

$$
\begin{equation*}
v_{t t}-t^{2 j} v_{x x}-b t^{k} v_{x}=0 \tag{0.14}
\end{equation*}
$$

Again, as in the first example we seek for real-valued solutions $v^{(n)}$ of this equation of the form $v^{(n)}(x, t)=a^{(n)}(t) \cos (n x)+b^{(n)}(t) \sin (n x)$. Consequently, function $c^{(n)}(t)=a^{(n)}(t)+i b^{(n)}(t)$ is a solution of the equation

$$
c_{t t}^{(n)}(t)+t^{2 j} n^{2} c^{(n)}(t)+i b t^{k} n c^{(n)}(t)=0
$$

Adding the initial conditions $c^{(n)}(0)=0, c_{t}^{(n)}(0)=\rho^{(n)}\left(\rho^{(n)}\right.$ is real) which are equivalent to $a^{(n)}(0)=b^{(n)}(0)=0, a_{t}^{(n)}(0)=\rho^{(n)}, b_{t}^{(n)}(0)=0$, where the sequence
$\left\{\rho^{(n)}\right\}$ will be chosen later, then according to [19], for $c^{(n)}$ the following representation holds:

$$
\begin{equation*}
c^{(n)}(t)=\rho^{(n)} \sum_{m=1}^{2} a_{m}(t) n^{-1} \exp \left[C_{m} n^{\sigma}+\operatorname{in}(-1)^{m} t^{j+1} /(j+1)\right](1+o(1)) \tag{0.15}
\end{equation*}
$$

where $\sigma=(j-k-1) /(2 j-k), a_{m}(t) \neq 0$ and the real part of at least one $C_{m}$ is positive.

To consider a global solution $\tilde{u}(x, t) \equiv 1$ we repeat an argument which has been used in Example 0.1. Furthermore, if $\rho^{(n)}=n^{-s_{1}}$, then for every $s<s_{1}$ the sequence $\rho^{(n)} \sup _{k \leq s, x \in P}\left|D_{x}^{k} \cos (n x)\right|$ tends to 0 when $n$ tends to infinity. At the same time $n^{-1} \rho^{(n)} \exp \left(C_{m} n^{\sigma}\right)$ tends to infinity when $\operatorname{Re} C_{m}>0$.

Thus, by ( 0.15 ) for every time interval $[0, \delta]$ and for every $\varepsilon$-neighbourhood of the initial data $(1,0)$ in the space $C^{s}$ there exist initial data from this neighbourhood such that the solution of $(0.13)$ does not exist in $C^{2}([0, \delta] \times T)$.

We note that according to Theorem 0.1 the Cauchy problem for (0.13) with $k=j-1$ is locally solvable in Sobolev spaces. (See, also, [17], where a secondorder equation with linear principal part independent of $x$, is considered.)

Remark 0.1. We emphasize that to get a contradiction in the above both examples we used blowup phenomenon appearing in nonlinear equations, instead of the closed graph theorem and an a priori estimate.

Local solvability, established in Theorem 0.1 leads to stable global solvability at the neighbourhood of the sufficiently smooth solutions to equation (0.1). This is an essence of the following theorem.

Theorem 0.2. Assume that for the operator (0.1) above mentioned conditions are satisfied. Then there are non-negative numbers $\gamma$ and $M$ such that the Cauchy problem (0.1), (0.5) is stably globally solvable at the neighbourhood of the every solution $u \in \bigcap_{l=0}^{m-1} C^{l}\left([0, T] ; H^{\gamma+M+m-l}\left(T^{n}\right)\right)$ in the spaces $H^{\gamma+M+m-l}\left(T^{n}\right)$ for $g_{l}(x), l=0, \ldots, m-1, C^{\infty}$ for $a_{j, \alpha}$ (with real roots of (0.4)) and $F$, while $\bigcap_{l=0}^{m-1} C^{l}\left([0, T] ; H^{M+m-l}\left(T^{n}\right)\right)$ for the solutions $u(t, x)$.

The last theorem is a simple consequence of Theorem 0.1. Indeed, it is enough only to take into account strict hyperbolicity of the operators of (0.1) when $t>0$.

Remark 0.2. We do not know whether the Cauchy problem (0.1), $(0.5)$ is stably globally solvable at the neighbourhood of the solution $u \in \bigcap_{l=0}^{m-1} C^{l}\left(\left[0, T_{1}\right] ; H^{M+m-l}\left(T^{n}\right)\right)$ which is not smooth enough, or not.

## 1. Linear equation with non-smooth coefficients

In order to treat the problem $(0.1),(0.5)$ we will deal with pseudodifferential operators with less than $C^{\infty}$ symbols. We use the following symbol classes (see [21]):

Definition 1.1. We say $p(x, \xi) \in H^{M} S_{1,0}^{m}$ provided that

$$
\left\|D_{\xi}^{\alpha} p(\cdot, \xi)\right\|_{H^{M}\left(T^{n}\right)} \leq C\langle\xi\rangle^{m-|\alpha|}, \quad \text { for all }|\alpha| \leq M
$$

One can find main properties of such operators in Ch. IV [21]. We write some of them here for the sake of completeness.

Lemma 1.1. If $p(x, \xi) \in H^{M} S_{1,0}^{0}$ and $M>n / 2$, then $p\left(x, D_{x}\right): L^{2}\left(T^{n}\right) \rightarrow$ $L^{2}\left(T^{n}\right)$. More generally, $p\left(x, D_{x}\right): H^{s}\left(T^{n}\right) \rightarrow H^{s}\left(T^{n}\right)$ for $|s| \leq \mu$, provided that $M>n / 2+\mu$.

Lemma 1.2. Given any $M, m_{1}, m_{2}$ there is a $\mu$ such that, if $p_{j}(x, D) \in$ $O P H^{\mu} S_{1,0}^{m_{j}}$, then $p_{1}(x, D) p_{1}(x, D) \in O P H^{M} S_{1,0}^{m_{1}+m_{2}}, p_{1}(x, D)^{*} \in O P H^{M} S_{1,0}^{m_{1}}$, and

$$
\left[p_{1}(x, D), p_{1}(x, D)\right] \in O P H^{M} S_{1,0}^{m_{1}+m_{2}-1} .
$$

Firstly we consider a linear case. For the linear system (or scalar equation) one can not use results of [20] and [23] because the coefficients are not $C^{\infty}$. On the other hand one can not apply immediately a result of [15], too, because conditions of that paper differ from our ones (0.2). Nevertheless, we use approaches of [15] and [21] to prove the result of this section.

We consider the equation

$$
\begin{equation*}
D_{t}^{m} u+\sum_{j+|\alpha| \leq m, j<m} a_{j, x}(t, x) c_{j, \alpha}\left(t, D_{t}, D_{x}\right) u=f(t, x) \tag{1.1}
\end{equation*}
$$

with coefficients $a_{j, \alpha}(t, x) \in C^{1}\left([0, T] ; H^{\gamma+M+s}\left(T^{n}\right)\right), f \in C\left([0, T] ; H^{\gamma+s}\left(T^{n}\right)\right)$. The operators $c_{j, \alpha}\left(t, D_{t}, D_{x}\right)$ in (1.1) are the following

$$
c_{j, \alpha}\left(t, D_{t}, D_{x}\right) u=\left\{\begin{array}{l}
\lambda^{m-j}(t) \Lambda^{j+|\alpha|-m}(t) D_{t}^{j} D_{x}^{\alpha} u, \quad \text { when }|\alpha| \neq 0 \\
D_{t}^{j} u, \quad \text { when }|\alpha|=0
\end{array}\right.
$$

where $j+|\alpha| \leq m$. For equation (1.1) consider the Cauchy problem

$$
\begin{equation*}
D_{t}^{\prime} u(0, x)=g_{l}(x), \quad l=0, \ldots, m-1 \tag{1.2}
\end{equation*}
$$

with $g_{l}(x) \in H^{\gamma-l}\left(T^{n}\right), l=0, \ldots, m-1$.
Theorem 1.1. Assume that all the roots $\tau_{1}(t, x, \xi), \ldots, \tau_{m}(t, x, \xi)$ of the equation

$$
\begin{equation*}
\tau^{m}+\sum_{j+|\alpha|=m, j<m} a_{j, \alpha}(t, x) \tau^{j} \xi^{\alpha}=0 \tag{1.3}
\end{equation*}
$$

are real and distinct for all $t \in[0, T], x \in T^{n}, \xi \in \mathbb{R}^{n} \backslash 0$. Then there are non-negative numbers $\gamma$ and $M$ such that for $g_{l}(x) \in H^{\gamma+s+m-l}\left(T^{n}\right), l=0, \ldots, m-1, f \in$ $C\left([0, T] ; H^{\gamma+s}\left(\boldsymbol{T}^{n}\right)\right)$ for $T_{1}$ sufficiently small, there is a unique solution $u(t, x)$,

$$
D_{t}^{l} u \in C\left(\left[0, T_{1}\right] ; H^{s+m-l}\left(T^{n}\right)\right), \quad l=0, \ldots, m-1
$$

to the Cauchy problem (1.1), (1.2). This solution satisfies the estimate

$$
\begin{equation*}
\sum_{l=0}^{m-1}\left\|D_{l}^{l} u(t)\right\|_{H^{s+m-l}\left(\boldsymbol{T}^{n}\right)} \leq C_{s}\left(\sum_{l=0}^{m-1}\left\|g_{l}(x)\right\|_{H^{\gamma+s+m-l}\left(\boldsymbol{T}^{n}\right)}+\int_{0}^{t}\|f(\tau)\|_{H^{\gamma+s}\left(T^{n}\right)} d \tau\right) \tag{1.4}
\end{equation*}
$$

for all $t \in[0, T]$.
Proof. Let

$$
u_{i n t}(t, x)=g_{0}(x)+\operatorname{tg}_{1}(x)+\frac{t^{2}}{2!} g_{2}(x)+\cdots+\frac{t^{m-1}}{(m-1)!} g_{m-1}(x)
$$

then a function $v(t, x)=u(t, x)-u_{i n t}(t, x)$ solves

$$
D_{t}^{m} v+\sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}(t, x) c_{j, \alpha}\left(t, D_{t}, D_{x}\right) v=f_{0}(t, x)
$$

and

$$
D_{t}^{l} v(0, x)=0, \quad l=0, \ldots, m-1
$$

with $f_{0}=f-L\left[u_{\text {int }}\right]$, where $L$ is an operator of the left-hand side of (1.1).

Let $u^{(0)}$ be a solution of the following the Cauchy problem for an ordinary differential equation

$$
D_{t}^{m} u^{(0)}+\sum_{|\alpha|=0, j<m} a_{j, \alpha}(t, x) c_{j, \alpha}\left(t, D_{t}, D_{x}\right) u^{(0)}=f_{0}(t, x)
$$

with parameter $x \in T^{n}$ and initial data

$$
D_{t}^{l} u^{(0)}(0, x)=0, \quad l=0, \ldots, m-1
$$

On the other hand one can regard the last Cauchy problem as an equivalent problem for a new unknown vector-valued function $\mathscr{U}^{(0)}:={ }^{t}\left(\mathscr{U}_{1}^{(0)}, \ldots, \mathscr{U}_{m}^{(0)}\right):=$ ${ }^{t}\left(u^{(0)}, D_{t} u^{(0)}, \ldots, D_{t}^{m-1} u^{(0)}\right)$ and a linear symmetric hyperbolic system of first order. For the solution of the Cauchy problem with vanishing initial data, for the linear symmetric hyperbolic system there is an energy estimate which leads to the following one

$$
\left\|\mathscr{U}^{(0)}(t)\right\|_{s} \leq C_{s} \int_{0}^{t}\left\|f_{0}(\tau)\right\|_{s} d \tau
$$

If we denote

$$
f_{1}:=-\sum_{|\alpha| \neq 0} a_{j, \alpha}(t, x) c_{j, \alpha}\left(t, D_{t}, D_{x}\right) u^{(0)}(t, x)
$$

then

$$
L\left[u-u_{i n t}-u^{(0)}\right]=f_{1}
$$

and for every given $s \in \mathbb{R}$ we have an estimate

$$
\begin{aligned}
\left\|f_{1}(t)\right\|_{s} & \leq \sum_{|\alpha| \neq 0}\left\|a_{j, \alpha}(t, x) c_{j, \alpha}\left(t, D_{t}, D_{x}\right) u^{(0)}(t, x)\right\|_{s} \\
& \leq C_{s} \lambda^{\varepsilon}(t) \sum_{|\alpha| \neq 0}\left\|a_{j, \alpha}(t, x) D_{x}^{\alpha} \mathscr{U}_{j+1}^{(0)}\right\|_{s} \\
& \leq C_{s}^{\prime} \lambda^{\varepsilon}(t) \int_{0}^{t}\left\|f_{0}(\tau)\right\|_{s+m} d \tau, \quad \varepsilon \in(0, m-(m-1) / c)
\end{aligned}
$$

provided that $\gamma$ is large enough.
Indeed, the function $\lambda^{m-j}(t) \Lambda^{j+|\alpha|-m}(t)$ (with $|\alpha| \neq 0$ ) can be majorized by $\lambda^{\varepsilon}(t)\left(\lambda^{m-\varepsilon}(t) \Lambda^{1-m}(t)\right)$. The non-negative function $\lambda^{m-\varepsilon}(t) \Lambda^{1-m}(t)$ has a nonnegative derivative due to condition $c>(m-1) / m$ in the inequality $(0.3)$ when we choose $\varepsilon<m-(m-1) / c$. Hence, the function $\lambda^{m-\varepsilon}(t) \Lambda^{1-m}(t)$ is bounded.

One can consider recursively defined

$$
\begin{aligned}
& D_{t}^{m} u^{(k)}+\sum_{|\alpha|=0, j<m} a_{j, \alpha}(t, x) c_{j, \alpha}\left(t, D_{t}, D_{x}\right) u^{(k)}=f_{k}(t, x), \\
& D_{t}^{l} u^{(k)}(0, x)=0, \quad l=0, \ldots, m-1 \\
& f_{k+1}:=-\sum_{|\alpha| \neq 0} a_{j, \alpha}(t, x) c_{j, \alpha}\left(t, D_{t}, D_{x}\right) u^{(k)}(t, x), \\
& L\left[u-u_{i n t}-u^{(0)}-\cdots-u^{(k)}\right]=f_{k+1},
\end{aligned}
$$

$k=1, \ldots, K-1$, where

$$
\left\|f_{k+1}(t)\right\|_{s} \leq C_{s, k}^{\prime} \lambda^{\varepsilon}(t) \int_{0}^{t}\left\|f_{k}(\tau)\right\|_{s+m} d \tau
$$

Hence, for every given $N$ and $s$ one has

$$
\begin{equation*}
f_{K} \in \lambda^{N} C\left([0, T] ; H^{s}\left(T^{n}\right)\right) \tag{1.5}
\end{equation*}
$$

provided that $K$, and consequently $\gamma$, are large enough.
Thus, instead of (1.1), (1.2) one can look for the solution $w(t, x)$ of the Cauchy problem

$$
\begin{gather*}
D_{t}^{m} w+\sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}(t, x) c_{j, \alpha}\left(t, D_{t}, D_{x}\right) w=f_{K}(t, x)  \tag{1.6}\\
D_{t}^{l} w(0, x)=0, \quad l=0, \ldots, m-1 \tag{1.7}
\end{gather*}
$$

with property (1.5). Above described reduction was used in [14], [15].
Further for the solution $w$ of (1.6) we consider a vector-valued function

$$
\begin{equation*}
\mathscr{U}:==^{t}\left(\mathscr{U}^{1}, \ldots, \mathscr{U}^{m}\right), \quad \mathscr{U}^{k}:=\lambda^{m-k}(t)\left\langle D_{x}\right\rangle^{m-k} D_{t}^{k-1} w, \quad k=1, \ldots, m, \tag{1.8}
\end{equation*}
$$

where $\left\langle D_{x}\right\rangle$ is a pseudo-differential operator with the symbol $\langle\xi\rangle$. For the $c_{j, \alpha}\left(t, D_{t}, D_{x}\right) w$ of (1.6) we have

$$
c_{j, \alpha}\left(t, D_{t}, D_{x}\right) w=\left\{\begin{array}{l}
\frac{\lambda}{\Lambda}\left(\frac{1}{\Lambda}\right)^{m-l-|\alpha|}\left\langle D_{x}\right\rangle^{l-m} D_{x}^{\alpha} \mathscr{U}^{l}, \quad \text { if }|\alpha| \neq 0, l=j+1  \tag{1.9}\\
\lambda^{l-m}\left\langle D_{x}\right\rangle^{l-m} \mathscr{U}^{l}, \quad \text { if }|\alpha|=0, l=j+1
\end{array}\right.
$$

where $|\alpha|+j \leq m$. Thus we obtain

$$
\begin{equation*}
D_{t} \mathscr{U}^{m}+\sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}(t, x) \Lambda^{j+|\alpha|-m}(t) D_{x}^{\alpha}\left\langle D_{x}\right\rangle^{j-m} \lambda(t)\left\langle D_{x}\right\rangle \mathscr{U}^{j+1}=f, \tag{1.10}
\end{equation*}
$$

$$
\begin{equation*}
\mathscr{U}(0, x)=0 . \tag{1.11}
\end{equation*}
$$

On the other hand according to (1.8) we have
(1.12) $D_{t} \mathscr{U}^{l}(t, x)=\lambda(t)\left\langle D_{x}\right\rangle \mathscr{U}^{l+1}(t, x)-i(m-l) \frac{\lambda^{\prime}(t)}{\lambda(t)} \mathscr{U}^{l}(t, x), \quad l=1, \ldots, m-1$.

Due to the reduction in the beginning of the section and in view of the initial value, it follows

$$
\begin{equation*}
\mathscr{U}^{l}(t, x)=i\left\langle D_{x}\right\rangle \lambda^{m-l}(t) \int_{0}^{t} \lambda^{l-m+1}(\tau) \mathscr{U}^{l+1}(\tau, x) d \tau, \quad l=1, \ldots, m-1 . \tag{1.13}
\end{equation*}
$$

Hence, in (1.10) for the terms with $m-j-1-|\alpha| \geq 1$ one can conclude

$$
\begin{align*}
&\left\langle D_{x}\right\rangle^{j+1-m} D_{x}^{\alpha} \mathscr{U}^{j+1}(t, x)=i^{m-|\alpha|-j-1}\left\langle D_{x}\right\rangle^{-|\alpha|} D_{x}^{\alpha}  \tag{1.14}\\
& \times \lambda^{m-j-1}(t) \int_{0}^{t} d \tau_{1} \int_{0}^{\tau_{1}} d \tau_{2} \cdots \int_{0}^{\tau_{m-|x|-j-2}} \lambda^{-|x|}\left(\tau_{m-|\alpha|-j-1}\right) \\
& \times \mathscr{U}^{m-|\alpha|}\left(\tau_{m-|\alpha|-j-1}, x\right) d \tau_{m-|\alpha|-j-1} .
\end{align*}
$$

We will use for brevity the following writing

$$
\begin{align*}
\left\langle D_{x}\right\rangle^{j+1-m} D_{x}^{\alpha} \mathscr{U}^{j+1}(t, x)= & i^{m-|x|-j-1}\left\langle D_{x}\right\rangle^{-|\alpha|} D_{x}^{\alpha} \lambda^{m-j-1}(t)  \tag{1.15}\\
& \times I^{m-|x|-j-1} \lambda^{-|\alpha|} \mathscr{U}^{m-|\alpha|}
\end{align*}
$$

( $m-j-1-|\alpha| \geq 1$ ) where $I$ denotes integration with respect to time.
The equations (1.10), (1.12) and initial condition (1.11) can be rewritten as the following, equivalent to (1.1), (1.2), Cauchy problem

$$
\begin{equation*}
\mathscr{U}(0, x)=0 \tag{1.16}
\end{equation*}
$$

where

$$
\begin{gather*}
K(t, x, \xi) \in \lambda C^{1}\left([0, T] ; H^{M} S^{1}\right), \quad K_{0}(t, x, \xi) \in \frac{\lambda^{\prime}}{\lambda} C\left([0, T] ; H^{M} S^{0}\right)  \tag{1.18}\\
\mathscr{F} \in \lambda^{N} C\left([0, T]: H^{s}\left(\boldsymbol{T}^{n}\right)\right) \tag{1.19}
\end{gather*}
$$

while $K_{\text {int }, p d}\left(t, x, D_{x}, \Lambda, \lambda, I, \lambda\right)$ is the operator-valued matrix with the following elements:
(1.20) $\left(K_{\text {int }, p d}\left(t, x, D_{x}, \Lambda, \lambda, I, \lambda\right)\right)_{k, l}$

$$
=\left\{\begin{array}{l}
0 \quad \text { when } k \neq m \text { or } l=1, \\
\sum_{|\alpha|=m-l} \sum_{j=0}^{l-2} i^{m-|\alpha|-j-1} a_{j, \alpha}(t, x)\left\langle D_{x}\right\rangle^{-|\alpha|} D_{x}^{\alpha} \Lambda^{j-l}(t) \lambda^{m-j}(t) I^{l-j-1} \lambda^{l-m} \\
\quad \text { when } l=2, \ldots, m .
\end{array}\right.
$$

Equation (1.16) contains Fuchsian type operators if $\lambda(t)=t^{l}$, but in general, it is more singular.

For the symbol $K(t, x, \xi)$ there is a symmetrizer $R(t, x, \xi)$ in the sense of Sec. 5, ch. IV [21], that is if $K \in H^{M} S_{1,0}^{1}$, then there is $R \in H^{M} S_{1,0}^{0}$ with $(\partial / \partial t) R \in$ $H^{M} S_{1,0}^{0}$, such that

$$
\begin{gather*}
\left(R\left(t, x, D_{x}\right) \mathscr{U}, \mathscr{U}\right) \geq c_{0}\|\mathscr{U}\|_{L_{2}}^{2}  \tag{1.21}\\
R K+K^{*} R \in H^{M} S_{1,0}^{0} \tag{1.22}
\end{gather*}
$$

for $M$ sufficiently large.
To complete the proof of Theorem 1.1 it remains to prove the following
Theorem 1.2. Consider the Cauchy problem (1.16), (1.17). For every given $\mu$ there are $M$ and $N \in N$ such that if (1.18), (1.19) are satisfied and $R \in$ $C^{1}\left([0, T] ; H^{M} S_{1,0}^{0}\right)$ satisfies (1.21), (1.22), then the Cauchy problem (1.16), (1.17) has a unique solution $\mathscr{U} \in \lambda^{N} C\left([0, T] ; H^{s}\left(T^{n}\right)\right) \cap \lambda^{\prime} \lambda^{N-1} C^{1}\left([0, T] ; H^{s-1}\left(T^{n}\right)\right)$, for given $\mathscr{F} \in \lambda^{N} C\left([0, T] ; H^{s}\left(T^{n}\right)\right)$, and $|s| \leq \mu$. Such solution satisfies the estimates, for $|s| \leq \mu$,

$$
\begin{equation*}
\|\mathscr{U}(t)\|_{H^{s}} \leq c \lambda^{N}(t) \int_{0}^{t} \lambda^{-N}(\tau)\|\mathscr{F}(\tau)\|_{H^{s}} d \tau, \quad t \in[0, T] \tag{1.23}
\end{equation*}
$$

Proof. Consider a sequence $\left\{\mathscr{U}_{k}\right\}_{0}^{\infty}$ defined as follows:

$$
\begin{align*}
\frac{\partial \mathscr{U}_{k}}{\partial t}= & K\left(t, x, D_{x}\right) \mathscr{U}_{k}+K_{0}\left(t, x, D_{x}\right) \mathscr{U}_{k-1}  \tag{1.24}\\
& +K_{\text {int,pd }}\left(t, x, D_{x}, \Lambda, \lambda, I, \lambda\right) \mathscr{U}_{k-1}+\mathscr{F}(t, x) \\
& \mathscr{U}_{k}(0, x)=0, \quad \text { for } k=1,2, \ldots \tag{1.25}
\end{align*}
$$

while $\mathscr{U}_{0}:=0$. The function $\mathscr{U}_{1} \in C\left([0, T] ; H^{s}\left(T^{n}\right)\right) \cap C^{1}\left([0, T] ; H^{s-1}\left(T^{n}\right)\right)$ exists due to Proposition 5.4 [21] provided that $M$ is large enough. Moreover, according to (5.4) [21] one has
(1.26) $\left\|\mathscr{U}_{1}(t)\right\|_{H^{s}} \leq C \int_{0}^{t}\|\mathscr{F}(\tau)\|_{H^{s}} d \tau \leq C \lambda^{N}(t) \int_{0}^{t} \lambda^{-N}(\tau)\|\mathscr{F}(\tau)\|_{H^{s}} d \tau, \quad t \in[0, T]$.

Then the function $\mathscr{U}_{2} \in C\left([0, T] ; H^{s}\left(T^{n}\right)\right) \cap C^{1}\left([0, T] ; H^{s-1}\left(T^{n}\right)\right)$ exists, too, and

$$
\begin{aligned}
\left\|\mathscr{U}_{2}(t)\right\|_{H^{s}} \leq & C \int_{0}^{t}\left\|K_{0}\left(t, x, D_{x}\right) \mathscr{U}_{1}+K_{\text {int }, p d}\left(t, x, D_{x}, \Lambda, \lambda, I, \lambda\right) \mathscr{U}_{1}+\mathscr{F}(\tau)\right\|_{H^{s}} d \tau \\
\leq & C \int_{0}^{t}\left\|K_{0}\left(t, x, D_{x}\right) \mathscr{U}_{1}\right\|_{H^{s}} d \tau \\
& +C \int_{0}^{t}\left\|K_{\text {int }, p d}\left(t, x, D_{x}, \Lambda, \lambda, I, \lambda\right) \mathscr{U}_{1}\right\|_{H^{s}} d \tau+C \int_{0}^{t}\|\mathscr{\mathscr { F }}(\tau)\|_{H^{s}} d \tau \\
\leq & C C_{0} \int_{0}^{t} \frac{\lambda^{\prime}(\tau)}{\lambda(\tau)}\left\|\mathscr{U}_{1}\right\|_{H^{s}} d \tau+C \int_{0}^{t}\|\mathscr{F}(\tau)\|_{H^{s}} d \tau \\
& +C \int_{0}^{t}\left\|K_{\text {int }, p d}\left(t, x, D_{x}, \Lambda, \lambda, I, \lambda\right) \mathscr{U}_{1}\right\|_{H^{s}} d \tau .
\end{aligned}
$$

To estimate last integral of the right-hand side we remind assumption (0.3) where $c>(m-1) / m, m \geq 2$. For every $k \geq 2$ and every $l \geq 0$ it follows an inequality

$$
\begin{equation*}
\int_{0}^{t} \lambda^{k}(\tau) \Lambda^{l}(\tau) d \tau \leq C_{k, l} \lambda^{k-1}(t) \Lambda^{l+1}(t), \quad C_{k, l}=\frac{m}{m k+m l+1-k}<1 \tag{1.27}
\end{equation*}
$$

so that $C_{k, l} \rightarrow 0$ when $k \rightarrow \infty$. In particular $C_{k, l} \leq 2 /(k+2 l+1)$. Using (1.27) we estimate

$$
\begin{aligned}
& \int_{0}^{t}\left\|K_{\text {int }, p d}\left(t, x, D_{x}, \Lambda, \lambda, I, \lambda\right) \mathscr{U}_{1}\right\|_{H^{s}} d \tau \\
& \leq C \sum_{l=2}^{m} \sum_{j=0}^{l-2} \int_{0}^{t} \Lambda^{j-l}(\tau) \lambda^{m-j}(\tau) \int_{0}^{\tau} d \tau_{1} \int_{0}^{\tau_{1}} d \tau_{2} \cdots \int_{0}^{\tau_{l-j-2}} d \tau_{l-j-1} \\
& \times \lambda^{l-m}\left(\tau_{l-j-1}\right)\left\|\mathscr{U}_{1}^{l}\left(\tau_{l-j-1}\right)\right\|_{H^{s}} \\
& \leq C \sum_{l=2}^{m} \sum_{j=0}^{l-2} \int_{0}^{t} \Lambda^{j-l}(\tau) \lambda^{m-j}(\tau) \int_{0}^{\tau} d \tau_{1} \int_{0}^{\tau_{1}} d \tau_{2} \cdots \int_{0}^{\tau_{l-j-2}} d \tau_{l-j-1} \\
& \times \lambda^{N+l-m}\left(\tau_{l-j-1}\right) \int_{0}^{\tau_{l-j-1}} \lambda^{-N}\left(\tau_{l-j}\right)\left\|\mathscr{F}\left(\tau_{l-j}\right)\right\|_{H^{s}} d \tau_{l-j}
\end{aligned}
$$

$$
\begin{aligned}
\leq & C\left(\int_{0}^{t} \lambda^{-N}(\tau)\|\mathscr{F}(\tau)\|_{H^{s}} d \tau\right) \sum_{l=2}^{m} \sum_{j=0}^{l-2} \int_{0}^{t} \Lambda^{j-l}(\tau) \lambda^{m-j}(\tau) \\
& \times \int_{0}^{\tau} d \tau_{1} \int_{0}^{\tau_{1}} d \tau_{2} \cdots \int_{0}^{\tau_{l-j-2}} \lambda^{N+l-m}\left(\tau_{l-j-1}\right) d \tau_{l-j-1} \\
\leq & C C_{N} \lambda^{N}(t) \int_{0}^{t} \lambda^{-N}(\tau)\|\mathscr{F}(\tau)\|_{H^{s}} d \tau
\end{aligned}
$$

where $C_{N}<1$ and is decreasing function of $N$ and $m$, while $C$ is independent of $N$.

Thus

$$
\begin{equation*}
\left\|\mathscr{U}_{2}(t)\right\|_{H^{s}} \leq C\left(1+\frac{C_{0}}{N}+C C_{N}\right) \lambda^{N}(t) \int_{0}^{t} \lambda^{-N}(\tau)\|\mathscr{F}(\tau)\|_{H^{s}} d \tau . \tag{1.28}
\end{equation*}
$$

Moreover, $\mathscr{U}_{2} \in \lambda^{N} C\left([0, T] ; H^{s}\left(T^{n}\right)\right)$ and $(\partial / \partial t) \mathscr{U}_{2} \in \lambda^{\prime} \lambda^{N-1} C\left([0, T] ; H^{s-1}\left(T^{n}\right)\right)$.
If we assume that

$$
\begin{equation*}
\left\|\mathscr{U}_{k}(t)\right\|_{H^{s}} \leq A_{k}(t) \lambda^{N}(t) \int_{0}^{t} \lambda^{-N}(\tau)\|\mathscr{F}(\tau)\|_{H^{s}} d \tau \tag{1.29}
\end{equation*}
$$

with a monotone continuous function $A_{k}(t)$, then by analogy with deriving (1.28), we obtain

$$
A_{k+1}(t) \leq\left(\frac{C C_{0}}{N}+C C_{N}\right) A_{k}(t)+C
$$

where $k=1, \ldots, A_{1}=C$. According to condition of the theorem one can choose $N$ large enough. Then for $N$ sufficiently large the sequence $\left\{A_{k}\right\}$ is bounded. Hence,

$$
\begin{equation*}
\left\|\mathscr{U}_{k}(t)\right\|_{H^{s}} \leq C_{\infty} \lambda^{N}(t) \int_{0}^{t} \lambda^{-N}(\tau)\|\mathscr{F}(\tau)\|_{H^{s}} d \tau \quad \text { for all } t \in[0, T] \tag{1.30}
\end{equation*}
$$

with some constant $C_{\infty}$.
Moreover, due to our choice of $N$ the sequence $\left\{\mathscr{U}_{k}\right\}_{0}^{\infty}$ is fundamental in the space $C\left([0, T] ; H^{s}\left(T^{n}\right)\right) \cap C^{1}\left([0, T] ; H^{s-1}\left(T^{n}\right)\right)$. Indeed, from the linear equations for $\mathscr{U}_{k+1}$ and $\mathscr{U}_{k}$ we obtain for difference $\mathscr{U}_{k+1}-\mathscr{U}_{k}$ :

$$
\begin{align*}
& \left\|\mathscr{U}_{k+1}(t)-\mathscr{U}_{k}(t)\right\|_{H^{s}}  \tag{1.31}\\
& \quad \leq C \int_{0}^{t}\left\|K_{0}\left(\tau, x, D_{x}\right)\left(\mathscr{U}_{k}-\mathscr{U}_{k-1}\right)\right\|_{H^{s}} d \tau \\
& \quad+C \int_{0}^{t}\left\|K_{i n t, p d}\left(\tau, x, D_{x}, \Lambda, \lambda, I, \lambda\right)\left(\mathscr{U}_{k}-\mathscr{U}_{k-1}\right)\right\|_{H^{s}} d \tau \\
& \quad \leq\left(\frac{C C_{0}}{N}+C C_{N}\right) \lambda^{N}(t) \int_{0}^{t} \lambda^{-N}(\tau)\left\|\left(\mathscr{U}_{k}-\mathscr{U}_{k-1}\right)(\tau)\right\|_{H^{s}} d \tau \leq \cdots \\
& \quad \leq\left(\frac{C C_{0}}{N}+C C_{N}\right)^{k} \lambda^{N}(t) \int_{0}^{t} \lambda^{-N}(\tau)\|\mathscr{F}(\tau)\|_{H^{s}} d \tau, \quad k=1,2, \ldots,
\end{align*}
$$

where $\left(\left(C C_{0} / N\right)+C C_{N}\right)<1$. The estimates for the derivatives $D_{t}\left(\mathscr{U}_{k+1}-\mathscr{U}_{k}\right)$ follows from (1.24), (1.25).

To prove uniqueness suppose that $\mathscr{U}$ solves

$$
\begin{gather*}
\frac{\partial \mathscr{U}}{\partial t}=K\left(t, x, D_{x}\right) \mathscr{U}+K_{0}\left(t, x, D_{x}\right) \mathscr{U}+K_{\text {int }, p d}\left(t, x, D_{x}, \Lambda, \lambda, I, \lambda\right) \mathscr{U},  \tag{1.32}\\
\mathscr{U}(0, x)=0 . \tag{1.33}
\end{gather*}
$$

Then, according to Nersesian's lemma (see below Lemma 1.3)

$$
\begin{equation*}
\|\mathscr{U}(t)\|_{H^{s}} \leq\left(\frac{C C_{0}}{N}+C C_{N}\right)^{k} \lambda^{N}(t) \int_{0}^{t} \lambda^{-N}(\tau)\|\mathscr{U}(\tau)\|_{H^{s}} d \tau \tag{1.34}
\end{equation*}
$$

for any $k$, provided that conditions of that lemma are satisfied. It remains to take into account our choice $N$ large enough and that $T$ is small enough. The theorem is proved.

Completion of the proof of Theorem 1.1. It remains only to prove uniqueness in the Cauchy problem (1.1), (1.2). To this end assume that $D_{t}^{l} u \in$ $C\left(\left[0, T_{1}\right] ; H^{s+m-l}\left(T^{n}\right)\right), l=0, \ldots, m-1$, and that

$$
\begin{gathered}
D_{t}^{m} u+\sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}(t, x) c_{j, \alpha}\left(t, D_{t}, D_{x}\right) u=0 \\
D_{t}^{l} u(0, x)=0, \quad l=0, \ldots, m-1
\end{gathered}
$$

It follows

$$
D_{t}^{m} u+\sum_{|\alpha|=0, j<m} a_{j, \alpha}(t, x) D_{t}^{j} u=-\sum_{j+|\alpha| \leq m,|\alpha| \neq 0} a_{j, \alpha}(t, x) c_{j, \alpha}\left(t, D_{t}, D_{x}\right) u .
$$

That means

$$
\begin{aligned}
& \sum_{l=0}^{m-1}\left\|D_{t}^{l} u(t)\right\|_{H^{s}} \leq C_{s} \int_{0}^{t}\left\|_{j+|\alpha| \leq m,|\alpha| \neq 0} a_{j, \alpha}(\tau, x) c_{j, \alpha}\left(\tau, D_{t}, D_{x}\right) u(\tau, x)\right\|_{H^{s}} d \tau \\
& \quad \leq C_{s} \sum_{j+|\alpha| \leq m,|\alpha| \neq 0} \int_{0}^{t} \lambda^{|\alpha|}(\tau)\left(\frac{\lambda(\tau)}{\Lambda(\tau)}\right)^{m-j-|\alpha|}\left\|a_{j, \alpha}(\tau, x) D_{t}^{j} D_{x}^{\alpha} u(\tau, x)\right\|_{H^{s}} d \tau \\
& \quad \leq C_{s} \int_{0}^{t} \sum_{l=0}^{m-1}\left\|D_{t}^{l} u(\tau, x)\right\|_{H^{s+m}} \lambda(\tau)\left(\frac{\lambda(\tau)}{\Lambda(\tau)}\right)^{m-1} d \tau \\
& \quad \leq C_{s} \lambda^{\varepsilon}(t) \int_{0}^{t} \sum_{l=0}^{m-1}\left\|D_{t}^{l} u(\tau, x)\right\|_{H^{s+m}} d \tau
\end{aligned}
$$

due to condition (0.3) and to Lemma 1.1, provided that $D_{t}^{l} D_{x}^{\alpha} u \in H^{s}, l+|\alpha| \leq m$, and that $\gamma$ is large enough. Here $s$ can be chosen negative as well. If we continue this procedure then for $|s|$ large enough, we get the right asymptotic behaviour at $t=0$ which brings uniqueness, due to Theorem 1.2. The theorem is proved.

Remark 1.1. The constant $C_{s}$ of the estimate (1.4) depends on finitely many seminorms of $K, R$ and $(\partial / \partial t) R$, in $H^{M} S_{1,0}^{1}$ and $H^{M} S_{1,0}^{0}$, and of $R K+K^{*} R$ in $H^{M} S_{1,0}^{1}$, on $T$ and on $\mu$ and on $n$. Further, $M$ depends on $\mu$ and on $n$, but not on the order $m$ of the system.

Remark 1.2. One can prove Theorem 1.1 with

$$
c_{j, \alpha}\left(t, D_{t}, D_{x}\right) u=\lambda^{m-j}(t) \Lambda^{j+|\alpha|-m}(t)|\ln \lambda(t)|^{m-j-|\alpha|} D_{t}^{j} D_{x}^{\alpha} u
$$

for coefficients $a_{j, \alpha}$ with $m-j-|\alpha| \geq 2$ instead of given in the beginning of this section. At that case $N$ will depend on these coefficients, too.

For the sake of completeness we give here
Lemma 1.3 (Nersesian) [14]. Let us given the differential inequality

$$
\begin{equation*}
y^{\prime}(t) \leq K(t) y(t)+f(t) \quad \text { for all } t \in(0, T] \tag{1.35}
\end{equation*}
$$

$T>0$, where the functions $K=K(t)$ and $f=f(t)$ belong to $C(0, T]$. Under the assumptions

$$
\begin{align*}
& \int_{0}^{\varepsilon} K(\tau) d \tau=\infty, \quad \int_{\varepsilon}^{T} K(\tau) d \tau<\infty \quad \text { for every } \varepsilon \in(0, T)  \tag{1.36}\\
& \lim _{\varepsilon \rightarrow 0} \int_{\varepsilon}^{t} f(s) \exp \left(\int_{s}^{t} K(\tau) d \tau\right) d s \quad \text { exists for every } t \in(0, T]
\end{align*}
$$

every solution $y \in C([0, T]) \cap C^{1}((0, T])$ of (1.35) which posses the property

$$
\begin{equation*}
y(\varepsilon) \exp \left(\int_{\varepsilon}^{T} K(\tau) d \tau\right)=o(1) \quad \text { as } \varepsilon \rightarrow 0 \tag{1.38}
\end{equation*}
$$

satisfies an inequality

$$
\begin{equation*}
y(t) \leq \int_{0}^{t} e^{\int_{s}^{t} K(\tau) d \tau} f(s) d s \quad \text { for all } t \in(0, T] . \tag{1.39}
\end{equation*}
$$

## 2. Reduction to nonlinear term with right asymptotic at zero

In this section we carry out for nonlinear equation (0.1) the analogy of the procedure of the first part of the proof of Theorem 1.1. Let

$$
u_{i n t}(t, x)=g_{0}(x)+g_{1}(x)+\frac{t^{2}}{2!} g_{2}(x)+\cdots+\frac{t^{m-1}}{(m-1)!} g_{m-1}(x)
$$

then a function $v(t, x)=u(t, x)-u_{i n t}(t, x)$ solves

$$
\begin{align*}
& D_{t}^{m} v+\sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(v+u_{i n t}(t, x)\right)\right\}\right) c_{j, \alpha}\left(t, D_{t}, D_{x}\right) v  \tag{2.1}\\
& \quad=G\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(v+u_{i n t}(t, x)\right)\right\}\right)
\end{align*}
$$

Here the following notaion
(2.2) $G\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(v+u_{\text {int }}(t, x)\right)\right\}\right):=F\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(v+u_{\text {int }}(t, x)\right)\right\}\right)$

$$
-\sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(v+u_{i n t}(t, x)\right)\right\}\right) c_{j, \alpha}\left(t, D_{t}, D_{x}\right) u_{i n t}(t, x)
$$

is used. Moreover,

$$
\begin{equation*}
D_{t}^{l} v(0, x)=0, \quad l=0, \ldots, m-1 \tag{2.3}
\end{equation*}
$$

Consider the solution $u^{(0)}(t, x)$ to the Cauchy problem

$$
\begin{align*}
& D_{t}^{m} u^{(0)}+\sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(0)}+u_{i n t}(t, x)\right)\right\}\right) c_{j, \alpha}\left(t, D_{t}, D_{x}\right) \varepsilon_{j, \alpha} u^{(0)}  \tag{2.4}\\
& \quad=G\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(0)}+u_{i n t}(t, x)\right)\right\}\right)
\end{align*}
$$

$$
\begin{equation*}
D_{t}^{l} u^{(0)}(0, x)=0, \quad l=0, \ldots, m-1 \tag{2.5}
\end{equation*}
$$

where $\varepsilon_{l, \gamma}=1$ when $|\gamma|=0$, while $\varepsilon_{l, \gamma}=0$ when $|\gamma| \neq 0, l=k, j, \gamma=\alpha, \beta$. For every given $s$ the solution $u^{(0)}$ exists uniquely in $\bigcap_{k-0}^{m} C^{k}\left(\left[0, T_{0}\right] ; H^{s-k}\left(\boldsymbol{T}^{n}\right)\right)$, $T_{0}>0$, provided that the constant $\gamma$ of Theorem 0.1 is large enough.

Further, consider the solution $u^{(1)}(t, x)$ to the Cauchy problem

$$
\begin{align*}
& D_{t}^{m} u^{(1)}+\sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(1)}+u^{(0)}(t, x)+u_{i n t}(t, x)\right)\right\}\right)  \tag{2.6}\\
& \quad \times c_{j, \alpha}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{j, \alpha} u^{(1)}+u^{(0)}(t, x)\right) \\
& = \\
& \quad G\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(1)}+u^{(0)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
& \quad-G\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(0)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
& \quad+\sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(0)}(t, x)+u_{\text {int }}(t, x)\right)\right\}\right) \\
& \quad \times c_{j, \alpha}\left(t, D_{t}, D_{x}\right) \varepsilon_{j, \alpha} u^{(0)}(t, x)
\end{align*}
$$

$$
\begin{equation*}
D_{t}^{l} u^{(1)}(0, x)=0, \quad l=0, \ldots, m-1 \tag{2.7}
\end{equation*}
$$

The solution $u^{(1)}$ exists uniquely in $\bigcap_{k-0}^{m} C^{k}\left(\left[0, T_{1}\right] ; H^{s-k}\left(T^{n}\right)\right), T_{1}>0$, provided that $\gamma$ is large enough.

Then we continue step by step and at last step we consider the solution $u^{(n)}(t, x)$ to the Cauchy problem

$$
\begin{align*}
& D_{t}^{m} u^{(n)}+\sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(n)}+\sum_{k=0}^{n-1} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right)  \tag{2.8}\\
& \quad \times c_{j, \alpha}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{j, \alpha} u^{(n)}+\sum_{k=0}^{n-1} u^{(k)}(t, x)\right)
\end{align*}
$$

$$
\begin{align*}
& =G\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(n)}+\sum_{k=0}^{n-1} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
& -G\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{n-1}+\sum_{k=0}^{n-2} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
& +\sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{n-1}+\sum_{k=0}^{n-2} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
& \times c_{j, \alpha}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{j, \alpha} u^{n-1}+\sum_{k=0}^{n-2} u^{(k)}(t, x)\right), \\
& \quad D_{t}^{l} u^{(n)}(0, x)=0, \quad l=0, \ldots, m-1 . \tag{2.9}
\end{align*}
$$

The solution $u^{(n)}$ exists uniquely in $\bigcap_{k-0}^{m} C^{k}\left(\left[0, T_{n}\right] ; H^{s-k}\left(T^{n}\right)\right), T_{n}>0$, provided that $\gamma$ is large enough.

At last consider the solution $w(t, x)$ to the Cauchy problem

$$
\begin{align*}
& D_{t}^{m} w+\sum_{j+|x| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(w+\sum_{k=0}^{n} u^{(k)}(t, x)+u_{\text {int }}(t, x)\right)\right\}\right)  \tag{2.10}\\
& \times c_{j, \alpha}\left(t, D_{t}, D_{x}\right) w \\
&= G\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(w+\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
&-G\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(n)}(t, x)+\sum_{k=0}^{n-1} u^{(k)}(t, x)+u_{\text {int }}(t, x)\right)\right\}\right) \\
& \quad \sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(w+\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
& \times c_{j, \alpha}\left(t, D_{t}, D_{x}\right) \sum_{k=0}^{n} u^{(k)}(t, x) \\
&+\sum_{j+|x| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(n)}(t, x)+\sum_{k=0}^{n-1} u^{(k)}(t, x)+u_{\text {int }}(t, x)\right)\right\}\right) \\
& \quad \times c_{j, \alpha}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{j, \alpha} u^{(n)}(t, x)+\sum_{k=0}^{n-1} u^{(k)}(t, x)\right),
\end{align*}
$$

$$
\begin{equation*}
D_{l}^{l} w(0, x)=0, \quad l=0, \ldots, m-1 \tag{2.11}
\end{equation*}
$$

Thus we have proved the following
Lemma 2.1. Assume that the functions $u^{(k)}(t, x), k=0, \ldots, n$ are given by (2.4) to (2.9). If $w(t, x)$ solves (2.10), (2.11) then

$$
\begin{equation*}
u(t, x)=w(t, x)+\sum_{k=0}^{n} u^{(k)}(t, x)+u_{\text {int }}(t, x) \tag{2.12}
\end{equation*}
$$

solves (0.1), (0.5) and vice versa.
The following lemma shows a benefit of the representation (2.12).
Lemma 2.2. For every given $N$ numbers $n$ and $\gamma$ can be chosen such that if $g_{l}(x) \in H^{\gamma+m-l}\left(T^{n}\right), l=0, \ldots, m-1$, then the right-hand side of (2.10)

$$
\begin{aligned}
f_{n}:= & G\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
& -G\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(n)}(t, x)+\sum_{k=0}^{n-1} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
& -\sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
& \times c_{j, \alpha}\left(t, D_{t}, D_{x}\right) \sum_{k=0}^{n} u^{(k)}(t, x) \\
& +\sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\right.\right. \\
& \times c_{j, \alpha}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{j, \alpha} u^{(n)}(t, x)+\sum_{k=0}^{n-1} u^{(k)}(t, x)\right)
\end{aligned}
$$

at $w=0$ has the following behaviour

$$
\begin{equation*}
f_{n}=O\left(\lambda^{N}(t)\right) \quad \text { as } t \rightarrow 0 . \tag{2.13}
\end{equation*}
$$

Moreover if $w$ with

$$
D_{t}^{l} w \in C\left([0, T] ; H^{M-l}\left(T^{n}\right)\right) \cap L^{\infty}\left([0, T] ; H^{M+m-l}\left(\mathbb{T}^{n}\right)\right), \quad l=0, \ldots, m-1
$$

solves (2.10), (2.11) with above mentioned $g_{l}(x)$, then

$$
\begin{equation*}
\sum_{k=0}^{m-1}\left\|D_{t}^{k} w(t)\right\|_{H^{m-k-1}\left(T^{n}\right)}=O\left(\lambda^{N}(t)\right) \quad \text { as } t \rightarrow 0 \tag{2.14}
\end{equation*}
$$

Proof. In contrast to the beginning of the proof of Theorem 1.1, we have in (2.4), (2.6), (2.8) instead of linear ordinary differential equations, nonlinear ones. Therefore we rewrite, for example (2.6), (2.7) as a Cauchy problem for a quasilinear symmetric hyperbolic system of the first order

$$
\begin{equation*}
\frac{\partial \mathscr{U}}{\partial t}=g(t, x, \mathscr{U}), \quad \mathscr{U}(0, x)=0 \tag{2.15}
\end{equation*}
$$

for $\mathscr{U}:={ }^{t}\left(\mathscr{U}_{1}, \ldots, \mathscr{U}_{m}\right):={ }^{t}\left(u^{(1)}, \partial_{t} u^{(1)}, \ldots, \partial_{t}^{m-1} u^{(1)}\right)$. This system can be handled similarly to (5.1.1) of Section 5.1 [22]. The only difference is that in our case the function $g(t, x, \mathscr{U})$ is not $C^{\infty}$ smooth in its argument $x$. Nevertheless, the last circumstance does not bring any new difficulties. As a matter of fact to get a solution $\mathscr{U} \in C^{1}\left(\left[0, T_{1}\right] ; H^{s}\left(T^{n}\right)\right), s>1+n / 2$, it is enough to assume that $\partial_{t}^{i} \partial_{\mathscr{U}}^{j} g(t, x, \mathscr{U})$ belongs to $C\left(\left[0, T_{1}\right] \times \mathbb{R}^{m} ; H^{s}\left(T^{n}\right)\right)$ for all $i \leq 1$ and all $j$ (See Prop. 5.1.D [22]). But we need some additional estimates. Therefore we write

$$
g(t, x, \mathscr{U})=g_{0}(t, x)+G(t, x, \mathscr{U}) \mathscr{U} .
$$

Then, by means of Freidrichs mollifier $J_{\varepsilon}, \varepsilon \in(0,1]$, consider a solution $\mathscr{U}_{\varepsilon}$ to the Cauchy problem

$$
\frac{\partial \mathscr{U}_{\varepsilon}}{\partial t}=J_{\varepsilon} g_{0}(t, x)+J_{\varepsilon} G\left(t, x, J_{\varepsilon} \mathscr{U}_{\varepsilon}\right) J_{\varepsilon} \mathscr{U}_{\varepsilon}, \quad \mathscr{U}_{\varepsilon}(0, x)=0 .
$$

According to discussion in Section 5.1 [22] (with $A_{j}(t, x, u) \equiv 0$ in (5.1.1) [22]) the solution $\mathscr{U}_{\varepsilon}$ exists for $t$ in the interval independent of $\varepsilon \in(0,1]$, and has a limit as $\varepsilon \rightarrow 0$ solving (2.15). Then, by means of Moser estimates and Sobolev imbedding theorem, by means of Bihari's [3] and Gronwall's inequality (see pp. 110-113 [22]) we obtain that with some positive $B$ the following inequality

$$
\left\|\mathscr{U}_{\varepsilon}(t)\right\|_{s} \leq C_{s} \int_{0}^{t}\left\|g_{0}(\tau, x)\right\|_{s} d \tau
$$

holds for all $t \in[0, B), \varepsilon \in(0,1]$. It follows an estimate

$$
\begin{equation*}
\|\mathscr{U}(t)\|_{s} \leq C \int_{0}^{t}\left\|g_{0}(\tau, x)\right\|_{s} d \tau, \quad t \in[0, B) \tag{2.16}
\end{equation*}
$$

for the solution $\mathscr{U}$.
Thus, to estimate $\sum_{k=0}^{m-1}\left\|D_{i}^{k} u^{(1)}(t)\right\|_{H^{m-1+s}\left(T^{n}\right)}$ we consider the following two integrals:

$$
\begin{align*}
& \int_{0}^{t} \| G\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(u^{(0)}(t, x)+u_{i n t}(t, x)\right)\right\}\right)  \tag{2.17}\\
& \quad-G\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(0)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \|_{s} d \tau \\
& \int_{0}^{t} \|-\sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(u^{(0)}(t, x)+u_{i n t}(t, x)\right)\right\}\right)  \tag{2.18}\\
& \quad \times c_{j, \alpha}\left(t, D_{t}, D_{x}\right)\left(u^{(0)}(t, x)\right) \\
& \quad+\sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(0)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
& \quad \times c_{j, \alpha}\left(t, D_{t}, D_{x}\right) \varepsilon_{j, \alpha} u^{(0)}(t, x) \|_{s} d \tau
\end{align*}
$$

One can write

$$
\begin{align*}
& G\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(u^{(0)}(t, x)+u_{\text {int }}(t, x)\right)\right\}\right)  \tag{2.19}\\
& \quad-G\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(0)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
& = \\
& \int_{0}^{1} \sum_{k, \beta,|\beta| \neq 0} G^{(k, \beta)}\left(t, x,\left\{c _ { k , \beta } ( t , D _ { t } , D _ { x } ) \left(\theta u^{(0)}(t, x)\right.\right.\right. \\
& \left.\left.\left.\quad+u_{\text {int }}(t, x)\right)\right\}\right) d \theta c_{k, \beta}\left(t, D_{t}, D_{x}\right) u^{(0)}(t, x)
\end{align*}
$$

Now one has only to take into account the existence of multipliers $\lambda^{m-k}(t) \Lambda^{k+|\beta|-m}(t)$ and repeat the arguments of the beginning of the proof of Theorem 1.1:

$$
\begin{aligned}
\int_{0}^{t} \| & G\left(\tau, x,\left\{c_{k, \beta}\left(\tau, D_{\tau}, D_{x}\right)\left(u^{(0)}(\tau, x)+u_{\text {int }}(\tau, x)\right)\right\}\right) \\
& -G\left(\tau, x,\left\{c_{k, \beta}\left(\tau, D_{\tau}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(0)}(\tau, x)+u_{\text {int }}(\tau, x)\right)\right\}\right) \|_{s} d \tau
\end{aligned}
$$

$$
\begin{aligned}
\leq & C_{s} \int_{0}^{t} \int_{0}^{1} \sum_{k, \beta,|\beta| \neq 0} \| G^{(k, \beta)}\left(t, x,\left\{c _ { k , \beta } ( t , D _ { t } , D _ { x } ) \left(\theta u^{(0)}(t, x)\right.\right.\right. \\
& \left.\left.\left.+u_{i n t}(t, x)\right)\right\}\right) d \theta c_{k, \beta}\left(t, D_{t}, D_{x}\right) u^{(0)}(t, x) \|_{s} d \tau \\
\leq & C_{s} \int_{0}^{t} \int_{0}^{1} \sum_{k, \beta,|\beta| \neq 0} \| G^{(k, \beta)}\left(t, x,\left\{c _ { k , \beta } ( t , D _ { t } , D _ { x } ) \left(\theta u^{(0)}(t, x)\right.\right.\right. \\
& \left.\left.\left.+u_{i n t}(t, x)\right)\right\}\right) d \theta D_{t}^{k} D_{x}^{\beta} u^{(0)}(\tau, x) \|_{s} \lambda^{m-k}(\tau) \Lambda^{k+|\beta|-m}(\tau) d \tau \\
\leq & C_{s}^{\prime} \lambda^{\varepsilon}(t) \int_{0}^{1} \sum_{k, \beta,|\beta| \neq 0} \| G^{(k, \beta)}\left(t, x,\left\{c _ { k , \beta } ( t , D _ { t } , D _ { x } ) \left(\theta u^{(0)}(t, x)\right.\right.\right. \\
& \left.\left.\left.+u_{i n t}(t, x)\right)\right\}\right) d \theta D_{t}^{k} D_{x}^{\beta} u^{(0)}(\tau, x) \|_{s} .
\end{aligned}
$$

The integral (2.18) can be estimated in the same way. Moreover, the all other functions $u^{(k)}$ can be considered in the same manner. Thus, the asymptotic behaviour (2.13) can be achieved step by step.

To prove (2.14) one can write once more (2.10), (2.11) in the form

$$
\frac{\partial \mathscr{W}}{\partial t}=G(t, x, \mathscr{W})+G_{0}\left(t, x, \lambda(t) D_{x} \mathscr{W}\right) \lambda(t) D_{x} \mathscr{W}, \quad \mathscr{W}(0, x)=0
$$

then according to estimate (2.16),

$$
\|\mathscr{W}(t)\|_{s} \leq C_{s} \int_{0}^{t}\left\|G_{0}\left(\tau, x, \lambda(\tau) D_{x} \mathscr{W}\right) \lambda(\tau) D_{x} \mathscr{W}(\tau, x)\right\|_{s} d \tau, \quad t \in[0, B)
$$

It remains to apply it step by step. The lemma is proved.
Remark 2.1. Above described reduction is responsible for the loss of regularity, counted by $\gamma$, in Theorem 0.1 , and connected with multiplicity of characteristics.

Remark 2.2. For the following is important, that the crucial constant in the differential inequality will be obtained below, is changing on small quantity in every step of above described reduction.

## 3. Reduction to the "first-order" system

According to the results of the previous section to solve the problem (0.1), $(0.5)$ is equivalent to solve the problem (2.10), (2.11) for a function $w$. Further,
for the solution $w$ of (2.10) we consider a vector-valued function

$$
\begin{equation*}
\mathscr{U}:={ }^{t}\left(\mathscr{U}^{1}, \ldots, \mathscr{U}^{m}\right), \quad \mathscr{U}^{k}:=\lambda^{m-k}(t)\left\langle D_{x}\right\rangle^{m-k} D_{t}^{k-1} w, \quad k=1, \ldots, m, \tag{3.1}
\end{equation*}
$$

where the symbol of the operator $\left\langle D_{x}\right\rangle$ is $\langle\xi\rangle$. For $c_{k, \beta}\left(t, D_{t}, D_{x}\right) w$ of (2.10) we have
(3.2) $\quad c_{k, \beta}\left(t, D_{t}, D_{x}\right) w=\left\{\begin{array}{l}\frac{\lambda}{\Lambda}\left(\frac{1}{\Lambda}\right)^{m-l-|\beta|}\left\langle D_{x}\right\rangle^{l-m} D_{x}^{\beta} \mathscr{U}^{l}, \quad \text { if }|\beta| \neq 0, l=k+1 ; \\ \lambda^{l-m}\left\langle D_{x}\right\rangle^{l-m} \mathscr{U}^{l}, \quad \text { if }|\beta|=0, l=k+1,\end{array}\right.$
where $|\beta|+l \leq m$. We will use a notation

$$
\begin{equation*}
c_{k, \beta}\left(t, D_{l}, D_{x}\right) w=\tilde{C}_{l \beta}\left(t, D_{x}\right) \mathscr{U}^{l} \tag{3.3}
\end{equation*}
$$

Thus we obtain
(3.4) $\quad D_{t} \mathscr{U}^{m}+\sum_{j+|x| \leq m, j<m}$

$$
\begin{aligned}
& a_{j, \alpha}\left(t, x,\left\{\tilde{C}_{l \beta}\left(t, D_{x}\right) \mathscr{U}^{l}+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
& \times \Lambda^{j+|\alpha|-m}(t) D_{x}^{\alpha}\left\langle D_{x}\right\rangle^{j-m} \lambda(t)\left\langle D_{x}\right\rangle \mathscr{U}^{j+1} \\
= & G\left(t, x,\left\{\tilde{C}_{l \beta}\left(t, D_{x}\right) \mathscr{U}^{l}+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
& -G\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(n)}(t, x)+\sum_{k=0}^{n-1} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
& -\sum_{j+|\alpha| \leq m, j<m} \\
& a_{j, \alpha}\left(t, x,\left\{\tilde{C}_{l \beta}\left(t, D_{x}\right) \mathscr{U}^{l}+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
& \times c_{j, \alpha}\left(t, D_{t}, D_{x}\right) \sum_{k=0}^{n} u^{(k)}(t, x)
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{j+|\alpha| \leq m, j<m} \\
& a_{j, \alpha}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(n)}(t, x)+\sum_{k=0}^{n-1} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
& \times c_{j, \alpha}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(n)}(t, x)+\sum_{k=0}^{n} u^{(k)}(t, x)\right), \\
& \mathscr{U}(0, x)=0, \quad l=0, \ldots, m-1 .
\end{aligned}
$$

In what follows we use (1.12) to (1.15) and for the sake of brevity the following writing

$$
\left\langle D_{x}\right\rangle^{1-m} D_{x}^{\beta} \mathscr{U}^{l}(t, x)=i^{m-l-|\beta|}\left\langle D_{x}\right\rangle^{-|\beta|} D_{x}^{\beta} I^{m-l-|\beta|} \lambda^{-|\beta|} \mathscr{U}^{m-|\beta|} .
$$

Thus

$$
\tilde{C}_{l \beta}\left(t, D_{x}\right) \mathscr{U}^{l}=C_{l \beta}\left(t, \operatorname{Int}, D_{x}\right) \mathscr{U}
$$

where the operator-valued matrix is defined by

$$
C_{l \beta}\left(t, \text { Int }, D_{x}\right) \mathscr{U}= \begin{cases}\frac{\lambda}{\Lambda}\left(\frac{1}{\Lambda}\right)^{m-l-|\beta|}\left\langle D_{x}\right\rangle^{-|\beta|} D_{x}^{\beta} I^{m-l-|\beta|} \lambda^{-|\beta|} \mathscr{U}^{m-|\beta|}, & \text { if }|\beta| \neq 0  \tag{3.6}\\ \lambda^{l-m} I^{m-l-1} \mathscr{U}^{m}, & \text { if }|\beta|=0\end{cases}
$$

Lemma 3.1. Let $|\beta| \neq 0$ and assume that $\left\|\mathscr{U}^{m-|\beta|}(t)\right\|_{H^{s}} \leq C \lambda^{N}(t)$. Then

$$
\begin{equation*}
\left\|\tilde{C}_{l \beta}\left(t, D_{x}\right) \mathscr{U}^{l}(t)\right\|_{H^{s}} \leq C_{N} \frac{\lambda(t)}{\Lambda^{2}(t)} \lambda^{m-l}(t) \int_{0}^{t} \lambda^{l-m+1}(\tau)\left\|\mathscr{U}^{m-|\beta|}(\tau)\right\|_{H^{s}} d \tau \tag{3.7}
\end{equation*}
$$

Proof. It is simple consequence of (1.13).
On the other hand one can easily obtain the following

$$
\begin{align*}
& G\left(t, x,\left\{\tilde{C}_{l \beta}\left(t, D_{x}\right) \mathscr{U}^{l}+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{\text {int }}(t, x)\right)\right\}\right)  \tag{3.8}\\
& \quad-G\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(n)}(t, x)+\sum_{k=0}^{n-1} u^{(k)}(t, x)+u_{\text {int }}(t, x)\right)\right\}\right)
\end{align*}
$$

$$
\begin{aligned}
= & G\left(t, x,\left\{\tilde{C}_{l \beta}\left(t, D_{x}\right) \mathscr{U}^{l}+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
& -G\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
& +G\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(u^{(n)}(t, x)+\sum_{k=0}^{n-1} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
& -G\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(n)}(t, x)+\sum_{k=0}^{n-1} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
= & \sum_{l, \beta}\left(\int _ { 0 } ^ { 1 } G _ { ( k , \beta ) } ^ { \prime } \left(t, x,\left\{\tilde{C}_{l \beta}\left(t, D_{x}\right) \mathscr{U}^{l}\right.\right.\right. \\
& \left.\left.\left.+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) d \tau\right) \tilde{C}_{l \beta}\left(t, D_{x}\right) \mathscr{U}^{l} \\
& +\sum_{|\beta| \neq 0}\left(c_{k, \beta}\left(t, D_{t}, D_{x}\right) u^{(n)}(t, x)\right) \int_{0}^{1} G_{(k, \beta)}^{\prime}\left(t, x,\left\{\tau c_{k, \beta}\left(t, D_{t}, D_{x}\right) u^{(n)}(t, x)\right.\right. \\
& \left.\left.+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n-1} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) d \tau .
\end{aligned}
$$

Analogously

$$
\begin{align*}
& \sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{\tilde{C}_{l \beta}\left(t, D_{x}\right) \mathscr{U}^{l}+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right)  \tag{3.9}\\
& \times c_{j, \alpha}\left(t, D_{t}, D_{x}\right) \sum_{k=0}^{n} u^{(k)}(t, x) \\
& -\sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{c _ { k , \beta } ( t , D _ { t } , D _ { x } ) \left(\varepsilon_{k, \beta} u^{(n)}(t, x)\right.\right.\right. \\
& \left.\left.\left.\quad+\sum_{k=0}^{n-1} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) \\
& \quad \times c_{j, \alpha}\left(t, D_{t}, D_{x}\right)\left(\varepsilon_{k, \beta} u^{(n)}(t, x)+\sum_{k=0}^{n} u^{(k)}(t, x)\right)
\end{align*}
$$

$$
=\sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{\tilde{C}_{l \beta}\left(t, D_{x}\right) \mathscr{U}^{l}\right.\right.
$$

$$
\left.\left.+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right)
$$

$$
\times c_{j, \alpha}\left(t, D_{t}, D_{x}\right) \sum_{k=0}^{n} u^{(k)}(t, x)
$$

$$
-\sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right)
$$

$$
\times c_{j, \alpha}\left(t, D_{t}, D_{x}\right) \sum_{k=0}^{n} u^{(k)}(t, x)
$$

$$
+\sum_{j+|x| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(u^{(n)}(t, x)+\sum_{k=0}^{n-1} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right)
$$

$$
\times c_{j, \alpha}\left(t, D_{t}, D_{x}\right) \sum_{k=0}^{n-1} u^{(k)}(t, x)
$$

$$
-\sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{c _ { k , \beta } ( t , D _ { t } , D _ { x } ) \left(\varepsilon_{k, \beta} u^{(n)}(t, x)\right.\right.\right.
$$

$$
\left.\left.\left.+\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right)
$$

$$
\times c_{j, \alpha}\left(t, D_{t}, D_{x}\right) \sum_{k=0}^{n} u^{(k)}(t, x)
$$

$$
=\sum_{l, \beta, l=k+1} \tilde{C}_{l \beta}\left(t, D_{x}\right) \mathscr{U}^{l} \int_{0}^{1} \sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha(k, \beta)}\left(t, x,\left\{\tau \tilde{C}_{l \beta}\left(t, D_{x}\right) \mathscr{U}^{l}\right.\right.
$$

$$
\left.\left.+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) d \tau
$$

$$
\times c_{j, \alpha}\left(t, D_{t}, D_{x}\right) \sum_{k=0}^{n} u^{(k)}(t, x)
$$

$$
\begin{aligned}
& +\sum_{|\beta| \neq 0} c_{k, \beta}\left(t, D_{t}, D_{x}\right) u^{(n)}(t, x) \int_{0}^{1} \sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha(k, \beta)}\left(t, x,\left\{\tau c_{k, \beta}\left(t, D_{t}, D_{x}\right) u^{(n)}(t, x)\right.\right. \\
& \left.\left.+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n-1} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) d \tau c_{j, \alpha}\left(t, D_{t}, D_{x}\right) \sum_{k=0}^{n} u^{(k)}(t, x)
\end{aligned}
$$

Finally we can rewrite (3.4) to (3.6) as a Cauchy problem for first order integro-differential system for a vector-valued function $\mathscr{U}$ in the following way

$$
\begin{align*}
\frac{\partial \mathscr{U}}{\partial t}= & K\left(t, x,\left\{C_{l \beta}\left(t, \operatorname{Int}, D_{x}\right) \mathscr{U}\right\}, D_{x}\right) \mathscr{U}+K_{0}(t) \mathscr{U}  \tag{3.10}\\
& +\tilde{F}\left(t, x,\left\{C_{l \beta}\left(t, \operatorname{In} t, D_{x}\right) \mathscr{U}\right\}, D_{x}\right) \mathscr{U}+\tilde{F}_{n}(t, x), \\
& \mathscr{U}(0, x)=0 . \tag{3.11}
\end{align*}
$$

Here $K=K(t, \mathscr{U})$ is a family of pseudodifferential operators in $\operatorname{OPS}^{1}\left(T^{n}\right)$ depending on $t$ and $\mathscr{U}, K_{0}(t)$ is a diagonal matrix with elements $\left(K_{0}(t)\right)_{u}=$ $\left\{(m-l) \lambda^{\prime}(t) / \lambda(y)\right\}_{l=1}^{m}$ while

$$
\begin{align*}
& \tilde{F}\left(t, x,\left\{C_{l \beta}\left(t, \operatorname{Int}, D_{x}\right) \mathscr{U}\right\}, D_{x}\right) \mathscr{V}  \tag{3.12}\\
&=-\sum_{j+|\alpha| \leq m-1} \Lambda(t)^{j+|\alpha|-m} \lambda(t) a_{j, \alpha}\left(t, x,\left\{\tilde{C}_{l \beta}\left(t, D_{x}\right) \mathscr{U}^{l}\right.\right. \\
&\left.\left.+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right)\left\langle D_{x}\right\rangle^{j-m+1} D_{x}^{\alpha} \mathscr{V}^{j+1} \\
&+\sum_{l, \beta}\left(\tilde{C}_{l \beta}\left(t, D_{x}\right) \mathscr{V}^{l}\right) \int_{0}^{1} G_{(k, \beta)}^{\prime}\left(t, x,\left\{\tilde{C}_{l \beta}\left(t, D_{x}\right) \mathscr{U}^{l}\right.\right. \\
&\left.\left.+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) d \tau \\
&-\sum_{l, \beta}\left(\tilde{C}_{l \beta}\left(t, D_{x}\right) \mathscr{V}^{l}\right) \int_{0}^{1} \sum_{j+|\alpha| \leq m, j<m} \\
& \times a_{j, \alpha(k, \beta)}^{\prime}\left(t, x,\left\{\tau \tilde{C}_{l \beta}\left(t, D_{x}\right) \mathscr{U}^{l}\right.\right. \\
&\left.\left.+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) d \tau \\
& \times c_{j, \alpha}\left(t, D_{t}, D_{x}\right) \sum_{k=0}^{n} u^{(k)}(t, x)
\end{align*}
$$

$$
\begin{align*}
\tilde{F}_{n}(t, x)=\sum_{l, \beta} & c_{k, \beta}\left(t, D_{t}, D_{x}\right) u^{(n)}(t, x) \int_{0}^{1} G_{(k, \beta)}^{\prime}\left(t, x,\left\{\tau c_{k, \beta}\left(t, D_{t}, D_{x}\right) u^{(n)}(t, x)\right.\right.  \tag{3.13}\\
& \left.\left.+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n-1} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) d \tau \\
& -\sum_{|\beta| \neq 0} c_{k, \beta}\left(t, D_{t}, D_{x}\right) u^{(n)}(t, x) \\
& \times \int_{0_{j+|\alpha| \leq m, j<m}^{1} a_{j, \alpha(k, \beta)}\left(t, x,\left\{\tau c_{k, \beta}\left(t, D_{t}, D_{x}\right) u^{(n)}(t, x)\right.\right.} \\
& \left.\left.+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n-1} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) d \tau \\
& \times c_{j, x}\left(t, D_{t}, D_{x}\right) \sum_{k=0}^{n} u^{(k)}(t, x)
\end{align*}
$$

## 4. Proof of Theorem 0.1

To prove Theorem 0.1 we use the following iterative method. For a given $\mathscr{U}(t, x)$ defined on $[0, T] \times \mathbb{T}^{n}$ with $\mathscr{U}(0, x)=0$ we define $Q \mathscr{U}:=\mathscr{V}$ to be the solution to the system

$$
\begin{gather*}
\frac{\partial \mathscr{V}}{\partial t}=K\left(t, x,\left\{C_{l \beta}\left(t, I \lambda, D_{x}\right) \mathscr{U}\right\}, D_{x}\right) \mathscr{V}+K_{0}(t) \mathscr{V}  \tag{4.1}\\
+\tilde{F}\left(t, x,\left\{C_{l \beta}\left(t, I \lambda, D_{x}\right) \mathscr{U}\right\}, D_{x}\right) \mathscr{V}+\tilde{F}_{n}(t, x) \\
\mathscr{V}(0, x)=0 \tag{4.2}
\end{gather*}
$$

where

$$
\begin{equation*}
\tilde{F}_{n} \in \lambda^{N} C\left([0, T] ; H^{s}\left(T^{n}\right)\right) \tag{4.3}
\end{equation*}
$$

For the sake of simplicity of notations we consider the case of equation (0.1) with terms $c_{k, \beta}\left(t, D_{t}, D_{x}\right) u, k+|\beta|=m-1$, only. Moreover we assume that $a_{j, \alpha}=$ 0 for $j+|\alpha| \leq m-2$. Thus we consider the following most important special case of equation (0.1):

$$
\begin{align*}
D_{t}^{m} u & +\sum_{m-1 \leq j+|x| \leq m, j<m} a_{j, \alpha}\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right) u\right\}\right) c_{j, \alpha}\left(t, D_{t}, D_{x}\right) u  \tag{4.4}\\
& =F\left(t, x,\left\{c_{k, \beta}\left(t, D_{t}, D_{x}\right) u\right\}\right)
\end{align*}
$$

where $k+|\beta|=m-1$. At that rate system (4.1) becomes

$$
\begin{align*}
\frac{\partial \mathscr{V}}{\partial t}= & K\left(t, x,\left\{\frac{\lambda^{\prime}(t)}{\lambda(t)} c_{\beta}\left(D_{x}\right) \mathscr{U}^{k+1}\right\}, D_{x}\right) \mathscr{V}+K_{0}(t) \mathscr{V}  \tag{4.5}\\
& +\tilde{F}\left(t, x,\left\{\frac{\lambda^{\prime}(t)}{\lambda(t)} c_{\beta}\left(D_{x}\right) \mathscr{U}^{k+1}\right\}, D_{x}\right) \mathscr{V}+\tilde{F}_{n}(t, x)
\end{align*}
$$

where

$$
\begin{equation*}
c_{\beta}\left(D_{x}\right)=\left\langle D_{x}\right\rangle^{-|\beta|} D_{x}^{\beta} \tag{4.6}
\end{equation*}
$$

is a zero-order pseudodifferential operator, while

$$
\begin{align*}
& \tilde{F}\left(t, x,\left\{\frac{\lambda^{\prime}(t)}{\lambda(t)} c_{\beta}\left(D_{x}\right) \mathscr{U}^{k+1}\right\}, D_{x}\right) \mathscr{V}  \tag{4.7}\\
&=-\frac{\lambda(t)}{\Lambda(t)} \sum_{j+|x|=m-1} a_{j, \alpha}\left(t, x,\left\{\frac{\lambda^{\prime}(t)}{\lambda(t)} c_{\beta}\left(D_{x}\right) \mathscr{U}^{k+1}\right.\right. \\
&\left.\left.+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right)\left\langle D_{x}\right\rangle^{-|\alpha|} D_{x}^{\alpha} \mathscr{V}^{j+1} \\
&+\sum_{k+|\beta|=m-1}\left(\frac{\lambda^{\prime}(t)}{\lambda(t)}\left\langle D_{x}\right\rangle^{-|\beta|} D_{x}^{\beta} \mathscr{V}^{k+1}\right) \int_{0}^{1} G_{(k, \beta)}^{\prime}\left(t, x,\left\{\tau \frac{\lambda^{\prime}(t)}{\lambda(t)} c_{\beta}\left(D_{x}\right) \mathscr{U}^{k+1}\right.\right. \\
&\left.\left.+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) d \tau \\
&-\sum_{k+|\beta|=m-1}\left(\frac{\lambda^{\prime}(t)}{\lambda(t)} c_{\beta}\left(D_{x}\right) \mathscr{V}^{k+1}\right) \int_{0}^{1} \sum_{j+|\alpha| \leq m, j<m} a_{j, \alpha(k, \beta)}^{\prime}\left(t, x,\left\{\frac{\lambda^{\prime}(t)}{\lambda(t)} c_{\beta}\left(D_{x}\right) \mathscr{U ^ { k + 1 }}\right.\right. \\
&\left.\left.+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) d \tau c_{j, \alpha}\left(t, D_{t}, D_{x}\right) \sum_{k=0}^{n} u^{(k)}(t, x) .
\end{align*}
$$

If we introduce a diagonal matrix of zero-order pseudodifferential operators $C_{\beta}\left(t, D_{x}\right)$ by

$$
\begin{equation*}
\left(C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right)_{k}:=\delta_{m, k+|\beta|} \frac{\lambda^{\prime}(t)}{\lambda(t)} c_{\beta}\left(D_{x}\right) \mathscr{U}^{k}, \tag{4.8}
\end{equation*}
$$

then for (4.1) we get more simple representation

$$
\begin{align*}
\frac{\partial \mathscr{V}}{\partial t}= & K\left(t, x,\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}, D_{x}\right) \mathscr{V}+K_{0}(t) \mathscr{V}  \tag{4.9}\\
& +\tilde{F}\left(t, x,\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}, D_{x}\right) \mathscr{V}+\tilde{F}_{n}(t, x)
\end{align*}
$$

where

$$
\begin{align*}
\tilde{F}(t, x, & \left.\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}, D_{x}\right) \mathscr{V}  \tag{4.10}\\
= & -\frac{\lambda(t)}{\Lambda(t)} \sum_{j+|\alpha|=m-1} a_{j, \alpha}\left(t, x,\left\{\tilde{C}_{l \beta}\left(t, D_{x}\right) \mathscr{U}^{l}\right.\right. \\
& \left.\left.+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right)\left\langle D_{x}\right\rangle^{-|\alpha|} D_{x}^{\alpha} \mathscr{V}^{j+1} \\
& +\sum_{k+|\beta|=m-1}\left(\frac{\lambda^{\prime}(t)}{\lambda(t)}\left\langle D_{x}\right\rangle^{-|\beta|} D_{x}^{\beta} \mathscr{V}^{k+1}\right) \int_{0}^{1} G_{(k, \beta)}^{\prime}\left(t, x,\left\{\tau \frac{\lambda^{\prime}(t)}{\lambda(t)} c_{\beta}\left(D_{x}\right) \mathscr{U}^{k+1}\right.\right. \\
& \left.\left.+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) d \tau \\
& -\sum_{k+|\beta|=m-1}\left(\frac{\lambda^{\prime}(t)}{\lambda(t)} c_{\beta}\left(D_{x}\right) \mathscr{V}^{k+1}\right) \int_{0}^{1} \sum_{j+|\alpha| \leq m, j<m}^{1} a_{j, \alpha(k, \beta)}^{\prime}\left(t, x,\left\{\frac{\lambda^{\prime}(t)}{\lambda(t)} c_{\beta}\left(D_{x}\right) \mathscr{U}^{k+1}\right.\right. \\
& \left.\left.+c_{k, \beta}\left(t, D_{t}, D_{x}\right)\left(\sum_{k=0}^{n} u^{(k)}(t, x)+u_{i n t}(t, x)\right)\right\}\right) d \tau \\
& \times c_{j, \alpha}\left(t, D_{t}, D_{x}\right) \sum_{k=0}^{n} u^{(k)}(t, x) .
\end{align*}
$$

The Cauchy problem (4.4), (4.2) can be handled in the same way as it is done in Sec. 5 Ch . IV [21]. The only difference is that instead of Gronwall's inequality one has to apply Nersesian's lemma.

Suppose that
(4.11) $\mathscr{U} \in \lambda^{N} C\left([0, T] ; H^{M}\left(T^{n}\right)\right)$ and $\quad(\partial / \partial t) \mathscr{U} \in \lambda^{\prime} \lambda^{N-1} C\left([0, T] ; H^{M-1}\left(T^{n}\right)\right)$.

First of all, take $M$ and $N$ large enough so that there is a unique solution $\mathscr{V} \in \lambda^{N} C\left([0, T] ; H^{n}\left(T^{n}\right)\right)$ and $(\partial / \partial t) \mathscr{V} \in \lambda^{\prime} \lambda^{N-1} C\left([0, T] ; H^{n}\left(T^{n}\right)\right)$. Say this happens if

$$
\begin{equation*}
M \geq M_{1} \quad N \geq N_{1} \tag{4.12}
\end{equation*}
$$

To obtain more precise estimates on $\mathscr{V}$, it is convenient to obtain equations for various derivatives of $\mathscr{V}$. Indeed, set $\tilde{F}_{n}:=F$ and

$$
\mathscr{V}_{0 \alpha}=D_{x}^{\alpha} \mathscr{V}, \quad \mathscr{V}_{1 \alpha}=\frac{\partial}{\partial t} D_{x}^{\alpha} \mathscr{V} .
$$

Similarly define $\mathscr{U}_{0 \alpha}, \mathscr{U}_{1 \alpha}$. Applying the chain rule to (4.1) yields
(4.13) $\quad \frac{\partial}{\partial t} \mathscr{V}_{0 \alpha}=K\left(t, x,\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}, D_{x}\right) \mathscr{V}_{0 \alpha}+K_{0}(t) \mathscr{V}_{0 \alpha}$

$$
\begin{aligned}
& +\tilde{F}\left(t, x,\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}, D_{x}\right) \mathscr{V}_{0 \alpha}+\tilde{F}_{0 \alpha}(t, x) \\
& +\sum_{\substack{\gamma+\delta+\sigma=\alpha, \sigma<\alpha \\
\delta_{1}+\cdots+\delta_{\mu}=\delta}} C_{\sigma \gamma \delta_{1} \cdots \delta_{\mu}}^{K}\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}_{0 \delta_{1}} \cdots\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}_{0 \delta_{\mu}} \\
& \times K_{\gamma \mu}\left(t, x,\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}, D_{x}\right) \mathscr{V}_{0 \sigma} \\
& +\sum_{\substack{\gamma+\delta+\sigma=\alpha, \alpha<x \\
\delta_{1}+\cdots+\delta_{\mu}=\delta}} C_{\sigma \gamma \delta_{1} \cdots \delta_{\mu}}^{F}\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}_{0 \delta_{1}} \cdots\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}_{0 \delta_{\mu}} \\
& \times \tilde{F}\left(t, x,\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}, D_{x}\right)_{\gamma \mu} \mathscr{V}_{0 \sigma} .
\end{aligned}
$$

Here $K_{\gamma \mu}=D_{x}^{\gamma} D_{z}^{\mu} K\left(t, x, z, D_{x}\right), \tilde{F}_{\gamma \mu}=D_{x}^{\gamma} D_{z}^{\mu} \tilde{F}\left(t, x, z, D_{x}\right)$. Now replace $\mathscr{V}_{j \sigma}$ by $P_{j \sigma}\left(\mathscr{V}^{M}\right)$, where

$$
\begin{equation*}
\mathscr{V}^{M}=\left\{\mathscr{V}_{0 \alpha}^{M}, \mathscr{V}_{1 \tilde{\beta}}^{M-1}: 0 \leq|\alpha| \leq M, 0 \leq|\tilde{\beta}| \leq M-1\right\}:=\left(\mathscr{V}_{0}^{M}, \mathscr{V}_{1}^{M-1}\right) \tag{4.14}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{j \sigma}\left(\mathscr{V}^{M}\right)=\left\langle D_{x}\right\rangle^{-(M-j-|\sigma|)} \sum_{|\beta|=M-j} c_{\sigma \beta}\left(x, D_{x}\right) \mathscr{V}_{j \beta}, \quad j=0,1, \tag{4.15}
\end{equation*}
$$

$c_{\sigma \beta}(x, \xi) \in S^{0}$ being appropriately chosen. Thus $P_{j \sigma} \in S^{-(M-j-|\sigma|)}$. Similarly, replace $\mathscr{U}_{j \delta}$ by $P_{j \delta}(\tilde{\mathscr{U}})$ and

$$
\begin{equation*}
F^{M}=\left(F_{0}^{M}, F_{1}^{M-1}\right):=\left(\tilde{F}_{0 \alpha}, \tilde{F}_{1 \tilde{\beta}}\right), \quad|\alpha|=M, \quad|\tilde{\beta}|=M-1 . \tag{4.16}
\end{equation*}
$$

We rewrite the system (4.13) as

$$
\begin{align*}
\frac{\partial}{\partial t} \mathscr{V}_{0}^{M}= & K\left(t, x,\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}, D_{x}\right) \mathscr{V}_{0}^{M}+K_{0}(t) \mathscr{V}_{0}^{M}  \tag{4.17}\\
& +\tilde{F}\left(t, x,\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}, D_{x}\right) \mathscr{V}_{0}^{M}+F_{0}^{M}(t, x)+\Phi_{0 K}^{M}+\Phi_{0 F}^{M},
\end{align*}
$$

where due to (4.11) we have

$$
\begin{gather*}
\mathscr{U}^{M}=\left(\mathscr{U}_{0}^{M}, \mathscr{U}_{1}^{M}\right), \quad \mathscr{U}_{0}^{M} \in \lambda^{N} C\left([0, T] ; L^{2}\left(T^{n}\right)\right),  \tag{4.18}\\
\mathscr{U}_{1}^{M} \in \lambda^{\prime} \lambda^{N-1} C\left([0, T] ; L^{2}\left(T^{n}\right)\right) .
\end{gather*}
$$

Lemma 4.1. The mapping $\tilde{Q}: \tilde{\mathscr{U}} \mapsto \tilde{\mathscr{V}}$ defined by (4.17) maps the set

$$
\begin{equation*}
\left\{\tilde{\mathscr{U}} \in\left(\lambda^{N} \times \lambda^{\prime} \lambda^{N-1}\right) C\left([0, T] ; L^{2}\left(T^{n}\right)\right): \frac{1}{\lambda^{N}}\left\|\mathscr{U}_{0 \alpha}\right\|+\frac{1}{\lambda^{\prime} \lambda^{N-1}}\left\|\mathscr{U}_{1 \bar{\beta}}\right\| \leq A_{0}\right\} \tag{4.19}
\end{equation*}
$$

into itself for $T \leq T_{0}$ with $T_{0}$ sufficiently small and $N$ sufficiently large.
Proof. Indeed, for $m \times K$ tuple system (4.17) one can construct a symmetrizer $R\left(t, x, z, D_{x}\right)$ for the block diagonal matrix operator $K\left(t, x, z, D_{x}\right)$ and substituting $\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}$ for $z$, gives $R\left(t, x,\left(\lambda^{\prime} / \lambda\right) C\left(D_{x}\right) P_{00} \tilde{\mathscr{U}}, D_{x}\right) \in O P H^{M} S_{1,0}^{0}$, where $C\left(D_{x}\right)$ is a zero-order pseudodifferential operator corresponding to $c_{\beta}\left(D_{x}\right)$ in (4.8). One can write

$$
\begin{align*}
& \frac{d}{d t}\left(R \mathscr{V}_{0}^{M}, \mathscr{V}_{0}^{M}\right)  \tag{4.20}\\
&=\left(R \mathscr{V}_{0}^{M},\left(K \mathscr{V}_{0}^{M}+K_{0} \mathscr{V}_{0}^{M}+\tilde{F} \mathscr{V}_{0}^{M}+F_{0}^{M}+\Phi_{0 K}^{M}+\Phi_{0 F}^{M}\right)\right) \\
&+\left(R\left(K \mathscr{V}_{0}^{M}+K_{0} \mathscr{V}_{0}^{M}+\tilde{F} \mathscr{V}_{0}^{M}+F_{0}^{M}+\Phi_{0 K}^{M}+\Phi_{0 F}^{M}\right), \mathscr{V}_{0}^{M}\right) \\
&+\left(\frac{\partial R}{\partial t} \mathscr{V}_{0}^{M}, \mathscr{V}_{0}^{M}\right) \\
& \leq C_{0} \frac{\lambda^{\prime}(t)}{\lambda(t)} B\left(\left\|\mathscr{U}_{0}^{M}\right\|_{L^{2}}\right)\left(R \mathscr{V}_{0}^{M}, \mathscr{V}_{0}^{M}\right)+B\left(\left\|\mathscr{U}_{1}^{n / 2+1}\right\|_{L^{2}}\right)\left(R \mathscr{V}_{0}^{M}, \mathscr{V}_{0}^{M}\right) \\
&+\left\|\mathscr{V}_{0}^{M}\right\|_{L^{2}}\left\|F_{0}^{M}\right\|_{L^{2}},
\end{align*}
$$

where $B$ is some function of its argument which we need not specify. It follows

$$
\begin{align*}
\left\|\mathscr{V}_{0}^{M}(t)\right\|_{L^{2}} \leq & C \lambda^{C_{0} B\left(\left\|\mathscr{U}_{0}^{M}\right\|_{L^{2}}\right)}(t) e^{B\left(\left\|\mathscr{U}^{M}\right\|_{L^{2}}\right) t}  \tag{4.21}\\
& \times \int_{0}^{t} \lambda^{-C_{0} B\left(\left\|\mathscr{U}_{0}^{M}\right\|_{L^{2}}\right)}(s) e^{-B\left(\left\|\mathscr{M}^{M}\right\|_{L^{2}}\right) s}\left\|F_{0}^{M}(s)\right\|_{L^{2}} d s
\end{align*}
$$

for all $t \in[0, T]$. We can choose $N>C_{0} B\left(\left\|\mathscr{U}_{0}^{M}\right\|_{L^{2}}\right)$ when $T$ is small enough. (See, also, Remark 2.2.) From system (4.17) keeping in mind the relation $(\partial / \partial t) \mathscr{V}_{0}^{M-1}=\mathscr{V}_{1}^{M-1}$ we derive an estimate for $\left\|(\partial / \partial t) \mathscr{V}_{0}^{M-1}\right\|_{L^{2}}$ :
(4.22) $\left\|\frac{\partial}{\partial t} \mathscr{V}_{0}^{M-1}(t)\right\|_{L^{2}}$

$$
\begin{aligned}
\leq & C \lambda(t) B^{\prime}\left(\left\|\mathscr{U}_{0}^{n / 2+1}\right\|_{L^{2}}\right)\left\|\mathscr{V}_{0}^{M}(t)\right\|_{L^{2}}+C \frac{\lambda^{\prime}(t)}{\lambda(t)}\left\|\mathscr{V}_{0}^{M-1}(t)\right\|_{L^{2}} \\
& +C \frac{\lambda^{\prime}(t)}{\lambda(t)} B^{\prime}\left(\left\|\mathscr{U}_{0}^{n / 2+1}\right\|_{L^{2}}\right)\left\|\mathscr{V}_{0}^{M-1}(t)\right\|_{L^{2}}+\left\|F_{0}^{M-1}(t)\right\|_{L^{2}} \\
& +C \lambda(t) B^{\prime}\left(\left\|\mathscr{U}_{0}^{M}\right\|_{L^{2}}\right)\left\|\mathscr{V}_{0}^{M}(t)\right\|_{L^{2}}+C \frac{\lambda^{\prime}(t)}{\lambda(t)} B^{\prime}\left(\left\|\mathscr{U}_{0}^{M}\right\|_{L^{2}}\right)\left\|\mathscr{V}_{0}^{M-1}(t)\right\|_{L^{2}} \\
\leq & C \lambda^{\prime}(t) \lambda^{C_{0} B^{\prime \prime}\left(\left\|\mathscr{\mathscr { L }}^{M}\right\|_{L^{2}}\right)-1}(t) e^{B^{\prime \prime}\left(\left\|\mathscr{U}^{M}\right\|_{L^{2}}\right) t} \\
& \times \int_{0}^{t} \lambda^{-C_{0} B^{\prime \prime}\left(\left\|\mathscr{U}^{M}\right\|_{L^{2}}\right)}(s) e^{-B\left(\left\|\mathscr{U}^{M}\right\|_{L^{2}}\right) s}\left\|F^{M}(s)\right\|_{L^{2}} d s
\end{aligned}
$$

for all $t \in[0, T]$. Thus

$$
\begin{equation*}
\frac{1}{\lambda^{N}(t)}\left\|\mathscr{V}_{0}^{M}(t)\right\|_{L^{2}}+\frac{1}{\lambda^{\prime}(t) \lambda^{N-1}(t)}\left\|\frac{\partial}{\partial t} \mathscr{V}_{0}^{M-1}(t)\right\|_{L^{2}} \leq C_{M} \int_{0}^{t} \lambda^{-N}(s)\left\|F^{M}(s)\right\|_{L^{2}} d s \tag{4.23}
\end{equation*}
$$

To check convergence of $\mathscr{V}_{k}=Q^{k} \mathscr{U}$ we estimate the difference between $\mathscr{V}^{M}=Q^{(M)} \mathscr{U}^{M}$ and $\tilde{\mathscr{V}}^{M}=Q^{(M)} \tilde{\mathscr{U}}^{M}$. From the equation we get
(4.24) $\frac{\partial}{\partial t}\left(\mathscr{V}_{0}^{M}-\tilde{\mathscr{V}}_{0}^{M}\right)=K\left(t, x,\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}, D_{x}\right) \mathscr{V}_{0}^{M}$

$$
\begin{aligned}
& -K\left(t, x,\left\{C_{\beta}\left(t, D_{x}\right) \tilde{\mathscr{U}}\right\}, D_{x}\right) \tilde{\mathscr{V}}_{0}^{M} \\
& +K_{0}(t)\left(\mathscr{V}_{0}^{M}-\tilde{\mathscr{V}}_{0}^{M}\right)+\tilde{F}\left(t, x,\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}, D_{x}\right) \mathscr{V}_{0}^{M} \\
& -\tilde{F}\left(t, x,\left\{C_{\beta}\left(t, D_{x}\right) \tilde{\mathscr{U}}\right\}, D_{x}\right) \tilde{\mathscr{V}}_{0}^{M} \\
& +\left(\Phi_{0 K}^{M}-\tilde{\Phi}_{0 K}^{M}\right)+\left(\Phi_{0 F}^{M}-\tilde{\Phi}_{0 F}^{M}\right) .
\end{aligned}
$$

If we denote $\mathscr{W}_{0}^{M}=\mathscr{V}_{0}^{M}-\tilde{\mathscr{V}}_{0}^{M}$ then

$$
\begin{align*}
\frac{\partial}{\partial t} \mathscr{W}_{0}^{M}= & K\left(t, x,\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}, D_{x}\right) \mathscr{W}_{0}^{M}  \tag{4.25}\\
& +\left(K\left(t, x,\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}, D_{x}\right)-K\left(t, x,\left\{C_{\beta}\left(t, D_{x}\right) \tilde{\mathscr{U}}\right\}, D_{x}\right)\right) \tilde{\mathscr{V}}_{0}^{M} \\
& +K_{0}(t) \mathscr{W}_{0}^{M}+\tilde{F}\left(t, x,\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}, D_{x}\right) \mathscr{W}_{0}^{M}
\end{align*}
$$

$$
\begin{aligned}
& +\left(\tilde{F}\left(t, x,\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}, D_{x}\right)-\tilde{F}\left(t, x,\left\{C_{\beta}\left(t, D_{x}\right) \tilde{\mathscr{U}}\right\}, D_{x}\right)\right) \tilde{\mathscr{V}}_{0}^{M} \\
& +\left(\Phi_{0 K}^{M}-\tilde{\Phi}_{0 K}^{M}\right)+\left(\Phi_{0 F}^{M}-\tilde{\Phi}_{0 F}^{M}\right) \\
= & K\left(t, x,\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}, D_{x}\right) \mathscr{W}_{0}^{M}+K_{0}(t) \mathscr{W}_{0}^{M} \\
& +\tilde{F}\left(t, x,\left\{C_{\beta}\left(t, D_{x}\right) \mathscr{U}\right\}, D_{x}\right) \mathscr{W}_{0}^{M}+\Delta,
\end{aligned}
$$

where according to Lemma 5.5 [21] one has

$$
\begin{align*}
\|\Delta(t)\|_{L^{2}} \leq & C_{K}\left\|\mathscr{U}_{0}^{M}-\tilde{\mathscr{U}}_{0}^{M}\right\|_{L^{2}}\left(\left\|\tilde{\mathscr{V}}_{0}^{M}(t)\right\|_{H^{1}}+C_{1 K}\right)  \tag{4.26}\\
& +C_{F} \frac{\lambda^{\prime}(t)}{\lambda(t)}\left\|\mathscr{U}_{0}^{M}-\tilde{\mathscr{U}}_{0}^{M}\right\|_{L^{2}}\left(\left\|\tilde{\mathscr{V}}_{0}^{M}(t)\right\|_{L^{2}}+C_{1 F}\right)
\end{align*}
$$

and

$$
\begin{equation*}
\left\|\tilde{\mathscr{V}}_{0}^{M}(t)\right\|_{H^{1}} \leq\left\|\tilde{\mathscr{V}}_{0}^{M+1}(t)\right\|_{L^{2}} \leq C_{M+1} \lambda^{N}(t) \int_{0}^{t} \lambda^{-N}(s)\left\|F^{M+1}(s)\right\|_{L^{2}} d s \tag{4.27}
\end{equation*}
$$

Then

$$
\begin{align*}
\left\|\mathscr{W}_{0}^{M}(t)\right\|_{L^{2}} \leq & C_{M} \lambda^{N}(t) \int_{0}^{t} \lambda^{-N}(s)\|\Delta(s)\|_{L^{2}} d s  \tag{4.28}\\
\leq & C_{M} \lambda^{N}(t) \int_{0}^{t} \lambda^{-N}(s)\left\{C_{K}^{\prime}\left\|\mathscr{U}_{0}^{M}(s)-\tilde{\mathscr{U}}_{0}^{M}(s)\right\|_{L^{2}}\right. \\
& \left.+C_{F} \frac{\lambda^{\prime}(s)}{\lambda(s)}\left\|\mathscr{U}_{0}^{M}(s)-\tilde{\mathscr{U}}_{0}^{M}(s)\right\|_{L^{2}}\right\} d s \\
\leq & C_{M}^{\prime} \lambda^{N}(t) \int_{0}^{t} \lambda^{-N}(s)\left\|\mathscr{U}_{0}^{M}(s)-\tilde{\mathscr{U}}_{0}^{M}(s)\right\|_{L^{2}} d s \\
& +C_{M} C_{F}^{\prime} \lambda^{N}(t) \int_{0}^{t} \lambda^{-N-1}(s) \lambda^{\prime}(s)\left\|\mathscr{U}_{0}^{M}(s)-\tilde{\mathscr{U}}_{0}^{M}(s)\right\|_{L^{2}} d s .
\end{align*}
$$

From the last inequality it is clear that $Q^{(M)^{k}} \mathscr{U}^{M}$ will converge to a limit as $k \rightarrow \infty$ in $\lambda C\left([0, T] ; L^{2}\left(T^{n}\right)\right)$, provided that $T$ is picked small, while $N$ is picked so large, in addition to above requirements, that $N>C_{M} C_{F}^{\prime}$. The limit $\mathscr{Z}^{M}$ must be of the form $\left\{\mathscr{Z}_{0 \alpha}, \mathscr{Z}_{1 \beta}:|\alpha| \leq M,|\beta| \leq M-1\right\}$ for some

$$
\mathscr{Z} \in \lambda C\left([0, T] ; H^{M}\left(T^{n}\right)\right) \cap \lambda^{\prime} / \lambda C^{1}\left([0, T] ; H^{M-1}\left(T^{n}\right)\right),
$$

and $\mathscr{Z}$ must solve the problem. The rest of the proof is the quite repetition of the proof of Theorem 5.6 [21], therefore we drop it. Theorem 0.1 is proved.

Acknowledgement. This paper was written during the work of the second author as a Foreign Professor at University of Tsukuba. He is very grateful to all the members of Institute of Mathematics of University of Tsukuba for the helpful and warm hospitality. Both authors thank M. Reissig and M. Dreher from Bergakademie Freiberg, for the correction in the formula (1.13) of the original version of the manuscript, and thank referee for many available remarks.

## References

[1] S. Alinhac, Blowup for Nonlinear Hyperbolic Equations, Birkhäuser, Boston et al., 1995.
[2] H. Bateman and A. Erdelyi, Higher transcendental functions, v.1, McGraw-Hill, New York, 1953.
[3] P. Hartman, Ordinary differential equations, John Wiley \& Sons, New York, 1964.
[4] V. Ivrii, Linear hyperbolic equations, in: Linear Partial Differential Equations, 1974, (Modern Mathematical Problems: Fundamental Trends) (in Russian), 33 (1988), 157-247.
[5] L. Hörmander, The analysis of linear partial differential operators I-IV, Grundlehren, Springer, 256 (1983), 257 (1983), 274 (1985), 275 (1985).
[6] K. Kajitani, Local solution of Cauchy problem for nonlinear hyperbolic systems in Gevrey classes, Hokkaido Math. J., 12 (1983), pp. 434-460.
[7] S. Kichenassamy, Nonlinear wave equations, New York et al., 1996.
[8] H. Kumano-go, Pseudo-differential operators, MIT Press, Cambridge 1982.
[9] E. Larsson, Generalized hyperbolicity, Ark. Mat., 7 (1966), 11-32.
[10] J. Leray and Y. Ohya, Systémes nonlineaires hyperboliques nonstrictes, Math. Ann., 70 (1967), pp. 167-205.
[11] Li Ta-tsien, Global classical solutions for quasilinear hyperbolic systems, John Wiley \& Sons, 1994.
[12] H. Lindblad, Counterexamples to local existence for semi-linear wave equation, American Journal of Mathematics, 118 (1996), 1-16.
[13] S. Mizohata, Theory of Partial Differential Equations, Cambridge at University Press, 1973.
[14] A. Nersesian, On the Cauchy problem for degenerate hyperbolic equations of second order (in Russian), Dokl, Akad. Nauk SSSR, 166 (1966), 1288-1291.
[15] A. Nersesian and G. Oganesian, On the Cauchy problem for weakly hyperbolic equations, (in Russian) Izv. Akad. Nauk. Arm. SSR, Matematika, 9, no. 2 (1974), 149-165.
[16] R. Racke, Lectures on Nonlinear Evolution Equations. Initial Value Problem, v. 19, ViewegVerlag, Braunschweig, 1992.
[17] M. Reissig, Weakly hyperbolic equations with time degeneracy in Sobolev spaces, to appear.
[18] M. Reissig and K. Yagdjian, Stability of Global Gevrey Solution to Weakly Hyperbolic Equations, Chinese Annals of Mathematics, v. 18 (1997), Ser. B, No. 1, 1-14.
[19] K. Shinkai, Stokes multipliers and a weakly hyperbolic operator, Comm. Partial Diff. Equations, 16, 4 \& 5 (1991), 667-682.
[20] S. Tarama, Sur le probleme de Cauchy pour une classe des operateurs differentielles du type feiblement hyperbolique, J. Math. Kyoto Univ., vol. 22 (1982), no. 2, 333-368.
[21] M. Taylor, Pseudodifferential operators, Princeton Univ. Press, Princeton, 1981.
[22] M. Taylor, Pseudodifferential operators and nonlinear PDE, Birkhäuser, Berlin, 1991.
[23] K. Yagdjian, Pseudodifferential operators with the parameter and the fundamental solution of the Cauchy problem for operators with multiple characteristics, Soviet J. of Contemporary Math. Anal., 21 (1986), pp. 1-29.
[24] Yi Zhou, Low regularity solutions for linear degenerate hyperbolic systems, Nonlinear Analysis, 26 (1996), no. 11, 1843-1858.

Institute of Mathematics<br>University of Tsukuba<br>Tsukuba, IBARAKI 305<br>Japan<br>e-mail: kajitani@math.tsukuba.ac.jp yagdjian@math.tsukuba.ac.jp


[^0]:    Received May 20, 1996
    Revised May 13, 1997

