TSUKUBA J. MATH.
Vol. 12 No. 1 (1988) 1—41

APPROXIMATIVE SHAPE III
—FIXED POINT THEOREMS—

By

Tadashi WATANABE

§0. Introduction.

This paper is a continuation of [45-46]. We introduced approximative shape
in [45], and discussed approximative shape properties of spaces and generalized
ANRs in [46]. In this paper we shall discuss approximative shape properties of
maps and fixed point theorems.

The Lefschetz-Hopf fixed point theorem is a well-known fixed point theorem
formulated in homological or cohomological terms. It was first discovered by
Lefschetz for compact manifolds and then extended by him to manifolds with
boundary. Hopf gave a completly different and simple proof for finite polyhedra
and then Lefschetz extended it to compact metric ANRs (see Lefschetz [33]).
It was extended to compact metric AANR,S by Granas [22], to compact metric
AANRgs by Clapp [9] and to metric AANR¢S by Powers [40].

Borsuk [3, 5] introduced nearly extendable sets, in notation NE-sets, and
nearly extendable maps, in notation NE-maps, between compact metric spaces.
He [4, 6] showed the Lefschetz-Hopf fixed point theorem for NE-maps and
Gauthier [19-21] extended it to NE-maps between compact spaces.

Borsuk and Ulam [7] introduced symmetric products. This notion was
generalized as G-product where G is a subgroup of all permutations of co-
ordinates. Maxwell [36] showed a fixed point theorem for maps into G-products
of finite polyhedra. The Maxwell fixed point theorem contains the Lefschetz-
Hopf fixed point theorem as a special case. The Maxwell fixed point theorem
is extended to maps into G-products of compact metric ANRs by Masih [35] and
to maps into G-products of compact metric AANRys by Vora [42].

In this paper we investigate the following topics. In §1 we introduce NE-
sets and NE-maps between arbitrary spaces. We show that the notions of ap-
approximative movability and NE-sets are equivalent. We show that the notions
of AANR; and NE-sets are equivalent for compact metric spaces, but not for
compact spaces. This gives a negative answer to a question of Gauthier [20].
In §2 we show that products, suspensions and cones preserve NE-maps. In §3
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we investigate approximative shape properties of hyperspaces. In §4 we show
that G-products induce shape functors. In §5 we introduce Maxwell homomor-
phisms for shapings and investigate their properties. In §6 we show the Max-
well fixed point theorem for NE-maps between compact spaces. It contains the
Lefschetz-Hopf fixed point theorem for NE-maps between compact spaces. Our
proofs depend only on the Maxwell and the Lefschetz-Hopf fixed point theorems
for finite polyhedra.

We show the fixed point property of cones and hyperspaces of approxima-
tively movable compact spaces. These give partial answers to questions raised
by Rogers [41] and Nadler [39].

We assume that the reader is familiar with the theory of ANRs and with
shape theory. Borsuk [1] and Hu [23] are standard textboogs for the theory of
ANRs. Borsuk [2] and Mardesi¢ and Segal [34] are standard textbooks for
shape theory. For undefined notations and terminology see Hu [23] and Mardesi¢
and Segal [34], which is quoted by MS [34]. We use the same notations and
terminology as in [45-46]. We quote results in [45-46] as follows; for example
(1.3.3) and (II.5.5) denote theorem (3.3) in [45] and theorem (5.5) in [46], re-
spectively.

The author thanks Professor Y. Kodama who encouraged him to develop
this theory, and also Dr. K. Sakai and Dr. A. Koyama. They carefully read
the first manuscript [44] and gave valuable advices.

§ 1. Nearly extendable maps.

The notions of nearly extendable maps and nearly extendable sets were in-
troduced by Borsuk [3-6] for compact metric spaces and then by Gauthier [19-
211 for compact spaces. Dugundji [11] introduced the notion of Borsuk pre-
sentations. In this section we show that resolutions and approximative resolu-
tions are better than Borsuk presentations. We discuss these notions for arbitrary
maps and spaces, and we study their properties.

Let (%, U)={(Xa, Ua), Dar,a» A} and (4, V)={(Ys, WVs), g5, B} be ap-
proximative inverse systems in TOP. Let f={f, fy:b&B}: (X, U)~> (Y, V) be
an approximative system map in TOP.

We say that f is nearly extendable provided that it satisfies the following
condition :

(NE) For each b= B there exists a,> f(b) with the property ; for each b">b
there exists a map h: Xq;—Y,s such that (fspay s, g, oh)<SEVs.

(1.1) LEMMA. Let £, 2 (€, U)—(Y, V) be approximative system maps and
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f=:f". If f is nearly extendable, then so is f’.

PROOF. We put f’={f’, f}:b=B}. Without loss of generality we may
assume that f=:f’ and show that f’ satisfies (NE). Take any b B and then
by (AI3) there exists b,>b such that ¢;!,V,>stcV,. By the assumption there
exists a,> f(b,) satisfying (NE) for £ and b,. Since f satisfies (AM2) and
f=:1f’, there exists a,> f(b), f'(b), a, such that

ey (fbpaz,f(b)’ Qb,,bfblpaz,f(bl))<cvb and

(2) (fb,balz,f(b)r StDay, 1) <Vs.

Take any b,>b and then there exists b,>b,, b,. By the choice of a, there exists
a map k: Xq,—Ys, such that

3) (fo,Day, 1o s Qog 5, R)<SEVs,
By (3) and the choice of b,

4) (o108, D0y, r0y>s Qog 0k Pay, a,) < Vs
From (1), (2) and (4)

5) (F5Pay. 7703 qbg,bkpaz,al‘)<StCVb-

(5) means that @, and the map g, 0,kpa,. a,: Xo,—Ys, satisfy (NE) for £’ and b.
Hence f’ is nearly extendable. = '

Thus by (1.1) we say that [f] is nearly extendable provided that f is nearly
extendable. Let g={g, g.:c=C}: (Y, V)~(X, W)={(Z,, W), re.., C} be an
approximative system map. “

(1.2) LEMMA. If one of [f] and [g] is nearly extendable, then so is [g1[F].

PROOF. Let u:C—C be a l-refinement function of (¥, %). Then [g][f]
=[r(u)gf)]. First we assume that [g] is nearly extendable and show that
r(u)(gf) is nearly extendable. Take any ¢=C. By the assumption there exists
bo> gu(c) satisfying (NE) for g and u(c). By (AM2) there exists a,>fgu(c), f(bo)
such that
¢9) (f gucerPayg. raucers Gog, gucerf voPay, rc0g) <V gucer -

Take any ¢;>>c¢. By the choice of b, there exists a map & : Y5, Z u(cp» Such that
(GucorTng sucors Yutep, ucerB) <S5t Wyc. Since u is a l-refinement function,

(2) (Tucer, e€ucerqo,, gu(c)fbolbao,f(bo), Vu(cl),ckfbopao,j<bo>)<ch.
By (D)
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3) (Fucor. c8ucorf gucorPag. rzuterr Tucor. c8ucerdog, gu(c)fbopao.f(bo))<cwc-

By () and (3) (Fucor,c8ucorS gucerPay. raucers Tucep. ckfogPag. 1) <StWe. This means
that a, and the map 7ucep, e,ff0oPag, o X.,—Z., satisfy the required condition.
Then r(u)Xgf) is nearly extendable and hence so is [gllf]. ‘

Next we assume that [f] is nearly extendable and show that [g][f] is
nearly extendable. Take any c=C. By the assumption there exists a,>fgu(c)
satisfying (NE) for f and gu(c). Take any c¢,>¢. By (AM2) there exists b,>
gu(c,), gu(c) such that

4) (Guceroy, gucers Tucep, ucerGucepdoy, gucey) <Wucer »

By the choice of a, there exists a map k: Xo;—Ys, such that (fguce>Pag seucer
@by, sucerR)SIV gucor- Since u is a l-refinement function, by (AM1) and (2.2)

®) (Fucor. c€ucorf gucerPag raucerr Yucer, c8ucerday, gurR)<We.

By (4) (Fucor, &ucor@og. gucork, 7 ucep, c8utepdog, gutep ) <We. Then by this and (5)
(ru(c),cgu(c)fgu@)pao‘fgu(c)v Yucep, cBuceqby, gu(cl)k)<3tcwc- This means that a, and
the map 7ucep, c,Qucepdso sucepk Xo,—Z., satisfy the required condition. Then
r(u)(gf) is nearly extendable and hence so is [glif]l. =

(1.3) COROLLARY. Let (X, U) be an approximative inverse system. Then the
following statements are equivalent :

(i) leg,an: (X, Uy (X, U) is nearly extendable.

(ii) Any approximative system map f: (X, U)—=(4, V) is nearly extendable
for each approximative inverse system (4, V).

(iily Any approximative system map f: (%, V)X, ) is nearly extendable
for each approximative inverse system (4§, V). B

Let f:X—Y beamap. Let p: X—(, V), p': X=X, U) and q: Y-y, ),
g’ :Y—(y, V)" be approximative AP-resolutions. Let f:(2x, U)— (@, V) and
f (X, UY—(y, V) be approximative resolutions of f with respect to p, ¢ and
p’, q’ respectively.

(1.4) LEMMA. If f is nearly extendable, then so is f’.

(1.4) follows from (I.5.1), (iv) of (I.5.3) and (1.1). =

Let p={po:acA}: X»>X={X,, bPa,o, A} and g={qs: b=B}: Y->y=
{Ys, qv.0» B} be AP-resolutions. Let F={f, f»:bEB}: X—% be a system map
and (f, p, ¢) an AP-resolution of f. We say that (f, p, ¢) is nearly extendable
provided that it satisfies the following condition :

(NE), For each b=B and for each WCon(Y,) there exists a,> f(b) with
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the property; for each b'>b there exists a map k:X,—Y, such that
(FoPag sy Qor,pR)< V.

(1.5) LEMMA. Let (f, p, q) and (g, r, 8) be AP-resolutions of f. If (f, p, q)
satisfies (NE),, then so does (g, r, 8).

PROOF. Put r={r.:c€C}: X»R={R,, re.c, C}, 8={sq:deD}: Y-8=
{S?, sq .4, D} and g={g, ga:d=D}. Take any d=D and any WeCou(Sq)
Take W, €Cou(S4) such that st9,<W. There exist W,, Wy=Cov(Sy) such that
9, satisfies (R2) for r and 9,, and W, satisfies (R2) for ¢ and W,. Take W,&
Cov(Sy) such that stW,<W, AW, By (R1)there exist bB and a map A:Y,—S,
such that

D (hgv, Sa)<Wis.
By the assumption there exists a,>f(b) satisfying (NE), for (f, p, ¢), b and
h~'9y,. By (R1) there exist ¢,>>g(d) and a map i: R, —X,, such that (ire, pa,)

<(AfoDay r) Wi Thus (Afspag rosi¥eq hfosPrw)<Wi Since fobsam=¢f by
(RM2),

(2) (hfbpao,f(b)ircoy hgof)<W;.
By (1) (hqof, saf)<W,. Since sqf=garscary=8gav ey gcarrc, By (RM2),
3 (hqof s 8a¥ ey gcar ey <Wa.

By (2) and (3) (AfoDay rrifcy & aley gcart e <SIW,<W,. By the choice of W,
there exists ¢;>c¢, such that

4) (hfoPag riTey, cqr Baley, gcar) <Wi.

We now show that ¢, is the required index. Take and d;>d. By (RI)
there exist b,>b and a map j:Y,—S,, such that (jg,, s4,)<sal «W. Thus
(Say,a/Gv, Sa)<W, and then by (1) (hgs,,vs,s Sa,. a7qs,)<SIW,<W;. By the choice
of 9v, there exists b,>b, such that

) (hqoy 0 Say, aJ oy 0,) <Py

By the choice of a, there exists a map k: X,;—Ys, such that (fopa, rwss Go,0%)
<h'9y,. Thus

(6) (hfbpao, f(b)l.rcl, cg? hf]oz, bkl’rcl. cu)<q’V1 .

By (5) (Ags, okiT ¢, cqr Say, al by 0,k17 ¢, c) <W1. From this, (4) and (6) (gare, gcar,
Sq,, af oy 0,k c;, 0) <SIW,<W. This means that ¢, and the map 7gs,, 0,°i7¢;,co ¢ R,
—Sq, satisfy (NE), for (g, r, s). Hence (g, r, s) is nearly extendable. ®
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By (I.4.9) there exist approximative ANR-resolutions p: X—(¥, U) q:Y—
(@, V) and an approximative resolution f: (¥, U)—(Y, V) of f with respect to
p and ¢ such that (£, p, q) is an ANR-resolution of f.

(1.6) LEMMA. f satisfies (NE) iff (f, p, q) satisfies (NE),.

In the same way as in (II. 1.6) we can easily show (1.6). Thus from (1.4)-
(1.6) we have the following:

(1.7) THEOREM. Let f:X—>Y be a map. Then the following statements are
equivalent :

(i) Any/some approximative AP-resolution of f is nearly extendable.

(ii) Any/some AP-resolution of f is nearly extendable. ®&

Thus we say that a map f: X—Y is a nearly extendable map, in notation
NE-map, provided that it satisfies one of the conditions in (1.7). A space Xisa
nearly extendable set, in notation NE-set, provided that 1y: X—X is an NE-map.

(1.8) COROLLARY. Let f: X—Y and g:Y—Z be maps. If one of maps f and
g is an NE-map, then so is gf.” ®

(1.9) COROLLARY. Let X be a space. Then the following statements are
equivalent :

(i) X is an NE-set, , _

(i) Any map f: X—Y is an NE-map for any space Y.

(iiiy Any map f:Y—X is an NE-map for any space Y. H

(1.10) LEMMA. . A map f: X—Y is nearly extendable iff so is CT(f):CT(X)
—CT(Y). .

(1.10) follows from (I.6.8), (1.6.10), (1.1) and (1.2). m

(1.11) LEMMA. Let (X, U) be an approximative inverse system. Then (X, U)
is AM iff Lex.an: (X, U)— (X, V) is nearly extendable.

Proor. First we assume that (¥, U) is AM. Take any a<A. By the
assumption there exists a,>a satisfying (AM) for a. Take any a’>a. By the
choice of a, there exists a map 7: Xq,— X, such that (pq, a Par.o?)<U,. Thus
(Ix,Pagar Par,a?r)<stU, and hence l.¢ 4> is nearly extendable.

Next we assume that lcx ¢ is nearly extendable. Take any acA. Then
there exists a,>a such that pzl ,U,>stU,, Since lcx ) is nearly extendable,
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there exists a,>a, satisfying (NE) for 1cx ¢, and a,. Take any a’>a and take
any as;>a’, a;. By the choice of a, there exists a map r: X,,—X,, such that
(Ixy,Payay Paya)<tUq,. Thus (Payar Paya?)<Ua. This means that a, and
the map pa o7 : Xa,— X satisfying (AM) for (2, U) and a. Hence (X, V) is
AM. m

(1.11) implies the following :

(1.12) THEOREM. A space X ¢s an NE-set iff X is AM. ®m

We now consider Borsuk’s approach to NE-maps. Let X and Y be para-
compact M-spaces and let f: X—Y be a map. By (I.3.17) there exist closed
embeddings Ay : X—My and hy:Y—My into AR(PM)s My and M,. We say
that f is nearly extendable with respect to Ay and hy provided that there ex-
ists a map ‘F: My— My satisfying the following two condltlons

(NEL) Flhx(X)=hyfh¥.

(NE2) For each cWeCov(My) there exists a neighborhood U, of hx(X) in
My with the following property ; for each neighborhood V of hy(Y) in M, there
exists a map g :U,—V such that (F|U,, ]g)<CV Here j: V—>MY is the inclu-
sion map.

We say that F realizes the _NE-propefty of f with respect to hyx and hy.

(1.13) LEMMA. If F realizes the NE-property of f with respect to hy and hy
and F': Mxy—My satisfies (NE1), then F' also realizes the NE-property of f with
respect to hx and hy.

It is not dlfﬁcult to show (1.13). Thus the choice of maps' F. My—My,
satisfying (NE1) is immaterial. Let A% : X—>M and hy:Y— My be closed em-
beddings into AR(PM)s My and M;.

(1.14) LEMMA. If f is nearly extendable with respect to hy and hy, then f is
nearly extendable wzth respect to hY and hy. - .

By a straightforward argument we can show (1.14). Thus we may say that
f is a nearly extendable map, in notation NE-map, in the sense of Borsuk pro-
vided that f is nearly extendable with respect to any/some Ay and hy.

(1.15) THEOREM. Let X and Y be paracompact M-spaces and let f: X—Y be
a map. Then f is nearly extendable in our sense iff [ is nearly extendable in the
sense of Borsuk.

ProoOr. By (I.3.17) there exist AR(PM)s My and My which contain X and
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Y as closed subsets, respectively. Then there exists a map F:My—My such
that F|X=f. By using F and (I.4.10) we have ANR(PM)-resolutions p=
{pa:acs A} X—=AUX, Mx)={U,, pa.a» A}, g={gp: bEB}: Y AU, My)=
{Vs, qv.5» B} and a resolution f={f, fy:b&B}: AUX, Mx)—» AU, My) of |
with respect to p and ¢q. By (ii) of (1.3.17) we may assume that all U, and V,
are ANR(PM)-open neighberhoods of hx(X) and hy(Y) in My and My, respec-
tively.

First we assume that f is nearly extendable in the sense of Borsuk and
show that f satisfies (NE),. Take any b= B and any V'€Cou(V,). By (i) of
(1.3.17) there exists b,>b such that V,CV,CV, Put @={V:Vewv}y
{My— V,,l} ECov(My). There exists a neigborhood U of X in My satisfying (NE2)
for <. By (ii) of (I.3.17) there exists a,>f(b) such that U, CU;uN\U. We
show that g, is the required index. Take any b’>b and then there exists
by>b’, by such that V,,CV, N\Vy. By the choice of U there exists a map
g:U—V,, such that

[€)) (FIU, jg)<V.

Here j:V,,—My is the inclusion map.

For each xU,, by (1) there exists K&V such that F(x), g(x)e K. How-
ever g(x)&V,,CV,, and F(x)eV, because U, CU ;s CF (V). Thus K&V’ by
the definition of V. Since F(x)=fyDa, r(x) and 2(x)=(gs,, 581U o,Xx), this
means that (fopa, rar Go.o?)<V’, where 7=gp,08|Uay:Uay=Vu- Thus f
satisfies (NE), and hence it is nearly extendable in our sense.

Next we assume that f is nearly extendable in our sense and show that f
is nearly extendable in the sense of Borsuk. Take any V& Cou(My). Since My
is an ANR(PM)-neigborhood of Y in My, V,=My for some b&B. By the as-
sumption there exists a,>f(b) satisfying (NE), for band <. Take any neigbor-
hood V of Y in My and then by (ii) of (I.3.17) there exists b,>b such that
V,CV. By the choice of a, there exists a map g:Ua,—V, such that
(foDag s 06,,08)<V. Hence (F|Uq, 78)<V where g'=kg:U,—V, and
k:Vy—V, j:V—My are the inclusion maps. Hence f is nearly extendable in
the sense of Borsuk. H '

The following gives an answer to a question in Gauthier [20].

(1.15) THEOREM. The notions of AANR(PM) and NE-sets are equivalent for

compact metric spaces, but are not equivalent for compact spaces.

(1.15) follows from (II.2.5), (I1.5.10), (I.6.12) and (1.12). =
Let p: X—X be a resolution and f: X—Y a map. We say that f is ap-
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proximatively extendable with respect to p provided that it satisfies the follow-
ing:

(AE) For any W& Cou(Y) there exist a= A and a map g, : X,—Y such that
(f) &aba)<V.

(1.16) LEMMA. Let p and p’ be AP-resolutions of X. If fis approximatively
extendable with respect to p, then so is f with respect to p’.

We easily show (1.16). Thus we may say that f is an approximatively ex-
tendable map, in notation AE-map, provided that f is approximatively extendable
with respect to any/some AP-resolution of X.

(1.17) LEMMA. Let f: XY and g:Y—Z be maps. If one of fand g is an
AE-map, then so is gf. =

(1.18) LEMMA. Let f: X—Y be a map. If fis an AE-map, then CT(f): CT(X)
—CT(Y) is an AE-map. B

(1.19) PROPOSITION. If a map f: X—Y is an AE-map, then f is an NE-
map. =

(1.20) THEOREM. A space X is IAM iff 1x: X— X is an AE-map.

PROOF. Let p: X—X be an AP-resolution. We assume that X is IAM.
Then p is IAM and then p satisfies (C) by (II. 2.14). Thus for each UECou(X)
there exist a= A and a map r: X,— X such that (rp,, 1x)<U. This means that
1x: X—X is an AE-map.

Next, we assume that 1y is an AE-map. Then for each U<Cov(X) there
exist a€A and a map r: X,—X such that (#p,, 1x)<U. Thus p satisfies (C)
and then p is IAM by (II.2.14). Hence X is IAM. =

(1.21) THEOREM. Let X be a space. Then the following statements are
equivalent : k

(i) X s an AP.

(i) 1y:X—>X is an AE-map.

(iii) Any map f: X—Y is an AE-map for any space Y.

(iv) Any map f:Y—X is an AE-map for any space Y.

This follows from (I1I.2.17), (1.17) and (1.20). &
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§2. Products, suspensions and cones.

In this section we shall show that product, suspension and cone preserve
AE- and NE-maps between compact spaces. Some results are proved by Borsuk
[3-6] for maps between compact metric spaces.

In this section all spaces are compact spaces. Let C be a non-empty set.
Let X, and Y. be non-empty spaces and f.: X.—Y . maps for c€C. Let X=
7{X.:ceC}and Y=xn{Y.:c=C} be product spaces. Let f=r{f.:ceC}: X—Y
be the produét of the maps f.. Let p°={p%:acsAlc)}: X~ (X, U)={(XE, UY),

@0 A0} and @°={g§: bEB(o)} : Y (Y, VY¥={(Y}, Vi), g5 .», Blc)} be ap-
proximative finite polyhedral resolutions of X, and Y, for each c=C, respectively.

We may assume that A(c)NA(c)=@ and B(c)N\B(¢)=@ for ¢, c/’eC with
c#c’. Let A=U{A(c): ceC} and B=U{B(c): ceC} and M={m:m is a non
empty finite subset of C}. Take any m={c,, ¢z, -+, ¢} =M. We say that a
function g:m—A is a choice function provided that g(c;)e A(c;) for c;Em. Let
F(A)={g:meM and g: m— A is a choice function}. Let g:m—A and g’:m—A
be choice functions. We say that g’>g provided that m’Dm and g’(c)>g(c) in
A(c) for c&m. Since all A(c) are cofinite and directed, (F(A4), >) forms a
cofinite directed set. Similarly we may define a cofinite directed set (F(B), >).

For each choice function g:m—A we define a space X, a covering U,&
Cov(X,;) and a map p,: X— X, as follows: To simplify notations sometimes a:
and ¢ denote a; and c¢;, respectively. X=X,y X Xy X -+ X Xgeeryy Ug=
UL eyX -+ XU epy={UX -+ XU, : UyeUesy for i=1, 2, -+, k} and p((x))=
(per(Xer), - » PFers(xer)) for each (x)=X. For g'>g we define 2 map
Do, gt Xg— X as follows: Py (Xer, XKooy oy Xers Xertrs o Xea ) =(PY o>, gcerx(Xer),
o, D% eny, geens(Xer)) for each (xo, -+, X )EXg.  Here g’:m’={ci, ¢, -,
Cpy Crtts ==, Cpr )= A.

It is not difficult by (1.3.13) and (I.7.1) to show that (X, U)={(X,, U,),
Pg. g F(A)} forms an approximative finite polyhedral inverse system and p=
{p:gEF(A)}) : X—(X, V) is an approximative finite polyhedral resolution of X.
In the same way we can construct an approximative finite polyhedral resolution
a={gn: heF(B)}: Y=, V)={(Yr, V1), gn'.a, F(B)} of Y.

Let fe={f3, f§:bEB(0)} : (X, U)'—(4, <V)° be an approximative resolution
of f. with respect to p° and ¢°¢ for each ccC. We define a function f: F(B)—
F(A) and maps f;: Xy, —Y, for heF(B) as follows: Take any choice func-
tion h:m—B. We define a choice function f(h):m—A by f(h)c)=f(h(c)) for
cem. We define a map fr: X;am—Ya by falxy, %s -, 22)=(flen(x), -,
FEer(xe) for (xy, =, x2)E X . It is not difficult to show that f={f, fr:hE
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F(B)}: (%, U)~(y, &) forms an approximative resolution of f with respect to
p and q.

(2.1) THEOREM. (i) f is an AE-map iff all f, are AE-maps.
(i) f 4s an NE-map iff all f, are NE-maps.

ProOF. We show (ii). In a similar way we can show (i). First we as-
sume that all f. are NE-maps and show that f is an NE-map. Take any h<
F(B)and put h:m={c,, ¢s, -+, ¢,}—B. There exists a;= A(¢c;) with a;> f*h(c;)
satisfying (NE) for f.; and h(c;). We define a choice function g:m—A4 by g(c;)
=a; for i=1, 2, -, k, and then g> f(h). We show that g is the required map.
Take any h’'€F(B) with A’>h and put h' :m’={c,, €5, -, Cs, Chs1, -, Cpr }—B.
By the choice of a; there exist maps r;: Xfi—=Y % ., such that

¢9) (@5 ooy, neenr? s, fﬁi(mp?fi, ffzi(ci>)<5tq/%i<ci) for i=1,2,-, k.

We define a map r:Xg—=Y by r=jw{r;:i=1,2, - k}. Here j: Y%, XY % ey
X o XY =Y, is a natdralﬁinclusion map. - Then by (1) we have that
(qnr . n?s fade ran)<stV,. Hence f satisfies (NE) and then f is an NE-map.
Next we assume that f is an. NE-map and show that all f, are NE-maps.
Take any c¢,=C and any bes B(cy). We dq,ﬁne a choice function h.(,: {¢co}—B by
ho(cs)=b. By thé .assumption there exists ‘g> f(h,) satisfying (NE) for f and A,.
Put g(c,)=a, and then ay>f.o(b). We show that a, is . the required index.
Take any b’€B(c,) with b’>b. We define a choice function A’: {c,}—B by
h'(c,)=b’. Since h’>h, by the choice of g there exists a map r: Xg—o Xy =Yg
such that
@ - : (FroDe. rcngys Gur n?) StV .
We define a map »": Xg—Y ¢ by »'=rj. Here j: XX, is the inclusion map.
Thus by (2) (f§°0&8, s ,e0r 45°.67")<5tV,. Then f, is an NE-map and hence all
fc are NE-maps. = B '
By a straightforward argument we can show the following:

(2.2) LEMMA. We assume that C is finite. Then X satisfies the condition M
iff all X, satisfy the condition M. m ‘

(2.3) CorROLLARY. (i) X is an AP iff all X, are APs.

(i) X is AM ff all X, are AM.

(iii) X is an AANR¢ for COM iff all X, are AANR, for COM.
(iv) X is an AAR for COM iff all X, are AAR for COM.

(v) When C is finite, X is an AANRy for COM iff all X, are AANRy for
COM.
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Proor. (i) and (iii) follow from (II.5.10), (1.21) and (2.1). (ii) follows from
(1.12) and (2.1). (iv) follows from (i), (II.5.12) and the following fact: X has
trivial shape iff all X, have trivial shape. (v) follows from (II.5.11), (i) and
(2.2), =

Let I be the unit interval. Cone (X) denotes the quotient space XX I/ XX {1}
and ty: XXI—Cone(X) the quotient map. Then any map f: X—Y induces the
unique map Cone(f): Cone(f)—Cone(Y) satisfying Cone (f)tx=ty(fX1;). Let
ZeCon(XXI) and put Z*={tx(sH(XX {1}, 2MU{tx(Z): Z€Z and ZN(XX{1})
=@}. Then Z* forms a covering of Cone(X).

Let §=1{I;, r;:, N} be an inverse sequence such that [;=1I and r,,=1; for
all j=i. Let r;=1;:I—I; for all i. Then r={r;:i€N}:]—4 forms an POL-
resolution. By (I.3.8) there are coverings W;=Cov(l;) such that r:I—(4, W)=
{(Ii, W), rj,i» N} forms an approximative POL-resolution. Let p={p,:acA}:
X%, U)={(Xa, Ua), Pa',a» A} be an approximative finite polyhedral resolution
of a space X. Let AXN be the directed product set. We define X4, 5, Pea.ir:
XXT-Xq, > and Pear, it ai>: Xear,iv—>Xea > for (a’, i)>(a, 7) as follows: Xcq. 4
=X X1, bPaix=PaXr: and Pear, iy ca, >=Par,aX¥ir,s. 1t is easy to show that
PXr={pea, i {a,0)EAXN} : XX I, U)X(F,W)={(Xa, 00, Ua XW:), Pear. 575, a3
AXN} forms an approximative polyhedral resolution. Similarly we have an
approximative polyhedral resolution ¢Xr: Y XI—(q, V)X(4, W) for an ap-
proximative polyhedral resolution g={¢,: b= B} : Y (4, )={Y, ‘WVs), g».», B}
of a space Y.

Let f={f, fy: bEB}: (¥, U)—~(Y, &) be an approximative resolution of a
map f: X—Y with respect to p and q. We put FX1,={f X1y, foX1;: (b, ))E
BXxN}. Then fx1;:(X, UYX(4, W)—(Y, V)X(4, W) forms an approximative
resolution of fXx1; with respect to pXr and g Xr.

Maps pea,ir: XXT-X,XI; and peor iy, ca, 00t Xar X[i-—Xo X I; induce maps
Pla.i>: Cone (X)> Xy X1/ XX {1} =Xlq.1» (=Cone(X,)) and plar, i, a6t Xiar, i
—Xla, 0. Moreover (¥, UY={(Xa.15 (Ua XW)*), Plar. i3, ca, 05, AXNY} forms an
approximative inverse system. It is not difficult to show that p’={pt..«: (@, ?)
€ AXN} : Cone (X)—(%, V) is an approximative polyhedral resolution. Similarly
a'=1{q%.o: (b, )EBXN}: Cone (V) (4, W) ={¥ 0,15, (VsXW:)*), ¢tv.05» BXN}
forms an approximative polyhedral resolution. Maps foX1r: Xray 0r=Xr X1
—Y o, 5=YyX[; induce maps fi 1 Xisw,0=Y %, 0. It is not difficult to show
that £/={f X1y, [0, BXN}: (X, UY—(4y, V) forms an approximative resolu-
tion of Cone(f) with respect to p’ and q’.

(2.4) THEOREM. (i) f is an AE-map iff Cone(f): Cone(X)—Cone(Y) s an
AE-map. ;
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(ii) f is an NE-map iff Cone(f) 7s an NE-map.

PROOF. We show (ii). In a similar way we can show (i). First we as-
sume that £ is an NE-map. We show that f’ satisfies (NE). Take any (b, 7)E
BXxN. Since f satisfies (NE), there exists a> f(b) satisfying (NE) for f and b.
We show that (a, 7) is the required index. To do so take any (b’, i")>(b, 7).
By the choice of a there exists a map r: X,—Y, such that

(n (foDa, reors Qo or)<SEVs.

The map rX1l;: XoXI—-Y, xXI induces a map 7': X »n—Y%.e5. By (1)
(Fo. 0P v, rwr iy Qo i, o or)<SH(Vy XW)*). This means that £’ satisfies (NE)
and hence Cone(f) is an NE-map.

Next we assume that Cone(f) is an NE-map. Then £’ satisfies (NE). We
show that £ satisfies (NE). Take any b= B. Put w={[0, 2/6), (1/6, 3/6), (2/6,
4/6), (3/6, 5/6), (4/6, 1]} =Cov(I). By (R1) there exists ;<N such that W>r7'wW;
=9p,. There exists (a, 7)>(f(b), 7) satisfying (NE) for ’ and (b, 7). We show
that a> f(b) is the required index. To do so take any b’>b. By the choice of
(a, ) there exists a map % : X{q, 5—=Y &, 1) such that (fl, o Pla, ». crew, 00 @0, 13, 6, 00R)
<SSV X W;)*). By the choice of 7 (fi, 0Pt . cram. x4 Q. 0, 0, 00REx ;) <SH(Vs
XWY*¥). Since [l oD ». o, otx,=try([oDPa s X1,), for each xe X, there ex-
ists Ve, such that

2) th(fbpa,f(b)(x); 0}, qéaf,n,(b.nktxa(x, O)EtYO(St(V’ Wy X [0, 4/6)).

Thus ktx,(x, 0)Ety, (¥, X[0, 4/6)).  Since tyy | Yy X[0, 4/6): Y, X [0, 4/6)—
ty, (Y X[0,4/6)) is a homeomorphism, we can define a map k’: X,—Y, by
k'(x)=uty} ktx (x, 0) for x&X,. Here u:Y,xXI-Y, is the projection. Then
(2) means that fypa, rox(x), gu. ok’ (x)EsV, Vs). Hence (fopa, 1w, qor,0k”) <tV
and f is an NE-map. &

(2.5) COROLLARY. (i) X is an AP ¢ff Cone(X) zs an AP.
(i) X is AM iff Cone(X) is AM.
(iii) X s an AANR¢ for COM iff Cone(X) is an AAR for COM.

Proor. (i) follows from (1.21) and (2.4). (ii) follows from (1.12) and (2.4).
(iii) follows from (I11.5.10), (II.5.12) and the following fact: Cone(X) is con-
tractible and hence has the trivial shape. &

S(X) denotes the suspension of X. A map f: X—Y induces a map S(f): S(X)
—SY).

(2.6) THEOREM. (i) f is an AE-map iff S(f) is an AE-map.
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(ii) f is an NE-map iff S(f) is an NE-map.

(2.7) COrROLLARY. (i) X is an AP 7ff S(X) is an AP.
(i) X is AM iff S(X) is AM.

(2.8) LEMMA. If X satisfies the condition M, then so does S(X).

(2.9) CorROLLARY. (i) X 7s an AANR. for COM iff so is S(X).
(i) If X is an AANRy for COM, then so is S(X).

In a way similar to the one used in (2.4) and (2.5) we can show (2.6), (2.7)
and (i) of (2.9). By a straightforward argument as used in (2.2) we can show
(2.8). (ii) of (2.9) follows from (II.5.11) and (i) of (2.9). =

Let X° be a connected component of X and X¢ a connected component of
Xe with p(X)C X for acA. Put Ui={UNX{: UEU,}ECo(XE). Let
pé: X—X¢ and pér o1 X&— X¢ be induced maps by p, and p,., for a’>a.
Then it is easy to show that p*={pf:ac A} : XX, U)Y={(X¢, UE), p&a, A}
forms an approximative finite polyhedral resolution.

f: X—Y induces a map f‘=f|X°: X°>Y. For each b€B f,: X;pp—Y,
induces a map fi=fol Xfw: Xfw—Ys Since f: (¥, U)—(@, V) is an ap-
poximative resolution of f with p and ¢q, f*’={f, f§: b=B}: (¥, U)—(Yy, V) is
an approximative resolution of /¢ with respect to p® and gq.

(2.10) THEOREM. (i) f: X-=Y is an AE-map iff f¢: X‘>Y is an AE-map
for each connected component X° of X.
(i) f is an NE-map iff all f°¢ are NE-maps.

ProOOF. We show (ii). In a similar way we can show (i). First we as-
sume that f is an NE-map. Take any connected component X°¢ of X and let
j¢: X°—> X be the inclusion map. Since f°=fj¢, by (1.8) f° is an NE-map.

Next we assume that all f¢ are NE-maps and show that f is an NE-map.
Take any b= B and any connected component X¢ of X. Since F¢: (¥, U)'—
(¢, &) satisfies (NE), there exists a(c)>f(b) satisfying (NE) for f° and b.
Since all X, are finite polyhedra, all connected components are open and closed.
Then X, is open and closed. Put U’/(X¢)=pzt(Xé») and then U’(X°) is an
open and closed neighborhood of X¢ in X. Put U/={U’(X°): X° is a connected
component of X}&Cou(X). Since X is compact, there exist finitely many con-
nected components X¢, X< ... X such that X=U{U(X): /=1, 2, -, n}.
Put U,=U"(X)—{U(X*): j=1, 2, -+, i—1} for each 7 and then
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) all U; are open and closed, U;N\U,=@ for i+, and
U={U;:i=1, 2, ---, n}ECou(X).

By (1) there exists a canonical map p: X—N(U) such that
) p~Y(U)=U for UsvU and N(U) is 0-dimensional.

Here N(U) denotes the nerve of . Since M) is 0-dimensional by (1), then
by (R1) there exist a>a(cl), ---, alcn) and a map h: X,—N(U) such that

3) 1’=h17a-

We define K;=\U{T :T is a connected component of X, and TNp,U:)+ D}
for each 7. Then all K; are open and closed in X, such that

4) P X)CU{K;:i=1,2, ---, n} and p(X)NK;+ @ for each i.

CLamm 1. KiNK;=@ for 7#j.

We assume K;N\K,;#@ for some i#j. Then there exists a connected com-
ponent T of X, satisfying TNp U= @ and TNpU)+@. Since NU) is
O-dimensional, A(T)Ehp,(U,) and h(T)Ehp,(U;). Since hpoU)=pU:)={U:}
and hp,(Up={U,;} by 3), M(T)={U;}={U,} and hence 7=j;. This is a con-
tradiction. Hence we have Claim 1.

CLAIM 2.  pa, acctr(KDT X for 1<isn.

Take any y<K; and then there exists a connected component 7 such that
yeT and TNpU)#@. Thus there exists xU; with p.(x)eT. Since
U, U (X=palenr(XEterr)y Paccix(x)E Xy, Since T is connected, pa,ace(d),
DPaceix(X)E Da, accixX TICT XEbess. Thus po, acein(y)E Xteiy and hence we have Claim 2.

Put K,=X,—U}K;:0<:/<n} and then K, is open and closed. Let X=
{K;: 0Zign}eCon(X,) and then si(po(X), X)=\U{K,:1=i<n}. By (B4) there
exists a,>a such that pg,, o(X,,)CTst(po(X), K). Put L;=p5} (K, for 1=<i<n
and then by Claim 1

(5)  All L; are open and closed in X,, and X, =\U{L;:7=1, 2, -, n}
and L,NL;=@ for i#j.

We show that a, is the required index. Take any b’>b. By the choice of
a(c?) there exists a map g X&leny—Y s such that (gu.08ci, 5 Piicor, s ) <StVo,
ie.,

(6) (g, 58 ci> foDacess, s X&) <tV
By Claim 2

(7 Pay e LT X for 1=i=Zn.
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Now we define a map g : X,,—Y as follows: For each y& L; g(y)=8ciPa, accix(¥)-
By (5) and (7) g is well defined and continuous. By (6) (¢y.s8, foDa, r)) <SEV5.
This means that £ satisfies (NE) and hence f is an NE-map. B

For any connected component X¢ of X there exists a connected component
Y? of Y such that f(X°)CY¢ f induces a map f&%: X°‘->Y4

(2.11) CorOLLARY. (1) If all f@¢: X°>Y* are AE-maps, then [ is an AE-
map.
(ii) If all fo¢: X°>Y?¢ are NE-maps, then [ is an NE-map.

ProOF. We show (ii). In the same way we can show (i). Since f%¢: X°¢
—Y? are NE-maps, fe=j %f%%: X°>Y are NE-maps by (1.8). Here j¢:YV¢=>Y
is the inclusion map. By (2.10) f is an NE-map. ®

(2.12) COROLLARY. (i) If all connected components of X are APs, then so
is X.
(ii) If all connected components of X are AM, then so is X. ®

In general the converse assertions of (2.11) and (2.12) do not hold, because
we have the following example.

(2.13) ExaMPLE. Let X be a non-movable compact connected metric space.
For example we can choose for X the 2-adic solenoid. Let X={X;, p,:, N} be
an inverse sequence of finite complexes such that lim X=X. Put Y,=v {X,:k
=1, 2, .-+, i—1}, that is, disjoint sum of X, ---, X;., for each ;&N. We define
Firni: Yin—Y,; for each /=N as follows: 7, :(y)=y for y€Y,; and ruy,«(y)=
Dirni(y) for yE Xewy. Put 7j=7 jor -+ renr,s for j=i. Thus G={Yy, r;., N}
forms an inverse sequence of finite polyhedra. Put Y=min ¢ and then Y is a
compact metric space. It is easy to show that Y is an approximative polyhedron
and approximatively movable. Then ly:Y—Y is an AE-map and an NE-map.
X is a connected component of Y. We assume that ly: X—X is an NE-map.
Then X is AM and hence X is movable. This is a contradiction. Hence 1x is
not an NE-map and X is not approximatively movable. We see in a similar
way that ly is not an AE-map and X is not an AP. ®

§3. Hyperspaces.

In this section we discuss approximative properties of hyperspaces.
In this section all spaces are compact spaces. Let X be a space. We
denote by 2% the set of all non-empty closed subsets of X, by C(X) the set of
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all non-empty connected closed subsets of X, and by X(n), n is a positive in-
teger, the set of all non-empty subsets of X consisting of at most n points.
C(X) and X(n) are subsets of 2%,

For open subsets U, U, -, U, of X we put U, U,, -, Upp={K&2*:
Kot U; and KNU;# @ for each 0<i<k}. Then {U,, Uy, -, Us>: Uy, U,
..., U, are open subsets of X and k=1, 2, ---} forms a base of a topology of 2%.
This topology of 2% is called the finite topology or the Vietoris topology. 2%
denotes the topological space with the Vietoris topology. We consider C(X)
and X(n) as subspaces of 2%. These spaces are called hyperspaces of X. X(n)
is the n-th symmetric product of X (see Borsuk-Ulam [7] and Jaworowski [24]).
Concerning hyperspaces see Kuratowski [32], Michael [37] and Nadler [39].

Let UeCon(X) and put (UD={U,;, Uy, -+, Up>: Uy, -+, UeU and k=
1,2, ---}. Then (W) forms an open covering of 2% and {{U): U&Cor(X)} forms
a uniformity of 2% by Morita [38]. By the uniqueness of uniformities on com-
pact spaces we have the following:

(38.1) LEMMA. The uniformities {<UY: UECou(X)} and Cov(2%) are equivalent,
that is, for each WECov(2%) there exists USCou(X) such that W>{U).

Let Y be a space and f: X—Y a map. Then f induces a map f*:2¥-2Y
as follows: f¥(K)=f(K) for each K2*. C(learly f* induces maps f*: C(X)—
C(Y) and f*: X(n)—Y(n) for each positive integer n. The following is an easy
consequence of the definitions:

(3.2) LEMMA. Let UECoo(X) and VECoLY). If f'V>U then f*¥ (V)
>LUY, where [*:2%X—-2Y. Similarly this holds for f*: C(X)—C(Y) and f*: X(n)
—Y(n), respectively. \

Let p={pa: ac A} : X(%, U)={(Xa, Ua), Par.ar A} be an approximative
resolution of X.

(3.3) LEMMA. p*={p¥:acA}:2¥ 52X V={(2%e,(Uy)), p& o A}, p*: C(X)
—C(&E, U)={(C(X.), <UL C(X,), p¥ .o, A} and p*: X(n)—(E, U)n)={(Xu(n),
(U Xo(n)), pE o, A} are approximative resolution of 2%, C(X) and X(n), re-
spectively.

PrOOF. We show the first case. In the same way we can show the others.

(1 2¢X. V> ig an approximative inverse system.

We need to show (AI1)-(AI3). Clearly (All) holds and (AI2) follows from
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(3.2) and (Al2) for (¥, V). Take any a€ A and any WCou(2¥2). By (3.1)
there exists U= Cou(X,) such that W><U). By (AI3) for (¥, U) there exists
a’>a such that pz! ,U>U,. Thus by (3.2) pX L w> p¥ L, (KUY ><Uy>. Then
we have (AI3) and hence (1).

2) p*:2¥ - 2% is a resolution.

By (I.3.3) p: X—X is a resolution. Since all spaces are compact, p: X—X
is an inverse limit by (I.7.1). By Lemma 2 of Kodama-Spiez-Watanabe [31]
p*:2¥—-2% is an inverse limit. Hence by (I. 3.13) we have (2).

By (1), (2) and (1. 3.3) p*:2¥—2% U forms an approximative resolution. =

(3.4) LEMMA. Let f, g: XY be maps and VeCo(Y). If (f, 8)<V, then
(f*, g¥ Y<Ky for [*, g*:2X2Y, Similarly this holds for f*, g*:C(X)—C(Y)
and f*, g*: X(n)—Y(n), respectively.

PROOF. Take any Ke2*, Since (f, g)<<V, for each x=K there exists
V.V such that f(x), g(x)eV,. Thus f(K)Ug(K)C\U{V,:x=X}. Since K
is compact, there exist finitely many points x,, x,, ---, x,=X such that f(K)U
SHK)TV ;)\ IV 5, - UV 4, Since f(x:), glx)€V,, for 1=i=k, f(K), g(K)e
Vzp Vay o, Vo> and hence (f*, g*)<{V). Trivially this implies the other
cases. H

Let g={qv:b=B}: Y@, V)={(Y4, V), q».5, B} be an approximative re-
solution. Let F={f, fy:b=B}: (¥, U)—(¥, V) be an approximative resolution
of a map f: X—Y with respect to p and q. Let f*={f, f¥:bsB}: 2¢¥V>
29D fr={f, f¥|C(X;): bE B} : C(, V)= C(@, V)and FF={f, f| X an):
be B} : (&, U)Yn)—(y, V)n). Using (3.4) we can easily show the following :

(3.5) LEMMA. F*:2F D29 s an approximative resolution of f*:2%X—2Y
with respect to p* and q*. This holds for f*:C(X, U)-»Cy, V) and
*:(2x, V)n)—>Y, V)n). =

(3.6) LEMMA (Wojdyslawski [47]). Let X be a compact metric connected
space. Then the following statements are equivalent:

(i) X 1s locally connected.

(ii) 2%is an AR.

(ili) C(X) is an AR. ®m

“ (38.7) LEMMA (Ganea [18]). Let X be a finite dimensional compact metric
space. If X is an ANR, then so is X(n) for each positive integer n. B

(3.8) THEOREM. (i) If f: XY is an AE-map, then [*:2X¥-2Y, f*.C(X)
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—CY) and f*: X(n)—Y (n) are AE-maps for each positive integer n.
(ily If f is an NE-map, then f*:2X-52Y, f*. C(X)—>C(Y) and f*: X(n)—Y (n)
are NE-maps for each positive integer n.

PrROOF. We show (ii). In the same way we can show (i). By (I.3.15) there
exist approximative finite polyhedral resolutions p: X—(¥, U) and q : Y —(4y, V).
By (I.2.1) and (1. 3.3) st(q)={gs: b= B} : Y—si(¥y, V) is an approximative resolu-
tion. Then by (3.3) and (3.6) p*:2¥—=2F U and st(g)*:2Y—2%Y. Y are ap-
proximative ANR-resolutions. Let f:(X, U)—(Yy, V) be an approximative re-
solution of f with respect to p and ¢, and then so is £ with respect to p and
st(q). By (3.5) F*:2X V258U W g an approximative resolution of f*:2¥ 27
with respect to p* and st(q)*.

We show that £*:2X V258XV gatisfies (NE). Take any beB. Since
. (&x, U)—(y, &) satisfies (NE), there exists a> f(b) satisfying (NE) for £ and
b. Then for each b’>b there exists a map 7 : X,—Y, such that (fy0a, 13, Gor. o)
<stV,. Since (fEpE rawy g5, o7*)<{5tVy» by (3.4), we have the required condi-
tion. Hence f* is an NE-map. &

(3.9) PROPOSITION. If X satisfies the condition M, then so do 2%, C(X) and
X(n).

In a way similar to the one used in Theorem 3 of Kodama-Spiez-Watanabe
[31] we can easily show (3.9). ®

(3.10) COROLLARY. Let n be a positive integer.

(1) If X is an AP, then so are 2%, C(X) and X(n).

(i) If X is an AANRg, then so are 2%, C(X) and X(n). If, in addition, X
is connected, then 2%, C(X) and X(n) are AARs.

(iii) If X is an AANRy, then so are 2%, C(X) and X(n).

(iv) If X is AM, then so are 2%, C(X) and X(n).

(i) follows from (1.21) and (3.8). (ii) follows from (II. 5.10), (i) and Corollary
1 of Kodama-Spiez-Watanabe [31]. (iii) follows from (i) and (II.5.11). (iv) fol-
lows from (1.12) and (3.8). =

A continuum which is hereditarily unicoherent and arcwise connected is a
dendroid. A dendroid which satisfies the smoothness condition is a smooth
dendroid (see Charatonik-Eberhart [8]). A locally connected dendroid is a
dendrite. A finite tree is a finite l-dimensional simplicial complex which is

connected and does not contain any circle.

(3.11) PROPOSITION. (i) Any dendroid is an AAR.
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(ii) Any fan is an AAR.
(iii) Any smooth dendroid is an AAR.

PrOOF. We show (ii). Take an AR M which contains X. Take any U<
Cov(X). By Theorem 1 of Fugate [16] there exist a finite tree 7 in X and a
retraction r: X—T such that (j7, 1x)<% and r|T=1;. Here j:T— Xis the in-
clusion map. Since T is an AR, there exists a map ' : M—T such that 7’| X=r.
Thus (j7'| X, 1x)<U and hence X is an AAR by (1I.5.3).

Using Theorem 2 of Fugate [17], in the same way as in (ii) we can easily
show (iii). (i) follows from (iii) and Charatonik-Eberhart [8]. ®

(3.12) CorOLLARY. If X is a dendrite, fan or smooth dendroid, then 2%, C(X)
are AARs. B

(3.13) PrROBLEM. If X is SAM, are 2%, C(X) and X(n) SAM?

§4. G-products of spaces.

In this section we discuss approximative properties of G-products of spaces.

In this section all spaces are compact. Let n be a positive integer. S,
denotes the symmetric group on n letters, i.e., it consists of all permutations of
{1, 2, ---, n}. Let G be a subgroup of S,. Let X be a space and X" the n-th
cartesian product with the product topology. Then G can be considered as a
subgroup of homeomorphisms of X* defined as follows: g(x, xs, =+, Xn)=
(Xgay Xgey s X)) for geG and x=(x,, x2, -+, x,)=X". X"/G denotes the
orbit space under this action with identification topology. We say that X"/G
is the n-th G-product of X. %=p5x:X"—X"/G denotes the quotient map. 7 is
open and closed, because 3 'p(K)=U{g(K):g=G} for KCX", all g are home-
omorphisms and G is a finite set.

Let f, f': X—Y be maps. Then f induces a map f":X"—Y" defined by
(%1, xa, o, x2)=(f(x1), f(xs), ==+, f(x,)). Since f™ commutes with the actions
of G on X™ and Y™, it induces a unique map f: X"/G—-Y"/G satisfying 9y f"
=fnx. It is easy to show that gef=gf and 1x=Ixna,s for any map g:¥Y—>Z.

4.1) LEmMA.  If f, [, then f=f".

Proor. Take a homotopy h: XXI—Y such that A,=f and h,=f’. We
define a map h": X" XI-Y™ by A™x,, X2, -+, Xn, )=(h(xy, 1), A(xs, 1), -+, A( X, 1))
It induces a function H:X*/GXI-Y"/G satisfying H(npxX1;)=7nyh™. Since
Hx is a quotient map, by Theorem 3.3.17 of Engelking [14, p. 200] nx X1, is
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also a quotient map. Thus H is continuous and H,=f, H,=f". Hence f=f. &

(4.2) THEOREM. If X is a compact metric ANR or AR, then X"/G is an
ANR or an AR, respectively.

Proor. Maxwell [36] proved that
¢)) If K is a finite simplicial complex, then so is K*/G.

First we assume that X is a compact metric ANR and show that X*/G is
an ANR. Since G is a finite set, % is a proper (perfect) map and then by
Theorem 4.4.15 of Engelking [14, p. 355] X*/G is compact metric.

Take any WeCow(X"/G). There exists USCow(X) such that UP=UXU
X e XU<p~'Y. Since X is an ANR, by Corollary 6.2 of Hu [23, p. 139] there
exist a finite simplicial complex K and maps f: X—K, g: K—X such that gf is
U-homotopic to ly. Take a @-homotopy h: XXI—X such that hy=gf and
hi=1x. By (4.1) h induces a homotopy H: X"/GXI—X"/G such that Hy=hy=
gf and Hi=h,=1yuq.

2) H is a <¥-homotopy.

Take any x=(x, xs, -+, x,)EX"™ Since h is a U-homotopy, there exist
U.eU such that h(x;XI)CU; for all . By the choice of U there exists Ve
such that U,X - XU,C5™'V. Then H(p(x)XD)=HepX1;(x X =ph"(x X I)C
pU.X -+ XU,)CV. Hence we have (2).

By (1), (2) and Theorem 3.6 of Hu [23, p. 139], X*/G is a compact metric
ANR.

Next we assume that X is an AR and show that X*/G is an AR. By the
assumption X is a contractible ANR, that is, X is homotopy equivalent to a one
point space *. By (4.1) X"/G is homotopy equivalent to *"/G=x. Thus X "G
is a contractible ANR and hence an AR. ®m

(4.3) REMARK. (4.2) was formulated by Jaworowski [25]. However Fedorchuk
[15] pointed out a gap in his proof, and gave another proof. This proof depends
on deep results in the theory of Q-manifolds and Fedorchuk used Schepin’s
theory. Our proof, which depends on (1) in (4.2), is elementary and simple.

Let X={X,, po'.a, A} be an inverse system of compact spaces and let p=
{patasA}: X>X be an inverse limit. Then p"={pr:acA}: X —>x =
{X%, pr o, A} is an inverse limit. Moreover D={pa:acA}: X*/G-xX"/GC=
{X%/G, pa.ar A} forms a system map.

(4.4) LEMMA. P:X"/G-X"/G is an inverse limit
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PrROOF. Let g={q,:acsA}: Y>X"/G be a system map. We need to show
that there exists a unique map ¢:Y—X"/G such that g=pgq, that is,

)] ga=Pag for aA.

Since p": X"—X™ is an inverse limit, by Lemma 2 of Kodama-Spiez-Wata-
nabe [31]

(2)  pMr={(p1)*:acsA}: 25" - 2¥"==(2%%, (p )*, A} is an inverse limit.

Since n,=7x,: Xt—Xi/G is open and closed, by Theorem 2 of Kuratowski [32,
L p. 165] 9;': 2¥2/6—2%2 is continuous. Let j,: X2/G—2%3/% and j: X"/G—2%"1¢
be natural inclusion maps. From the definitions it is easy to show that

3 (b2, )Nt far="03"TaPar.a for a’>a and

@ P9 T=93"Taba for acA.

By (3) {%3'faga:asA}: Y-2%" forms a system map. By (2) there exists a
unique map s:Y—2%" such that

®) (PM*s=n3'7aqa Tor acA.
We show that
(6) s(Y)Cj(X"/G).

To prove (6) take any y=Y. Then s(y) is a subset of X". We need to
show that nx(s(y)) is a singleton set, i.e., for x, x’Es(y), there exists g=G
such that x’=g(x). Since 7.p2(s(¥)=1{q.(y)} for each acA by (5), n.pa(x)=
Nepa(x”). Thus there exists g,&G such that

) ga(pa(x)=pa(x").

For each a€ A we put G,={geG: g(px)=p2(x")}. We consider G, as
a space with discrete topology. Since G is a finite set, all G, are compact
spaces. Since G. CG, for a’>a, 9={G,, ia', 4, A} forms an inverse system of
compact spaces, where 7, o : Go'—G, are inclusion maps for a’>a. Since G,+# @
for all a=A by (7), imé=N{G,:a=A}#@. For each glimg, g, and
then p2(x")=g(p(x))=p*(g(x)) for all ac A. By (2) x’=g(x). Hence we have
(6).

Since j is an embedding, by (6) we obtain a continuous map ¢=j; 'p%¥s:Y
—X"/G. We show that ¢ satisfies (1). Take any a=A and any y€Y.
By (5) Japag(0)=pEiq(y)= 0% n%s()=pEnts(»)=nEpa*s()=137a"7eqa(¥)=
772" {9.())N=1{qa(3)} =7 aga(y). Since j, is 1-1, we have (1).

We show the uniqueness of g. We assume that ¢’: Y—X"/G is a map such
that pa.g’=gq, for all a= A, and show that g=¢’. For any a=A and yeY by
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(1) and (4) pE*n %70’ (M) =73"TaPad’(¥)=73"7a0(3)=703" T2 Pag(y)=p*nZ jq(y). By
() 7279’ (»)=7077¢(») and then {¢’(M}=nx2 g (W}=1x0Z7¢'M)=7x1x79(y)
={q(»)}. Thus ¢’(y)=¢(y) and hence ¢'=¢. ®

For UeCon(X) we put UP=UX -+ XU (n-times)=Coo(X™). Since 7y is an
open map, Nx(UM={nxU, X -+ XU,): U;cU for 1<i<n} forms a covering of
X"/G.

(4.5) LEMMA. Let f, g: X—Y be maps and UECon(X), VECou(Y).
i) If (f, @<V, then (f, g)<nr(V").

(i) If (f, 9)<stV, then (f, g)<st(ny(V™)),

(iil) If f'w>U, then [ pp(V™)>nx(U").

PrROOF. We show (ii). In a similar way we can easily show (i) and (iii).
Take any x=(xi, X, -, x,)EX". By the assumption for each 7 there exists
V.=V such that f(xy), g(xi)est(V,, V). Then there exist Vi, VieY such
that f(x)EV), gxneV?, VinV.#@ and VINV,#@. Thus fHx)EV'=V;
X oo XV, gux)EV =VIX - XV, VNV'#@ and VNV”"# @, where V=V,
X -+ XV,. This implies that fnx(x)=nyf™x)E0zV"), gnx(x)E V"), 9r(V’)
Ny(V)#=@ and (V)N 9(V)# D. This means that f7x(x), gnx(x)Esi(ny(V),
(V™) ie., (fnx, gnx)<st(pye(V™)). Since 7y is onto, we have the required
conclusion. @

(4.6) THEOREM. If p={ps:acA}: X—(X, U)={(Xo, Ua), Pa'.a» A} is an
approximative resolution, then p={p,: a= A} : X"/G—(X, U /G={(X5/G,n.(UD),
Dar.a» A} is an approximative resolution.

PrROOF. We show (AI1)-(AI3) for (¥, U)*/G. (All) is obvious. (Al2) and
(AI3) follow from (iii) of (4.5) and (Al2), (AI3) for (¥, V). Thus (¥, U)*/G
forms an approximative inverse system.

By (1.3.3) p: X—X is a resolution and then by (I.7.1) it is an inverse limit,
By (4.4) p: X*/G—X"/G is an inverse limit and then by (I.3.13) it is a resolu-
tion. Hence by (I.3.3) p: X*/G—(%¥, U)"/G is an approximative resolution. M

(4.7) COROLLARY. If p:X—(X, V) is an approximative ANR(CM)-resolution
and an approximative POLs-resolution, then so is p: X*/G—(X, U)*/G, respec-
tively.

(4.7) follows from (4.2) and (4.6). @

(4.8) THEOREM. (1) If f:X—Y is an AE-map, thenso is f: X*/G—-Y"/G.
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(iiy If f is an NE-map, then so is f.

PrROOF. We show (ii). In a similar way we can show (i). There exist ap-
proximative finite polyhedral resolutions p: X—(&¥, V), g={¢,: b= B} : Y (¥, V)
={(Y5, V), gs.5, B} and an approximative resolution f={f, f,:q=B}: (¥, V)
— (@, V) of f with respect to p and ¢ by (1.3.15) and (1.4.3). By (4.7) p: X*/G
—(%X, U)*/G and ¢ : Y"/G—(Yy, <V)"/G are approximative finite polyhedral resolu-
tions. It is easy by (4.5) to show that £={f, f,:b€ B} : (¥, U)*/G—~Y, V)*/G
forms an approximative resolution of f:X"/G—Y"/G with respect to p and gq.

We show that f satisfies (NE). Take any b&B. By the assumption £
satisfies (NE) and then there exists a> f(b) satisfying (NE) for £ and b. Take
any b’>b. Then there exists a map 7 : X,—Y such that (foPa, s, o, o7) <SIVp.
By (4.5) (foPa. s g, ot)<st(ns(V3)) and then £ satisfies (NE). Hence f.is an
NE-map. =

(4.9) COROLLARY. If X is UAM, AM or 1AM, then so is X" /G, respectively.

(4.9) follows from (II.5.10), (1.12), (1.21) and (4.8). =

We use the same notations p, ¢, p and g as in the proof of (4.8). By (I.5.7)
H(p)={H(po): acA}: X—>H(X)={Xo, H(por.a), A}, H(@:Y-H(&), H(p)=
{H(po): a€A}: X*/G - H(X"/G) ={X2/G, H(pa'.a), A} and H(q):Y"/G—
H(@"/G) are HPOL-expansions.

Let f: X—Y be a shaping. Let H(f)={f, H(f»):b&B}: HX)—>H(%Y) be a
system map in pro-HPOL which represents f. For each b’>b there exists a>
f(b), f(b") such that fypa, ;an=Gv.o v Pa.swr>. BY (41) fopa sar=qv.ofv Pa. s>
and then H(f)={f, H(f»):b=B}: H(X"/G)—»H(4"/G) forms a system map in
pro-HPOL. We take another representation H(f")={f’, H(f:): b€B}: H(X)—
H(@) of f. Then for each b B there exists a> f(b), f'(b) such that fipa. s
=fiPa. s - Then by 4.1) foparwr=fsPasw. Thus H(f) and H(f’) are
equivalent i.e., they represent the same shaping f: X"/G—Y"/G. It is easy from
the above definition to show that gf=g-f for shapings f: X-Y, g: Y—Z and
1y induces the identity shaping of X"/G. Hence we may define a functor
G P™ : Sh(COM)—Sh(COM) as follows: GP™*(X)=X"/G for a space X and GP"(f)
=f for a shaping f. We summarize as follows:

(4.10) THEOREM. The n-th G-product induces a functor GP™: Sh(COM)—
Sh(COM).

(4.11) CorROLLARY. (i) If X and Y have the same shape type, then X"/G
and Y"/G have the same shape type.
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(i) If X is shape dominated by Y, then X"/G is shape dominated by Y™"/G.
(iii) If X has trivial shape, then so does X™/G.

(iv) If X is an ANSR, then so is X"/G.

(v) If X is an ASR, then so X"/G.

(i)-(ii) follow from (4.10). (iv)-(v) follow from (I.6.1), (4.2) and (ii). =

(4.12) THEOREM. (i) If X is internally movable, uniformly movable, strongly
movable or movable, then so is X" /G, respectively.
. (ify If X satisfies the condition M, then so does X"/G.

Proor. We assume that X is movable and show that X"/G is movable.
We use the same notations as in the proof of (4.10). By the assumption for
each a< A there exists a,>a satisfying (MV) for a. Take any a¢’>a and then
there exists a map »: X,,— X, such that par o =paga. By 41) par,a?=pay a
Then x"/G satisfies (MV) and hence X"/G is movable.

In a way similar to the one above we can show the other assertions. H

(4.13) COROLLARY. If X is an AANR¢, an AANRy or an AAR for COM,
then so is X*/G, respectively.

This follows from (II. 5.10), (II.5.11), (4.9) and (4.11). =

§5. Maxwell homomorphisms.

In this section we prove a stability theorem on pro-vector spaces and using
it we extend Maxwell homomorphisms to compact spaces.

In this section all spaces are compact spaces. Let F be a field. Vec(F)
denotes the category consisting of all vector spaces over F and all linear maps.
dim G denotes the dimension of a vector space G over F. Vecy(F) denotes the
full subcategory of Vec(F) consisting of all finite dimensional vector spaces over
F. The following is an elementary fact:

(6.1) LEMMA. Let G and H be objects of Vec;(F) and f:G—H a linear map.
If f is onto and dim G=dim H, then f is an isomorphism in Vecy(F). &

Let 6={Ga, par.q, A} be an object of pro-Vec (F). That is, ¢ is an inverse
system on Vec;(F). Let p={p,:a=A}: G=lim§—¢g be an inverse limit of &.
In general G is contained in Vec (F). Using the method in the proof of Theorem
5.7 of Eilenberg-Steenrod [13, p.226] and Kelly [26] it is not difficult to show
that
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(5.2) LEMMA. If all bonding maps par.o:Ge—G, are onto, then all p,:G
—G, are onto. B

We say that ¢ is stable in pro-Vec(F) provided that ¢ is isomorphic to a
a vector space G in pro-Vec(F). In [43] the author discussed a stability theorem
in pro-groups.

(5.3) THEOREM. Let G be an object of pro-Vecy(F). Then & is stable in
pro-Vec (F) iff the dimension of im G is finite.

ProOOF. Let G=lim ¢ and dim G=n. First we assume that » is finite. Take
any a= A and put H =p,, (Gyr) for each ¢’ A with a’>a. Since dimG, is
finite, dim H§ =n,  is also finite for a’>a. Since H%DOHZ for a”>a’>a,
n.-<ng. Since all n, are integers, there exists k(a)>a such that n,,=n,
for each a’>%(a). Hence

(1) Hg.,,=HZ for each a’€ A with a’>k(a).

(1) means that ¢ satisfies the Mittag-Leffler condition (see MS [34]).
Let H,=Hg,, for ac A. Then by (1) it is easy to show that

(2) pa’.a'(Ha’):Ha’ for a">a’.

By (2) par.a:Go—G, induces a linear map pi . .:Hy,—H, for a’>a. Then
H={H,, po.a» A} forms an inverse system on Vec (F). Let j,: H,—G, be the
inclusion map for a€A. Then j={l,, j.: asA}: 4£—¢ forms a system map.

Since joPrcara=Drwara DA Drcar, afrcar =Dk, Dy Morita’s diagonal theorem
(see MS [34, p. 112])

3) J: 4 — G is an isomorphism in pro-Vec (F).

Let p’={p.:acA}: H=lim £ — 4 be an inverse limit. Then j induces a
unique homomorphism ;: H—G satisfying

4) Jjp’=pj.
Since pgur,opar=pq for a’>a, p,(G)CH, for acA. Then p,:G—G, induce

maps pi:G—H, such that j,pi=p, and py .pu =pi for a’>a. Thus p’=
{pt:acs A} : G- forms a system map satisfying

(%) p=jp”.
Then there exists a unique homomorphism % : G—H such that
(6) p’h=p”.

Since j(p”j)=0jp")j=pj=jp’ by (4) and (5), by (3)
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) p'j=p’,

Since p’(hj)=(p’h)j=p"j=p’ly by (6) and (7), then by the uniqueness of inverse
limits hj=1y. Since p(jh)=(p)h=j(p'h)=jp"=ple by (4)-(6), then by the
uniqueness jhA=1g and hence

(8) j: H—G is an isomorphism and then dim H=dimG=n.

Since all bonding maps ph,, are onto by (2), by (5.2) all py: H—H, are
onto and then m,=dim H,<dim H=n for all a=A. By (2) mqy =m, for a’>a.
Then there exists a,A such that m,,=m, for each a>a,. Thus by (2)
Phr ar : Hy—Hgy is onto and dim H,.=dim H, for ¢”>a’>a,, and then by (5.1)
Phr o i Hyp—sH, is an isomorphism for a”>a’>a,. It follows that p;: H—H,
is an isomorphism for a>a, By this and Morita’s diagonal theorem

) p’: H— % is an isomorphism in pro-Vec(F).

By (3), (4), 8) and (9) p:G—¢ forms an isomorphism in pro-Vec(F). Hence ¢
is stable in pro-Vec (F).

Next we assume that ¢ is stable in pro-Vec(F). By Lemma 2.13 of Dydak
[12] an inverse limit p:G=lim ¢—¢ is an isomorphism in pro-Vec(F). Then
there exists a system map gq={q,}: 6—G satisfying pg=~1s and gp=1s. Put
go:Ga,—G. Since gp=1lg, ¢opa,=lc and then p,,: G—G,, is 1-1. Thus dimG
=dim po,(G)=dimG,,<oo. Hence dimG is finite. &

To show (1) in the proof of (5.3) we do not use the condition, dim G=n<oco.
Thus we have the following:

(5.4) COROLLARY. Any inverse system on Vecy(F) satisfies the Mittag-Leffler

condition. H

(5.5) COROLLARY. Let G be an inverse system on Vecy(F). If dimension of
lim @ is finite, then there exists a,=A with the following properties:

(i) pe:limg—G, is 1-1 for each a>a,, and

(ii) for each a>>a, there exists k(a)>a such that p,(im@)=ps (Ga) for
each a’>k(a). ®A

H{(X; F) denotes the j-th Cech homology of a space X with coefficient F.
A map f:X—Y induces a homomorphism fy;: H{(X; F)>H(Y ; F). We say that
X is of finite type with respect to F provided that there exists an interger n
such that H(X; F)=0 for j>n and H{(X;F) is a finite dimensional vector space
over F for j<n.

(5.6) LEMMA. If a space X is of finite type with respect to F, then there
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exists WECou(X) with the following property:
(%) For any space Y and any maps f, g:Y—=X if (f, @)<W, then fu;=
84t H(Y ; F)»H{(X; F) for each j.

PROOF. We recall the definition of Cech homology. Let U, U’'&Con(X)
with U’<U. Let pgy: X—N(U) be a canonical map into the nerve of U and
pae,r t N(U)—N(U) a projection. pq,« is a simplicial map satisfying pa-,o(U")
DU’ for each vertex U/eN(’). It is well known that if pqr ¢, pyyr,v: N(U’)
—N(U) are projections, then paq: = piyr 0. Prj={pux;j: UECon(X)}: H{(X; F)
—pro-Hi(X; F)={H{NU); F), pay,uxj Cov(X)} forms an inverse limit.

Since X is of finite type, there exists an integer n such that H(X; F)=0
for j>n and H{(X;F) is a finite dimensional vector space for j<n. For any
7, 0=7<n we show the following:

(1)  There exists W,ECov(X) such that for any space ¥ and any maps
fr8:Y->Xif (f, g)<W;, then fy;=gx;: H(Y ; F)— H(X; F).

Since X is compact, we may assume that all coverings U are finite cover-
ings and then H,(N(U); F) are finite dimensional vector spaces. Since H;(X;F)
is a finite dimensional vector space, by (5.5) there exists U,&Cov(X) such that

2) Duxjt H(X; F)— H(N(U); F) is 1-1 for U<,.

Take any U={U,, U,, ---, U} ECov(X) with U<U,. Since X is normal, U is
shrinkable. Then there exists U’={U}, U}, -, UL} ECov(X) such that U;CU;
for 1<i<s. Since Ui\N\(X—U,)=0, there exists X;ECon(X) such that st(U}, X.)
Nst(X—U;, X)=@ for each i=1,2, -, s. Put W;=H,AK: N -+ ANK;ECo(X)
and then

3 st(U, wHNSUX—Uq, W)=¢  for i=1,2,,s.

We show that 9, is the required covering. Take any space Y and any
maps f, g:Y—X such that (f, )<,

@ guHC Uy  for i=1,2, -, s.

For any yeg ' (U}) there exists W,9%; such that f(y), g(y)eW,. Since g(y)E
UiNW,, f(y)estU;, w,). By 3) f(»)&s(X—U,;, W; and then f(y)eU,. Thus
we have (4).

Let goy: Y—N(CV) and goyr v : N(SV)—N(SV) be a canonical map and a pro-
jection for /<. Then qs;={qux;: VECw(Y)}: H(Y ; F)—pro-H(Y ; F)=
{HAN(V); F), peyr.vxj Co(Y)} forms an inverse limit. By (4) we define a
simplicial map v: N(g7'U")—»N(f~'U) by v(g~*U})=f"'U; for each ;. Then vis
a projection and thus v~g,-1¢,y-1y. Hence
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®) Vi =q g1, pawss L HN(Q™'U') ; F) - H(N(f7'U); F).

S and g induce simplicial maps f, : N(f ' U)—N(U) and g, : N(g~'U")—N(U’)
by fo(f7'U,)=U; and g,(g'U;)=U} for each 7. Since U;cU;cU, for each i,
we define a simplicial map u : M(U’)—>N(U) by uw(U)=U; for each 7. Since u
and pq,q are projections, u = pqr ¢ and hence

(6) U ;= P, % 2 H{N(U'))— Hj(N(CU))-

By the definitions of f,, g4, » and v clearly ug,=f,u and hence
) Uni@uxi = uk Vs

By (5)-(7)

® P uxi8ei=FaxsQa-10", g1 -

Take any z€H(Y; F). By 8) pus;ifsf@)=/ sxidr10s(@)=Fasx95-107, s-10%
Qo107 +82)= Dy, U8 4G g -1 7 (2) = Py . yk i Day %58 % {2)= s j8x5(2), that is, Pas;
fx{@)=Dux;8x,2). By (2) fx2)=gx,(2) and then fy;=g«; Hence we have (1),

Finally we put W=W,AW A -+ AW,ECor(X). By the choice of n and (1)
it is easy to show that 9 satisfies (x). =

For compact metric spaces (5.6) was proved by Dugundji [11].

Q denotes the field consisting of all rational numbers and put Hy(X)=
H{(X;Q). We say that X is of finite type provided that X is of finite type
with respect to Q.

Maxwell [36] defined homomorphisms p¥ : H(K"/G)—HK) for finite poly-
hodra K and integers j satisfy the following conditions:

M1)  fyjp¥=p%fs; for any map f: K—L between finite polyhedra;

H{K"/G) S H{L"/G)
2 l l#f
H{(K) L H(L)
(M2) i nl,=n%¥ngs; for any finite polyhedron K;
H{K™) e > H{(K"/G)
L lﬁf

H{(K)
Here n;=n%: K"—K is the i-th projection.

We shall define homomorphisms p¥: H(X"/G)—H,X) satisyng (Ml) and
(M2) for all (compact) spaces.
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Let X and Y be compact spaces. Take any finite polyhedral resolution p=
{poa:acA}l: X—>X={X,, par,ar A} and q={g,: bEB}: Y>Y={Y,, g».», B}.
Then pt={p*:acA}: X"—»X"={X?, p% ., A} and p={p.:a<sA}: X"/G—
x"/G={X%/G, pao,a, A} are finite polyhedral resolutions (see §4). By (M1) for
finite polyhedra the Maxwell homomorphisms p§= : H(X2/G)—H{(X,) satisfy
Do asitd =f5Par ax; for a’>a. Then yj_—{lA, pérac Al H(X"/G)=
{H{X3/G), par,axir A}y H{(X)={H(Xa), Pa',axj» A} forms a system map. By
taking inverse limits we have a homomorphism p2=lim g2 : H{X"/G)=lim H{X™"/G)
—lim H(%)=H{(X).

(5.7) LEMMA. fy;p2=p%f«; for any shaping f: X—Y. Here f=GP"(f).

PrOOF. Take any representation f=1{f, H(f,):b= B} : HX)={Xq, H(pao,a), A}
—H@)=1{Ys, H(gy 1), B} of ashaping f. Then f={f, H(f,):beB}: HX"/G)
—H(@"/G) represents a shaping f=GP"(f) by (4.10). Thus fy;={f, fox;: b=B}:
H{(x)->H () and fy;=1{f, fo;: b&B} H(X"/G)—H{y"/G) form system maps
on Vec(Q) by (4.1). Then fy;=limFy;: H(X)—>H,(Y) and fy=Hlmfy;: H(X"/G)
—H{Y™/G). For any b& B Gus; fastt5=fosiD s oo it = Fos it P D s corsi= 125 [os D s v
=qsx; [ #i=3Qox;tt2f ;. By the uniqueness of inverse limits we have the required
one. H

Let X be a finite polyhedron. Let p(X): X—{X} be the rudimental resolu-
tion of X. From the definition we have that

(5.8) LEMMA. p¥=p2% for any finite polyhedron K. ®

When we take f as the identity shaping, from (5.7) it follows

(5.9) LEMMA. If p: X—% and p’': X—~X' are finite polyhedral resolutions,
then po=u?. @&

By (5.9) p2 does not depend on the choice of finite polyhedral resolutions of

X and then we denote it by p¥. By (5.8) our homomorphism coincides with

the original Maxwell homomorphisms for finite polyhedra. By (5.7) (M1) holds

for any shaping. By (M2) for finite polyhera and each a€A pax;ptfnxx;

=UGPaxiNxx; = PINakiDax; = (DL wE8) pis; = Da(@fepi)s; = 2 DasniTis; =

Pasf(Dt17,). By the uniqueness of inverse limits pf 7 xs;=p570 xx,;=27- L T
This means (M2) for compact spaces. We summarize as follows:

(5.10) THEOREM. Maxwell homomorphisms can be extended to compact spaces
satisfying (M1) for shapings and (M2). ®
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Let X be an ANSR. Then there exist a finite polyhedron P and shapings
f:X—P, g:P-X such that gf=SH(ly) by (I.6.1). By (5.10) fg=SH(1xne).
Put Wei=guxpeif+;: H(X"/G)>H(X). By (5.7) Wp¥=gutifw/=pFgs;[+,=
p¥SH(1xnie)x;=p%. We summarize as follows:

(6.11) LEMMA. Wu¥=p¥ for any ANSR X. =

Masih [35] introduced the Maxwell homomorphisms Mp¥ : H(X"/G)>H{(X)
for any compact metric ANR X as follows: Since X is an ANR, there exist a
finite polyhedron P and maps f: X—P, g: P-X such that gf~1y. He defines
Mpf=gs;p5 [«;. From the definitions Mu¥=Wpu¥. Hence by (5.5) we have that

(6.12) COROLLARY. MuX=u¥ for any compact metric ANR X.

Vora [42] introduced the Maxwell homomorphisms V¥ H(X"/G)—»H{(X)
for any compact metric AANRy X. We define a homomorphism Vu¥ by her
method.

Let X be a compact AANRy. By (4.13) X"*/G is an AANRy. By (I.6.1)
and (I.6.6) X and X"/G are shape dominated by finite polyhedra, and then they
are of finite type. By (5.6) there exist USCou(X) and Ve Cou(X*/G) with the
property in (5.6) for X and X"/G, respectively. Since X is compact, there ex-
ists UyECo»(X) such that U,<U and U<U"Anz*V. Since X is an AP by
(I1. 5.10)-(IL. 5.11), there exist a finite polyhedron P and maps f: X—P, g: Po»X
such that (gf, 1x)<WU,. Then (gf, 1)<<V. By the choices of U and <V, gy, fx;
=lxs; and gu;fs;=lxne«j. Vora defines homomorphisms Vuf=gu v fx;:
H(X"/G)=H(X). By (5.7) Vpf=gutt5 fx;=Fgx;[x;=pFLxnjei=pF. We
summarize as follows:

(5.13) LEMMA. Vu¥=p% for any compact AANRy X. =

(5.12) and (5.13) mean that our extension of the Maxwell homomorphisms

are natural.

§6. Fixed point theorems.

In this section we discuss the Maxwell fixed point theorem for NE-maps.
It implies the Lefschetz-Hopf fixed point theorem for NE-maps and fixed point
theorems for hyperspaces and for cone spaces.

In this section all spaces are compact. Let X be a space of finite type and
f:X—>X"/G a map. We say that a point x=X is a fixed point of f provided
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that for each (xi, %z, =+, X.)E X® with f(x)=nx(x, x2, -+, x,), there exists i,
1<i<n, suchthat x=x;. We define a Lefschetz number L(f)=3%o(—1)/tr(g¥ f+;)
of f. Here tr(p¥ fi;) denotes the trace of the homomorphism g} fs;: H{X)—
H(X). Here H(X) is the j-th Cech homology with rational coefficient Q.

(6.1) LEMMA (Maxwell [36]). Let P be a finite polyhedron and f: P—P"/G
a map. If L(f)+0, then f has a fixed point. |

(6.2) THEOREM. Let X be a compact space of finite type and let f: X—
X"/G be a map. If f is an NE-map and L(f)#0, then f has a fixed point.

Using only (6.1) we shall show (6.2). To do so we need some lemmas.
For each 7, 1=i<n we put Fi(f)={x=X: xSry ' f(x)} and F(H=U{Fi(f):
i=1,2, -, n}.

(6.3) LEMMA. F(f) is the set of all fixed points of f.

ProoF. Take any fixed poont x of f. For each (xi, xs, -, x.)EX™ with
f(x)=n(x1, %3, =+, x4), there exists ¢ such that x=x;. Thus r=x.Em;m " f(x),
that is, x€F.(f)CF(f).

Take any x=F(f) and then x&Fi(f) for some 7. Thus x&mn™"f(x) and
then there exists (31, ¥a, =, ¥a)E 7~ f(x) such that x=y,;. Take any (xy, Xz, -+ X)
€ X" such that 5(x,, xs, -, x2)=/(x). Since 9(xy, Xz, -+, X2)=F(X)=7(Y1, Y2, =" V)
there exists g=G such that g(x;, x5 =+, 2)=(¥1, Y2, =, ¥a). Thus x=y;=
%z and hence x is a fixed point of /. ®

Let UsCou(X). We put Fi(f, U)={x€X: st(x, U)Nz;n ' f(x)= P} for
and F(f, U)=U{F(f, V): i=1,2, .-, n}. We say that a point of F(f,U)isa
qJ-fixed point of f. Trivially Fi(f, U)CF(f, V) and F(f, U\CF(f, U) for
U'<U. Let jinq:F(f, U)~F(f, U) and jopq: F(f, U)—F(f, U) be inclu-
sion maps. Thus we may define inverse systems F(f)={F{f, U), ji. v,
(Con(X), )} and F()={FF, V), jur.a» (Coo(X), »)}. Here U’>U neans that
U’<U, and then (Cov(X), ») forms a directed set.

(6.4) LEMMA. F(/)=lmZ,(f) and F(f)=lm%(f) for each i.

ProoF. Take any 7. Since all bonding maps in &(f) and ¥(f) are inclu-
sions, limF(f)={FLF, V): VECon(X)} and im F(f)={F(f, UV): UECou(X)}.
Then we need to show that Fi(f)=N{F{F, V): UE Con(X)} and F(f)=N{F(f, V):
UeCon(X)}. From the definitions F.(f)CF.(f, V) and F(f)CF(f, U) for
Ue&Cou(X). Thus it is sufficient to show that
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(1) N{F(f, U): UECo( X)) CF(f) and
(2) NF(f, U): UsCon( X))} CF(f).

CLAIM. For each UECou(X) there exists W< such that Fy(f, WCTF(f, V).

We put k;=x¥nzf: X—+X"/Gi>2X”/G—>2X"—+2X. Here ; is an inclusion
map. Since px:2*¥"¢—2%" is continuous by the proof of (4.4), k; is continuous.
Take any U&Cou(X). Since X is compact, there exists a finite covering Ve
Cov(X) such that stV <U. For each x&X we put m(x)={Ve: VAr;p f(x)
#@} and m(x)={V7%, Vi, -+, Vi), Since V%, VE, -+, VE,,> is an open
neighborhood of z,77'f(x) in 2%, there exists an open neighborhood W’ of x in
X such that

3 R(Wo)CKVE, Vi, -, Viwy>  for each xeX.

We put W'={W,:x€X} and W= ANV ECouv(X).

We show that 9 has the required property. Take any x=F;(f, %). There
exists V,ey with xeV,. Since V,N\W/ is a neighborhood of x in X, V,N
WinF(f, w)+@. Take any x,eV.N\Wi;NF(f, %) and then st(x,, W)N
T f(x)#@. There exists W=V,"\W,: such that V,ecv, W, cw’, x,cW
and Wz~ f(x))#=@. Then there exists x, Wz, %~'f(x,) and thus

@) X1, %€V, and x.E7m;np~'f(x,).

Since x, x;€V MW7, then ky(x), k(x,)=<VE, VE, -, Vi ie.,
5) ) f(x)CVIUVEU - UVE,, and

(6) T f(ONVEEQD for each ¢, 1=t=n(x).
By (4)-(5) x.€V7F for some t,, 1=¢,<n(x) and then by (6)

@) %, €VE and wmp ' f(ONVE#QD.

Since x, x, €V ,N\W%, by (4) and (7)

8) xest(Vy, &) and  st(V,, U)Nmp ' f(x)# QD .

Since stV <U, by 8) st(V,, V)Cst(x, U) and st(x, U)N\mn ' f(x)#=@. Then
xEF(f, U) and hence we have the Claim.

To prove (1) take any x&F,(f). Since x&m;p ' f(x), {x} and 7,771 f(x) are
disjoint closed subsets of X. Then there exists U&Cov(X) such that st(x, U)N
st(zyp~t f(x), U)=@. Thus x&Fi(f, V). By the Claim there exists WECouv(X)
such that F(f, W)CF{(f, U). Then x&F;(f, %) and hence x&NI{F{f, U): U
&Cov(X)}. This means (1) and hence the first assertion.

To prove (2) take any x& F(f) and then x & Fi(f) for each 7, 1</<n. Since



34 Tadashi WATANABE

F()=n{F{f, U): USCox(X)} by the first assertion, then there exists U,&
Cou(X) such that x& F(f, U,) for each i. We put U=U; AU ++ AUnECor(X)
and then x & F.(7, @) for all i, 1<i<n. Since F(f, D=\U{FLS, V):i=1,2, -, n},
x¢&F (7, U) and hence x&EN{F(F, U): USCov(X)}. This means (2) and hence
the second assertion. H

Since F(f) is an inverse system of compact spaces, the following follows
from (6.3) and (6.4).

(6.5) LEMMA. If f has a U-fixed point for each U&Cov(X), then f has a
fixed point.

(6.6) LEMMA. Let x=(xy, X3, ==+, Xn), Y=(¥1, Yo, =+, Yu)EX". Let UE
Coo(X) and U=U,XU,X -+ XU, U™ If n(x), p(y)st(nU), p(U™)), then for
each i, 1<i<n, there exist j, 1<j<n, and U*€U such that x;, y;Ss{U*, V).

PrOOF. Since x(x), p(y)Est(nl), n(U™), there exist U’'=UiX -+ XUy,
Ur=U"X - XU%eU™ such that
) n(x)enU’) and n(y)enpl”),
2) pUNNyWN#=@ and pUNU)=D.

By (2) there exist s'=(s{, s}, ---, sp)EU’, s=(sy, o, -+, $)EU, t"=01, 15, -, t3)
eU” and t=(t,, t,, -, t,)€U such that

3 n(s")=n(s)enU)NyWU) and

() n@")=ntenU")NyWU).

By (1) there exist x’'=(x{, x5, -, xp)&U" and y"=(y1, y¥, ---, yn)&U" such that
®) n(x)=x(x") and 7)=7n(y").

By (3)-(5) there exist gi, &2, &3, £:G such that x=g,x’, s'=g,s, {=g,¢" and
y"=g,y. Take any 7, 1</<n, and then

6) xi=x%,w, S/gl(i):sgzgl(i); tgggl(i):tgsg2g1(i> and  YZ,e0e, 0=V g485808,00 ¢
Since x’, s’cU’, s, t€U and t”, y”€U”, we have that
%) P YRGS S’gl(UEU}l(i), Sgog i)y tere €U gpp00 and
258081002 y,g(sgggl(i)EUgggggl(i)-
By (6) and (7) Xi, ¥ gizegas;c>ESHU gpgicios U).  This means that j=g.g:8:4:(7)

and U*=U,,,,;»EU are the required index and covering. H

(6.7) LEMMA. Under the same conditions as in (6.2) f has a U-fixed point for
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each UsCou(X).

Proor. By (I.3.15) there exists an approximative finite polyhedral resolu-
tion p={p,:ecA}: X—(X, U)={(Xa, Uh), Pa'.a, A}. By (1) in the proof of
(4.2) and (4.6) p={pa: a€A}: X*/G(X, U)/G={(XL/G, 7(UM), par.ar A}
forms an approximative finite polyhedral resolution. Since all X, and X%/G are
finite polyhedra, there exist V4ECov(X,) and Vi< Con(X?%/G) such that s>V’
and st*Vy satisfy (#x) in (I.5.6). By (I.4.4) there exist U,=Cov(X,) for all
a< A such that U, <V, Vi<nx@ Vi for ac A and (¥, U)={(X,, Ua), Pa'.a, A}
forms an approximative inverse system. By the choice of U, and (I.3.3) p: X
—(X, V) is an approximative POL;-resolution. By (4.6) p: X"/G—(X, U*/G
is also an approximative POL;-resolution. By the choice of U, for each a= A4
and for any space Y

(1) if g, h:Y — X, are st*U,-near, then g=h and
2) if g, h:Y—X2/G are st*,(Uz)-near, then g=h.

By the continuity of Cech homology Hn(X)=lm{H,(X,), bo' axm, A}. Since
X is of finite type and all X, are finite polyhedra, by (5.5) there exists a,=A

satisfying
3 Dakm 2 Ha(X)— Hn(X,) are 1-1 for all m and all a>a, and
4) for each a’>a, there exists k(a’)>a’ such that

Im (porsm)=Im(Pa,a'sn) for all m and all a>k(a’).

Here Im (po 4m) denotes the image of pgrym : Hu(X)—Hu(X,0).

Let f={f, foracA): (¥, U)—(X, U)*/G be an approximative resolution
of f with respect to p and p. Since f is an NE-map, f satisfies (NE).

Take any UeCou(X). Then by (AR1) there exists a,>a, such that Paist® U,
<U. By (NE) for f there exists a,> f(a,) satisfying (NE) for £ and a,. Take
any as;>a,, a;. We put Ala)={ac€A:a>a,}, Fi={xcX,: St(Pa. a (%), StUgs)
NxNz faDa sap(x)#= @} for each a=Ala,) and i=1,2,---,n, and F,=U
{Fi:i=1,2, -, n}. It is easy to show that p, (F&)CF! and then po o(F,)
CF, for a’>a and all i. Thus pg o (F,)CF, for a’=a. This means that F=
{F,, Do, a, Ala,)} forms an inverse system consisting of compact spaces.

CLamM 1. F,#=@ for all a<A(a,).

Take any a< A(a,;). By the choice of a, there exists a map 7: Xaz—eXﬁ,,)/G
such that

(5> (falpa.g,f(al)y Ek(a),a,7)<357)al(‘U£‘l)-

By (5) (fa,Prcap Prcar ar Pay)<StNe,(UZ). Since f is an approximative resolu-
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tion of f,

(6) (parf> fa,Prcap<9a(Us).
Since (Pa,fs Prcar.a,?Pa,) <5t (U) by (6), by (2)
O Paf=Preara Pay-

Take any integer m. BY (7) pasmfem="Drcar,ajsm?+mPayxm and by (M)
®) Pa.apkmDasmbtm fem=1Da, apkmDecar. axmin >V xmPagkm -
By (3) and (4)
) Paapm!Im(Poxm): Im(pasm) = Hn(X, ) is 1-1 and Im (Pesm) =Im (Prcar. asm) -
Then by (8) and (9)
(10 Pakmtlm fem=Drcar, axm s T km Daykm -

Let = Prcas.a” Pa.a,: Xa—X2/G and then by (10) and (M1)
11) Daskmtim fam=pngxmDasm

Let hmz(pa*m)_lpk(a),a*mﬂ%a)r*mpa,az*m: Hu(X)—Ha(X). By (9) hn is well
defined and by (M1)

(12) pa*mhm:ﬂ?ng*m-
By (11) and (12) posmhmPakm=Daoxmttmf+m and then by (3)
(13) hmpu,*m:ﬂmf*m-

By (12) and (13) tr(,umf*m):tr(hmpa*m):tr(pa*mhm)ztr(#%xg*m)~ Then L(f)=
Sm=o = D™ (ptm fam) = Do = 1)™tr(pth gem)=L(g), that is,

(14 L(f)=L(g).

By the assumption L(f)+#0, then by (14) L(g)#0. By (6.1) there exists a
fixed point x, of g. Take any x=(x,, %3, '+, x,)EX% such that n.(x)=g(x,).
Since x, is a fixed point of g, there exists 7, 1<7,<n such that x,==x;. By
the definition of g and (5) (fo,Pa.rcap Paa,8)<St0a,(UZ,) and then there exists
U=U,;X -+ XU,€U}g, such that

(15) fa\Pa. scap(%0), Pa.a,8(x0)E8H(0a,(U), 9a,(V3)).

Then fa,pa. rcap(%0)=74,(y) for some y=(yi, ys, =+, y2)EX7,. Since pa,q,8(x0)
zl_)a,alna(x):ﬁalpg.al(xl, Xay =ty xn)—__ﬂal(pu.al(xl): Pa.al(xz), Tty pa.al(xn)); (15)
means that 74,(¥1, Y2 5 Yu)r Da(Pa.a(X1), =5 Paa (X)) ESHRa ({U), 74,(UE)).
Thus by (6.6) there exists j, 1<j7<n and U*&Y,, such that

(16) pa.al(xio)r ijSt(U*) CUal)-
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Since xo=x;, and y;E7;93} fa,Pa. rcap(Xo), (16) means that si(pg,a,(x0), SEUs )N
TNasfa,Pa, reap(%0)# @, that is, x,€F{CF,. Hence F, is not empty. We have
Claim 1.

CrLamMm 2. All points of lim& are U-fixed points of f.

Take any z&F=lim%, any a<A(a,) and put z,=p.(z)eF,. There exists
U¥eU,, such that p, q,(2)=p.,(2)€UT. By (6) there exists U'=UiX --- XUy
€3, such that
(17) gu.alf(z): falpa,!(ul)(za)e"]al(U,)-

Put W=p3' (UDN(fa,Pa.r¢ap) ' (e,(U’)) and then W is an open neighborhood
of z, in X, Since z,€F,, then WNF,#@®. Take any weWNF,. Since
weW, then

(18) pa,al(w)EUT and falpa,f(al)(w)enal(Ul)-

Since weF,, there exists 7;, 1<7,<n, with weFf and then there exists U¥e
U, such that

(19) pa,al(w)Est(U’;‘, Ug,) and
(20) St(Ugg’ qjal>ﬂﬂi17)gifa1pa,f(al)(w)#: @ .

By (18) there exist z,=(z{, z{, -, z5)€X™ and w'=(w}, w}, -, wh)U’
such that f(z)=%(z,) and fa,Pe raap(W)=7q,(w’). By (20) there exists w”=
(w?, w, -, wi)E X%, such that f, Pa, sap(w)=9,(w”) and

(1) wi estU%, Va,).
Since 74, (w”)=7,(w’), there exists g, =G such that g,(w’)=w", and then
(22) wﬁ:w;,(il)-

By (17) there exists z’=(z{, z;, -, z,)EU’ such that p, f(z2)=79.,2). Since
Do f@=pa(2)= 00,02 ,(2) =00 (Pa,(2]), =+, Pa,(24)), there exists g,EG such
that z’=gz(pa (21), -+, Pa,(24)) and then

(23) 2y, p= Day(@hpa,cip) -

Since w’, z’€U’, then wj ¢, 27,apEU % ap. By (21)-(23)

(24) Pa(2hyeip)EUG Gp and U apNstUs, UV )#D .
Since pq,(z)€U%, by (18) and (19)

(25) Po,(2)EUF and UiNstU3%, Va,)*+QD.

By (24) and (25) pa,(2), Pa(@hye,ap)ESLSUUS, Vay), stUay). Since palst*Ua, <V,
there exists U**e= U such that z, z{zgl(il)ep;}st(sz(U’;‘, Ua,), stU4,)CU**,  Since
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2}, 0,0 E T gyn,ipn ' f(2), We have that st(z, U)N7 4,40 ' f(2)# @ and then
2€F g, 5,ap(f, UYTF(f, V). Hence z is a U-fixed point of f. We have Claim 2.
Since all F, are non-empty compact spaces by Claim 1, F=lim% is not
empty and hence by Claim 2 f has a U-fixed point. Since U&Con(X) is arbi-
trary we have the required assertion. B
Theorem (6.2) follows from (6.5) and (6.7). ®m

(6.8) COROLLARY. Let X be a compact space of finite type, and let f:X—
X*/G be a map. If X is approximatively movable and L(f)+0, then f has a
fixed point.

(6.9) COROLLARY. Let X be a compact AANR. of finite type, and let f: X—
X*/G be a map. If L(f)#0, then f has a fixed point.

(6.10) COROLLARY. Let X be a compact AANRy and let f: X—>X"/G be a
map. If L(f)#0, then f has a fixed point.

(6.11) COROLLARY. Let X be a compact ANR and let f: X—X"/G be a map.
If L(f)#0, then f has a fixed point.

(6.8) follows from (1.9), (1.12) and (6.2). (6.9) follows from (I.9.3) and (6.8).
(6.10) follows from (II.5.11) and (6.9). (6.11) follows from (II.4.6) and (6.8). =

We assume that n=1. Since S, consists of only the identity element, G is
the trivial group. Thus X"/G=X and %:X"/G—X is the identity map. Then
by (M2) p;: H{(X"/G)=H/{(X)—H{X) must be the identity homomorphism.
Hence L(f)=3%o(—1Vtr(p;fe)=50(—1)tr(fy;), that is, L(f) is the usual
Lefschetz number A(f) of f. Thus we have the following from (6.2).

(6.12) THEOREM. Let X be a compact space of finite type and and let f:X
—X be a map. If f is an NE-map and A(f)+#0, then f has a fixed point. B

When n=1, (6.1) means the Lefschetz-Hopf fixed point theorem for finite
polyhedra. Hence the proof of (6.2) asserts that (6.12) follows from the usual
Lefschetz-Hopf fixed point theorem for finite polyhedra.

(6.13) COROLLARY. Let X be a compact space of finite type and let f: X—X
be a map. If X is approximatively movable and A(f)#0, then f has a fixed point.

(6.14) COROLLARY. Let X be a compact AANR of finite type and let f:X
X be a map. If A(f)+0, then f has a fixed point.

(6.15) COROLLARY. Let X be a compact AANRy and let f: X—X be a map.
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If A(f)#0, then f has a fixed point.

(6.16) CorROLLARY. Let X be a compact ANR and let f:X—X be a map.
If A(f)+0, then f has a fixed point.

In the same way as for (6.8)-(6.11) we have (6.13)-(6.16) from (6.12). &

(6.17) COROLLARY. Let X be a compact space.

(i) If X is approximatively movable, then Cone(X) has the fixed point pro-
perty.

(ii) If dim X=n<oo and X is LC"*, then Cone(X) has the fixed point pro-
perty.

(6.18) COROLLARY. If a compact connected space X is approximatively mov-
able, then 2% and C(X) have the fixed point property.

(6.19) COROLLARY. If X is a dendrite, fan or smooth dendroid, then 2% and
C(X) have the fixed point property.

(6.17) follows from (I.3.1), (2.5) and (6.15). (6.18) follows from (3.10) and
(6.15). (6.19) follows from (3.11) and (6.15). =

(6.20) REMARK. Kinoshita [27] constructed a contractible continnum X
without”the fixed point property. Also he showed that Cone(X) does not have
the fixed point property. Knill [28] studied the fixed point property for cones.
(6.17) is better than Theorem 2.7 of Knill [28]. Rogers [41] constructed a con-
tinuum X such that C(X) does not have the fixed point property. (6.18) gives
a partial answer to problems in Rogers [41] and Nadler [39]. (6.19) was proved
by Fugate [16, 17].

(6.21) REMARK. Masih [35] proved (6.11) and Vora [42] proved (9.10) for
compact metric spaces. Note that their Maxwell homomorphisms are equivalent
to ours by (5.6) and (5.7). Knill [28] proved the Lefschetz-Hopf fixed point
theorem for Q-simplicial spaces. Using his results Clapp [9] proved (6.14) for
compact metric spaces. Granas [22] proved (6.15) for compact metric spaces.
(6.12) was proved by Borsuk [4] for compact metric spaces and by Gauthier [19]
for compact spaces. Their proofs depend on (6.16). Our proof depends only on
the Lefschetz-Hopf fixed point theorem for finite polyhedra and then (6.16) is
our corollary.
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