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§0. Introduction and results

Let £ be a bounded domain of Euclidean space R”, with C* boundary [I':
its closure 2 is an n-dimensional, compact C> manifold with boundary I'. Let

A= 3

i,j=1

@)z T+ B +elw)
be a second-order elliptic differential operator with real C= coefficients on 2=
QU such that:
1) a“(x)=a%(x), xR, 1<i, j<n.
2 3 a0kl 1, gk,
with a constant ¢,>0.

We consider the following oblique derivative problem: Given functions f and ¢
defined in £ and on " respectively, find a function u in £ such that

(A—Du=f in 2,
() _ Buzag—:-i—au-{—bulp:go on /.

Here: -
1° 2 is a complex number.
2° a and b are real-valued C* functions on [ .
3° a is a real C* vector field on .
4° 9/dv is the conormal derivative associated with the matrix (a®/):
] 1 L&
B2 avmn, )" 2

i,7=1

ijn p—
Jaxi)
n=(n,, ---, n,) being the unit exterior normal to I".

P (44

Figure 1

First we consider the problem of existence and uniqueness of solutions of
problem (x) in the framework of Sobolev spaces when |1} tends to 4oo.

Our starting point is the following result, which is proved by Taira ([4],
Théoréme 11):
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THEOREM 1. Let s=2. The following two assertions are equivalent :

(1) For every —m<0<m, there exists a constant R(6)>0 depending on 0
such that, for all A=re*? satisfying r=0 and |2|=r*=R(§), probiem (x} admits
a unique solution u in H®*+3(2) (0<6<1) for any feH Q) and o H*-**(I),
and that

0.1) 1251439, F 1A1P 42 w22 0,
SCOYN S Wys-2 gy AL 2N f o2yt 1@ gsmsra oyt 1A 2 L1501y,
where C(6)>0 is a constant depending‘olnly on 8.
(ii) Hypothesis (H)s is satz’sﬁegd (cf. Fz'gure 2):
(H); The vector field a is non zero on Fnz{x'EF; a(x")=0} and, along
the integral curve x(t, x4) of a passing xt=Iy at t=0, the function: t—a(x(t, x5))

has zeros of even order <2k, and 0=1/(1+2k).

Here H(Q) (resp. H%I")) denotes the Sobolev space on £ (resp. I') of
order s.

T,

~_ 2\

x(t, %0)

Figure 2

REMARKS 2. 1) The constant § may take only the discrete values:
1,1/3, -+, 1/@k+1), ---.

2) Hypothesis (H), (0=1) is satisfied if and only if a(x)#0 on I'. In other
words, problem (%) is elliptic (or coercive) if and only if a(x)#0 on I'. If 0<
d<1, problem (x) is said to be subelliptic.

We associate with problem (x) a closed linear operator % from L* &) into
itself as follows:

(a) The domain of definition 9(A) of A is the space
. . _ odu
.@(QI):{uEL (2); Aucs LY D), Bu:a3?+au+bulp=0}.
(b) Au=Au, usp(N).
Here the function Au is taken in the sense of distributions and the boundary
condition Bu can be defined as a distribution on I" (cf. [5], Theorem 5.6.5 and



516 Kazuaki TAIRA

Proposition 8.3.2).
Using Theorem 1 with s=2, we can prove the following:

THEOREM 3. Assume that hypothesis (H); is satisfied. Then:

(i) For every >0, there exists a constant r(e)>0 such that the resolvent set
of N contains the set X.={A=r%'"; r=r(e), —n+e<O0<m—c}, and that the
resolvent (W—AI)™" satisfies the estimate

0.2) @)= =S8 es,,

|2I(1+6)/2’

where c(e)>0 is a constant depending only on e.

(ii) The operator N generates a semigroup U(z) on L¥2) which is analytic
in the sector d.={z=t+is; z+0, |arg z|<m/2—e} for any 0<e<=m/2, and enjoys
the following properties:

(@) The operators HU(z) and (dU/dz)z) are bounded operators on L*8) for
each z€4,, and satisfy the relation

daUu
E(z)—‘lIU(z), zed,.

(b) For each 0<e<m/2, there exist constants Mo(s)>0, Jql(s)>0 and p.>0
such that

0.3) V@IS amers™,  zed..

i
nmU<z>u§W{i{,2eﬂe-Re . zed..

(¢) For each u,c9D(N), we have
U(Z)llo —> Uy in Lz(Q)
as z—0, zeA, 0<e<w/2).

A
\4\2’ ’
SN\l =r(e) 2, ,

Figure 3

Now, as an application of Theorem 3, we consider the following instial-
boundary value problem: Given functions f and u, defined in 2X[0, T] and in
2 respectively, find a function u in £ x[0, 7] such that
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(%——A)u(x, H=f(x, 1) in 2x0, T1,
() Bu(x, £)=0 on I'x(0, T1,
u(x, 0)=uqx) in 2.
By using the operator %, one can formulate problem (*+) in terms of the
Cauchy problem in the space L*£):

du
()’ = du+f0),  0<isT,

l ulimo=1uo.

Here u(@®)=u(-, t) and f({)=f(-,t) are functions defined on the interval [0, T],
taking values in the space L*(£).

First we consider the elliptic case d=1. The next result is well known (cf.
Friedman [1], Part 2, Theorem 9.1; Tanabe [6], Theorems 3.8.2 and 3.3.4):

THEOREM 4. Assume that
a(x)+#0 on I.
Let f()=f(-, t) be a Holder continuous function with exponent ¥ (0<y=l):
”f(':t>—f('1 S)”LZ(.Q)gclt—‘slrl t; SE[O, T]'
Then, for every function wu, of L¥&), the function
t

(0.4) u(t):U(t)uo—{-SDU(t—s)f(s)ds
belongs to C([0, T1; LE)NCHQO, T]; L¥2)), and is a unique solution of prob-
lem (xx).

Here C([0, T]; L*£)) denotes the space of continuous functions on [0, 7] tak-
ing values in L*&), and CY(0, T]; L%£2)) denotes the space of continuously
differentiable functions on (0, T] taking values in L% ), respectively.

By Theorem 3, we can define the fractional power (—%)~* for 1—f<a<l
by the formula

(—30=—SRan("

, sT4(U—s)'ds,

and
(—A)*=the inverse of (—A) .

Then we can extend Theorem 4 to the subelliptic case 0<d<1 as follows:
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THEOREM 5. Assume that hypothesis (H); is satisfied with 0<<8<1. Let f(t)
=f(-, t) be a Hilder continuous function with exponent v satisfying (1—8)/2<y<1.
Then, for every function u, of D(—A)?) with (1—08)/2<n<(1+0)/2, the function
u(t), defined by formula (0.4), belongs to C([0, T]; LY 2)NCYO, T]; L*Q)),
and is a unique solution of problem (xx)’.

The rest of this paper is organized as follows. Section 1 through Section

8 provide a careful and accessible exposition of the theory of analytic semi-

groups with weak singularity. Our presentation of semigroup theory follows

the book of Krein [2] and also part of Pazy’s [3] fairly closely. Section 1

describes the basic definitions and facts about the abstract Cauchy problem for
a densely defined, closed linear operator A in a Banach space E:

dx

P) dt

x(0)=x,.

=Ax(t), O<t<T,

We study the semigroup U(t) associated with the well-posed Cauchy problem.
In Section 2 we prove a representation formula for solutions x(¢) of the Cauchy
problem (P) in terms of the Laplace transform. This formula allows us to
construct explicitly solutions of problem (P) in Section 4. Section 3 gives a
sufficient condition for the uniqueness of solutions of problem (P) in terms of
growth conditions on the resolvent R(A)=(A—AI)™*. In Section 5 we consider
the semigroup U(t) under the condition that the operator A satisfies such a con-
dition as (0.2). We prove that the semigroup U(¢) can be extended to an analytic
semigroup [/(z) in some sector containing the positive real axis, but may have
such a weak singularity as (0.3) at z=0 according to the decay order of the
resolvent R(A) (Theorem 5.3). It is in this point that our semigroup U(¢) is
different from the usual analytic semigroups. In Section 6 we study the frac-
tional powers (—A)*. Section 7 is devoted to the characterization of admissible
initial data x, for problem (P) in terms of the domains of (—A)* (Theorem 7.1).
Section 8 is devoted to the non-homogeneous Cauchy problem :

dx

—— <T.
(NP) T Ax@®)+f@), 0<t<T

x(0)=x,.

We prove an existence and uniqueness theorem for problem (NP) under Holder
continuous conditions on the non-homogeneous term f(t) (Theorem 8.2). Our
results (Theorems 7.1 and 8.2) are a generalization of the well known results
for the usual analytic semigroups. In Section 9, as an application of the arguments
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developed in the previous sections, we study the oblique derivative problem, and
prove Theorems 3 and 5.

The research for this paper was done while the author was a Visiting Pro-
fessor at the University of Torino and the University of Bologna under the
sponsorship of the Italian “Consiglio Nazionale delle Richerche”. 1 take this
opportunity to express my gratitude to all these institutions.

§1. The abstract Cauchy problem

Let E be a Banach space over the real or complex number field, and let
A: E—E be a densely defined, closed linear operator with domain 9D(A).

A function x(t), defined on the interval /=[0, T'] with values'in E, is called
a solution of the equation

dx
E?_Ax(t) on [0, T],

if it satisfies the following three conditions:

(*)

1) =0, T1; EYNCHQO, T1; E).

2) xt)ed(A) for all 0<t<T .

® LE=Ax®  for all 0<t<T.
Here C([0, T]; E) denotes the space of continuous functions on [0, T] taking
values in E, and C'((0, T]; E) denotes the space of continuously differentiable
functions on (0, T] taking values in E, respectively.

We shall consider the following Cauchy problem: Given an element x,&E,
find a solution x(f) of equation (x) satisfying the initial condition x(0)=x,,
that is,

dx
(P) -&?—Ax(t), 0<t§T.
x(O)—“-‘xu .

We say that the Cauchy problem (P) is well posed on [Q, T7 if we have:
(I) For any x,=9(A), there exists a unique solution x(#) of problem (P).
(II) For each t=(0, T, the solution x(¢) depends continuously on x,, that is,
Xg—>0 in E=x()—>0 in E.

The Cauchy problem is said to be well posed on [0, =) if it is well posed on
[0, T] for every T>0.
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First we have the following (cf. Krein [2], Chapter I, Theorem 1.1):

THEOREM 1.1. If the Cauchy problem (P) is well posed on [0, o), then the
operators U(t): E—E, defined by
tO=Ul)x,, x.ED(4),

can be extended uniquely to bounded linear operators on E which form a strongly
continuous semigroup, that is,

1) U@+s)=U()-U(s), t, s>0.

(i1) The function U(t)x is continuous on (0, ), for each x<E.

REMARK 1.2. We do not know whether the limit ltlgl Ut)x exists or not if

x& E, while ltlHJl U®)xo=x, if x,€D(A). Further, we do not know whether the

function U(t)x, t>0, is strongly differentiable or not, and whether it belongs to
D(A) or not.

PrOOF OF THEOREM 1.1. 1) We remark that condition (II) implies that the
operators U(t) are continuous on 9(A) and hence can be extended uniquely to
bounded linear operators on E, since the domain 9(A) is dense in E.

First we show the semigroup property :

(1.1 U@+s)=U@)-U(s), t, s>0.
If we let
w)=xt+s)=Ul+s)x,, x.,EDA),
then we have
d—u—/(t)::g(x(t-{—s)) :d—{(t-l—s):Ax(t-Fs):Aw(t)
dt dt dt ’
w()=x(s)=U(s)x,.

Thus, it follows from the uniqueness of solutions of problem (P) that

Ut+s)xo=w®)=U@)U(s)xo), 2. EDA).

This proves property (1.1), since the operators U(¢) are bounded on E and since
the domain 9(A) is dense in E.
2) Next we show that:

supJH U<+ for every 0>0.

ésts1y

Assume to the contrary that there exist a constant ¢’>0 and a sequence
{ta,}[d’, 1/6’] such that
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UG —> oo
Then, by the resonance theorem (cf. Appendix C, Theorem C), it follows that
| Utn)xoll —> +o0  for some x,=E.
For simplicity, we suppose that
[Utn)x0ll 27

Further, by passing to a subsequence we may suppose that the sequence {/,}
converges to some y<[d’, 1/0']: t.—7.
Since the operators U(t) are bounded on E, it follows that

0, D= \J {0<t<7; | U®)xol SM}.

Here we remark that the function t—|U(#)x,| is Lebesgue measurable, for it is
the limit of continuous functions. Thus there exists an integer M’=1 such that
pHOELy; 1 UBxNSM ) >0 for some p>0,

where g is the Lebesgue measure on R.
We let
For ={0<t<7; [ U®) x| =M'}.
Then we have
lim p(Fie 0O, 7—eN=p(Far > p -

Since t,—7, this implies that for all sufficiently large =

2(Fu N0, ta))>p .
If we let
En=—Fy N0, t.)+t,,

then we obtain that the set &, is Lebesgue measurable and satisfies
PEN=p(Fy N0, t.))>p for all sufficiently large n.
Furthermore, we have for all t€F; N0, t,)
n= UG xol| =1 UGt — ) Uzl < | Ut — )M .
This proves that

n

MI

(1.2) | U(a)ll = for all o€&,.

Now we let

Cs

e=nN

n=0 vy

e,.

n
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Then the set &€ is not empty, for we have
me=tmp(Je)zp.
But, we find that a point ¢ belongs to the set € if and only if it belongs to
infinitely many &,’s. Thus, in view of assertion (1.2), it follows that

|U(g)|=+c  for all sc&.

This is a contradiction, since ||U(g)| is finite for every a<(0, ).
3) Now let x be an arbitrary element of E, and choose a sequence {x;}C
9D(A) such that
X;—> X in E.
Then we have for 6<t<1/0

I U(t)xj—U(t)XIlétgg%] Nudl-llx;—xll —>0  as j—ooco.
Since this convergence is uniform in 1[4, 1/9], and since the functions U(#)x;
are continuous, it follows that the function U(t)x is continuous on [, 1/d], for
every 0>0. This proves that the function U(f)x is continuous on (0, o), for

each x=FE.
The proof of Theorem 1.1 is now complete.

Assume that the operator A has a resolvent R(A,)=(A—2A,])! for some
A<eC. Then, for each x=E, the function U(#)(R(4,)x) is a solution of problem
(P), since R(A)x=D(A). Hence we have for all T>0

OSltlSpTH UtXRA)x)| <+, x€E.

By the resonance theorem (cf. Theorem C), this implies that

osilffrn UBRA)| < +o0.
Further we have the following:

PROPOSITION 1.3. Assume that the operator A has a resolvent R(2,)=(A—2A,)™!
for some A, =C. If the Cauchy problem (P)is well-posed on [0, o), then we have
for all t>0

(1.3) RQ)U)=Ut)R(A,) on E.
(1.4) AUBH=UHA on D(A).

PROOF. i) Let x, be an arbitrary element of D(A). Since the function
RQ)(U(t)x,) is a solution of problem (P) with initial condition R(4,)x,, it fol-
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lows that
RQA)U@)x0)=Ut)(R(Ao)x0) .

This proves formula (1.3), since the operators U(t)R(4,) and R(4,)U(t) are both
bounded on E and since the domain 9(A) is dense in E.
ii) By formula (1.3), we have for any x,=9(A)

AU®)x,=AUBRANA—2AD)x,
=ARQR)UR)A—2 D)%,
=(A—2)R(A)URNA—2A)x0+ AR UGNA—A)x0
=UQ)A—AD)x0+ 2 UG)R(A)(A—AD)x,
=Ut)NA—Ad )xo+2,Ult)x,
=U(t)Ax,.

This proves formula (1.4).

§2. Representation of solutions
The next theorem gives a representation formula for the solutions of problem

(P) in terms of the Laplace transform (cf. Krein [2], Chapter I, Theorem 3.2):

THEOREM 2.1. Assume that the operator A has a resolvent R(A)=(A—AI)™!
for any A=C satisfying Re A=a, and that there exists a constant M >0 such that

2.1) [ROISM(1+2]), Reiza.
Then every solution x(t) of problem (P) can be written as
2.2) O=— s (e R xed2

’ = Zﬂz'ga-me To

1 . a+iN
==y im (" Rxdr,  0<t<T.

27 N—too

A

Figure 4

PRrOOF. Since x(t)=C'((0, T]; E), by integration by parts, we have for any



524 Kazuaki TAIRA

e>0
Sre'“x(s)ds:[—le‘“x(s)]r+ —LSTe'“x’(s)ds
& 2 & 12 £
=—§—(e‘“x(e)—e‘”x(T)>+ —%—Sre'“/lx(s)ds :
But, since x(#)eC([0, T]; E), it follows that as ¢ | 0
gre““x(s)ds — S:e‘“x(s)ds in E.
Hence we find that the improper integral S:e‘“Ax(s)ds exists and satisfies
T T
Soe"“Ax(s)ds:lSoe'“x(s)ds-i—e‘”x(t)—x(O).

On the other hand, by the closedness of A, it follows that

S:e'“x(s)dse.g)(A) ,

A(sje‘“x(s)ds):S:e‘“Ax(s)ds .
Thus we have
(a=an([ e-2ex(s) ds)=e= T x(T)—x(0),
and hence
@.3) S:e-“x(s)ds=R(z)<e—ﬂx(T)—x(0>> :

If we let
x(s) if 0<s<T,

X(s):{
0 if s>T,

then formula (2.3) can be written as
2.3 S:ce'“X(s)ds:R(Z)(e““X(T)—X(O)) .

Since X(s)eCY(0, T); E), using the Laplace inversion formula (cf. Appendix B,
Theorem B), we obtain that for 0<i<T

X(t) = Lg“iweuk(zxe-")((ﬂ—X(O))dz

27i)a-

]_ . a+iN
= hmg " 2 R e T X(T)— X(0))dA.
272.'1 N-+oJa-iN

Hence we have for 0<t<T
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=5 RO
= o mi) ani® x

1

a+ico -11‘ &
T e i T RQ)X(TYAR

We will show that the second term on the right-hand side vanishes:
[ e ar-oRuTIA=0, o0<i<T,
which proves formula (2.2).

a) First we remark that by inequality (2.1)

1R@I
12]

b) Since we have for any x=9(4)
x=R(A)(A—2A)x,

if follows from assertion (2.1’) that

2.1 is bounded for all sufficiently large |2].

[ s el o Azl —> 0 as 121ce.
This proves that
“@” —>0 for any yeE,
since the domain 9(A) is dense in E. Hence we have for any xS 9(A)
@.4) uR<z>xu=H—§x+R(‘>A |
sl [BRas] — 0 as 121

¢) Since x(T)EQ(A), it follows from assertion (2.4) that
IRAx(T) —> 0  as [Z|—o.

Hence, using Cauchy’s theorem and Jordan’s lemma (cf. Lemma A), we obtain
that

Sa+ime'“T“’R(X)x(T)dZ:O . 0<t<T.
The proof of Theorem 2.1 is complete.

§3. Uniqueness of solutions

The next theorem gives a criterion for the uniqueness of solutions of prob-
lem (P) (cf. Krein [2], Chapter I, Theorem 3.1; Pazy [3], Chapter 4, Theorem
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1.2):

THEOREM 3.1. Assume that the operator A has a resolvent R(A)=(A—AI)™?
for all sufficiently large 2>0, and that

@EB.D lim suplo—glllﬁ'z)—II <0.

A=too

Then the Cauchy problem (P) is uniquely solvable on the interval [0, T, for every
T7>0.

ProOF. 1) We remark that x(¢) is a solution of problem (P) if and only
if e*tx(t) (A=C) is a solution of the initial value problem

D —(aranyw, o<tsT,
HO)=%,.

Thus one may translate A by a constant multiple of the identity, and assume
that the resolvent R(R) exists for all A>0.

The proof of the theorem is based on the following lemma (cf. Pazy [3],
Chapter 4, Lemma 1.1):

LEMMA 3.2. Let u: [0, T1—E be a continuous function. If there exists a
constant M >0 such that

3.2) ”S:e“u(s)dSH§M for all integer n=1.
then it follows that u(®)=0 on [0, T].

ProoF. Take an arbitrary element e* of the dual space E*, and let
pt)=<u(), e*>.

Then the function ¢ is continuous on [0, T'] and, in view of inequality (3.2), it
follows that for all integer n=1

3.3) | gore"‘tp(s)ds = \<e* S:e“u(s)d3>}
Zlle*|M.

We shall show that ¢(s)=0 on [0, T]; then the lemma follows, since e*<E* is
arbitrary.
Now we consider the function
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w (—1)E-1
l—exp{—e"’}=’§l( k: ek,

The series converges uniformly in 7 on bounded intervals of B. Thus we have
by inequality (3.3)

ST E} (——l)k-lekn(z—Tﬂ)So(s)dS[

S

ekn(t—T+3)SD(s)dsl

T
ekn(t—T) ’S ekns(P(s)dsl
0

=(exp{e" "} —1)M|e*| .
This proves that

o (__1\k-1
(3.4) 1imSTz(Lew-“”go(s)ds:o, 0<i<T,

n~oceJo k=1 B

since the function exp{e”©-7°}—1 tends to zero as n—oo, for every 0<t<T.
On the other hand, it follows from an application of Lebesgue’s dominated
convergence theorem that

@5 lim{ a—exp(—ereTpp(s)ds=|] os)ds, 0<i<T.

Therefore, combining formulas (3.4) and (3.5), we obtain that

S:_tgo(s)ds=0 for every 0<t<T .

This implies that ¢(s)=0 on [0, T, since ¢ is continuous.
The lemma is proved.

2) END OF PROOF OF THEOREM 3.1. Let x(¢) be a solution of problem (P)
with x(0)=0. Then we have

CRDTO)=RA)ZE = RDAO=ARDx(D+x(0),
so that
(3.6) R@)x(e)={ ere-0x(s)ds,

since x(0)=0.
Now, condition (3.1) implies that, for each &>0, there exists a constant
M.>0 such that
IR M.es*  for all 1>0.
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Thus it follows that
}irP e °*|RQA)|=0  for each ¢>0.

Hence we have by formula (3.6)

3.7 lim S’e*“-"-”x(s)ds: lim ¢~4* R(A)x()=0.

A=+o0J0

On the other hand, it follows from an application of Lebesgue’s dominated con-
vergence theorem that
3.8) lim S’ 02t-0-9 1 (5)d s = lim Sqe‘“x(r+t—a)dr=0.
A=+ Jl~-0 A-+o0J0
Combining formulas (3.7) and (3.8), we obtain that

t-o t-o
lim S e* x(t—g—r1)dr=lim S e?-1-9x(8)ds
A +co)O A-tooJO

t
= lim S 2?99 x(5)ds
A->+00J0

t
— lim S 2?70 x(s)ds
A=t Jt-0

=0.
Therefore, applying Lemma 3.2 to the function x(—¢—"-), we find that

x(s)=0 on [0, t—e].
This proves that
x(8)=0 on [0, T], for every T>0,

since t and ¢ are arbitrary.
The proof of Theorem 3.1 is now complete.

§4. Existence of solutions

The next theorem plays an essential role in the construction of solutions of
the Cauchy problem (P) (cf. Krein [2], Chapter I, Theorem 1.5):

THEOREM 4.1. Assume that the operator A has a resolvent R(A)=(A—AI)™
for any A=C satisfying Rel=a, and that there exist constants 0<B<1 and
M >0 such that

@.1) IR = A

(1+Im A])*’
Then the Cauchy problem (P) has a solution x(t)&CY([0, ©); E) for any initial
condition x,= D(A%).

Reize.
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Furthermore, the solution x(t) is given by the following formula:

L fer RO AR V)
271 a-ic (2'—20)2

L1 geHn L RAO(A—2) x0)
im Sa_me B i n Sl P =

Here 2, is a complex number satisfying Re 1,>a.

4.2) x()=— d2

27 N=too

4
.

0 |a

Figure 5

PrRoOF. By Theorem 2.1, we know that a solution x(t) of problem (P), if it
exists, is given by formula (2.2):

. 1 (a+ie 2
@2) x=—5 | e RWrdR, 0.

i) First we show that:
If x,€D(A%), then formula (2.2) can be written in the form (4.2).
Since every x,=9(A?% can be written as

x9=R(20)2zo Wlth ZQZ(A’—ZOI)ZxQ ’

it follows from the resolvent equation that

R(2)x0=R(A)R(A:)(R(Z0)z0)

_ RA)—R(4)
VY

_ Rz 1 /R(Z) R(Zo))
A—2y A=A\  A—2

_ R(2)z, _R(lo)zzo_ R(Z0)z,
T A—A)p A=A (A—2)*"

Thus we have for any >0

R(20)z,

x(t)=~2ig R xedA

_ 1 Smw 2 Rz

ot Gy OA
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1 Saum “R('z")%d/z

ri)a-ind  A—12,

1 (a+ie . R(A0)z0
+2zisa-,~f =10y %4
But, the second and third terms on the right-hand side vanish. In fact,
since we have for k=1, 2

L
12— 201"

applying Cauchy’s theorem and Jordan’s lemma (cf. Appendix A, Remark after
Lemma A), we obtain that for any ¢>0

arie w1 =1 w1
et g da=lim | et = da

a-ico T—>+4oc0

—0 as [A]|—oo,

=0, k=1, 2,

where the path C, is a semicircle of radius » shown in the following figure:

Figure 6

Therefore, we have the following formula for x(t):

, _ 1 atie R

4.2') HO=—gol e atindl, 10,
with

(4.2”) Zo:(A_‘z()[)zxo .

ii) Next we show that:
The function x(t), defined by formulas (4.2') and (4.2”), belongs to
CY[0, «); E), and satisfies

{ xt)€D(A), >0,
Axt)=x'(t).

By inequality (4.1), we have for all Rei=a
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(EA

“e“ Rz || o ar _IRA
@=2217 |2—4*

at M Izl
T—Arafm )y 1

1
(1+Im 2)P+*”

where M,>0 is a constant depending on M and 4,. Thus, one can differentiate
formula (4.2’) under the integral sign to obtain that

IA

e

< Moe®||z|

1 a+ie 2t R(Z)Zo
zﬁiSa—iwze (2_10)2‘12, t=0.

x'({t)y=—
Since 0<8<1, this proves that
() CY[0, «); E).
Furthermore, if >0, we have

oy L (ari=o o R(D)z,
x'()= znisa-iﬁe it

1 (atio 1
:——“S ¥ e“(AR(l)zo—zo)(z_—wdl
0

271} a—ico
__ 1 ferga ARz,
27i)a-iw (2—]0)2

1 ra+ie 1t F2
+2_m'ga_if =iyt

But, applying once again Cauchy’s theorem and Jordan’s lemma, we obtain that

a+io 1t 2o _
ga_i:’ Aeda=0.

d2

Hence we have the following formula for x'(¢):
vem L (et o AR(Q)z,

* 0= Zﬂiga—iwe A—2oy

By the closedness of A, this implies that for any >0

_——_]_* a+io i R(A)Zo
)= Zm'Sa-iwe =1

di, t>0.

dic9(A),

and

di=x'(t).

1 Sam« 0 ARz,

Ax(t)=—‘2'—m. a—ieoe =47

iii) Finally we show that:
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_ 1 fasi= Rz
#0)= 2m‘§a-iw(z—xo)2

Let D, be a semicircle of radius » shown in the following figure:

e
"a-l-r

Figure 7
Then, by inequality (4.1), it follows that

I, aa

dl:x° .

af| sz (™ 42

27t

:Mo:-'z”zo” —s0 as r—4oo .

Thus, using the residue theorem, we obtain that

1 (asie Rz
x(0)= 21:2'5 et A=t 24
_ 1 et Rz, R(A)z
=T om rll’&{sa-w (z—zo)deSD, (A— Ao ’“JL

=Res [ (A;?(_l;zo;a] ity

= (RW2) 1=,
=R(4,)°z,
=Xp.

The proof of Theorem 4.1 is now complete.

REMARK 4.2.. Furthermore, we can prove that:

If %, D(A*) for some kN, then x(t)=C* ([0, ); E).
This implies that if the initial datum x, is “smooth”, so is the solution x(¢).

Combining Theorem 3.1 and Theorem 4.1, we can obtain the following ex-

istence and uniqueness theorem for problem (P) (cf. Krein [2], Chapter I, Theo-
rem 3.3):

THEOREM 4.3. Assume that the operator A satisfies condition (4.1). Then
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the Cauchy problem (P) has a unique solution x(t)< C([0, o); EYNC=((0, «); E)
for any initial condition x.,= D(A).

PrOOF. 1) The uniqueness for problem (P) is an immediate consequence
of Theorem 3.1, since we have by inequality (4.1)
log IRy, JOEM_

G0 [

lim sup

T ~c0

2) Next we show that:
The Cauchy problem (P) has a solution

x@B)eC[0, «); EYNC((0, ); E)  for any x,c9D(4).

(a) We let

1 X‘”i” 2 RAOUA—ADxo)

x,(t)=—— il =0y dA, X ED(A).

2t
We remark that

(A—=2D)xoe=(A—2AI Y (R(A)x,), R(A)x, € D(A%).

Thus, arguing as in the proof of Theorem 4.1, we obtain that the function x,(¢)
belongs to C%[0, «); E), and is a solution of the Cauchy problem (P) with
initial condition

4.3) 21(0)=R(4¢)x0q .

Here it is worth pointing out that the function x,(f) may be formally written as

xl(t)zeAtR(ZD)xo .
Now we let

4.4 xB)=(A=2A)x:@) (=(A—4d)e** R(Z)x,).
Then we have for all =0
4.5) x@®)=Ax(t)—Aox:(t)

=x1({t)—Aex:(8).
This proves that
xt)eC([0, «); E),
since x,(#)=CY([0, =); E).
(b) Next we show that
(4.6) xt)eC=((0, «); E).
In view of formula (4.5), it suffices to show that

4.7 x:(HeC=((0, o); E).
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To do so, we make use of the representation formula (2.2) for the solution
x,(@):
1

a+ico
HO=—5-|"" R0

—— L im S+ MR (0)dR,  x,(0)=RA)xs.

27i No+eo

By integration by parts, it follows that

2t)=— - lim {[ R(Z)xl(O)] * ”_S::”E_ R(;()zx,(O)dZ}

27 Notoo -iN
But, the first term on the right-hand side vanishes, for we have as N—+

H[ R<z>x1<0>]“ = tt (liA]{,)ﬁ |2,0) —> 0.

Therefore, we have the following formula for x,(#):

_ 1 =1 ER(TY
=5 RO, 0.

Repeating this process, we have after n-steps

1( D*(n— 1)'5

4.8) 1(1‘)— a1 e R x,(0)dA,  t>0.

Now let 2 be an arbitrary positive integer, and take a positive integer =
such that
k+1

>T

Then one can differentiate formula (4.8) k-times with respect to ¢ to obtain that

(—=D)™(n— 1)‘Sa+i°°d"<e“
2n a-io dtE\$ 1

4.9) x{B(t) = )R(i)"xl(O)d,Z

( D*(n—1)1 . (etin dF n
2r7 N»nga indt* (tn 1)R<1) xl(O)dz
In fact, by inequality (4.1), we have for all Re A=«

1
(1+{Im 2])"-*°

so that the integral in formula (4.9) converges absolutely for ¢>0, since nf—k>1.
Formula (4.9) proves assertion (4.7) and hence (4.6), since & is arbitrary.
(¢) We show that for any ¢>0
{ e DA),
Ax)=x'{®).

2% R(A)" 2, (O < M e | x,(O)]
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Since we have for any >0

1W< (4),
(4.10) {

Axy(O)=x1),
in view of assertion (4.7), it follows that

xi(E+h)—x:() _

;Llirol -—h—'—xl(l‘) ,
and also
lim A xl(t+h)——xl(t)>: lim x1@E+h)—x1(8) =x{’(t) .
70 h n-0 h

By the closedness of A, this implies that for any >0

{ e (A4),
AxiO)=x7@).

4.11)

Therefore, we have by assertions (4.5), (4.10) and (4.11)

x(O=x{t)—2x:()ED(A), >0,
and
Ax®)=Ax{t)—2,Ax.()

=x1(t)—Axi(?)
=x'(t).
(d) Finally we have by formulas (4.4) and (4.3)
x(0)=(A—2,D)x,(0)=(A—2I)R(A))xe=2x, .

Summing up, we have proved that the function x(¢), defined by formula
(4.4), belongs to C([0, c); EYNC>=(0, ); E), and is a (unique) solution of prob-
lem (P).

The proof of Theorem 4.3 is now complete.

COROLLARY 4.4. Assume that the operator A satisfies condition (4.1). Then
the Cauchy problem (P) is well posed on [0, ).
Proor. It remains to verify that:

(4.12) For each >0, the solution x(¢), given by formula (4.4),
depends continuously on the initial datum x,= D(A4).

By Theorem 2.1, it follows that the solution x(f) can also be written in the
form (2.2):
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2.2 = 2 (T ?tze(z di, >0
2.2) x(t)= zm.ga_me )x0d4, .

Thus, arguing as in the proof of Theorem 4.3, we obtain the following formulas
(cf. formulas (4.8) and (4.9)):

_ 1 (=D™n—1)!fatie SR
(4.13) Q=g S "ol R xedR, 10,
(—=DM(n—1)1ga+rie gk o2
& —_ n
(4.14) xeh(p="" Sa_iw—dt,,(-—tn_l)ze(x) xodd,  t>0.

Hence, by formula (4.13), we have for an integer n>1/8

at
(4.15) lx@OISM’ Sz, >0,

This proves assertion (4.12).

§5. The semigroup U(¢)

Assume that the operator A satisfies condition (4.1):

M

4.1 IRAI= A map®

Reiza.

Then, by Theorems 4.3 and 2.1, we can define a linear operator
UtH:E—E, >0,

by the formula (cf. formula (2.2)):

__ L g
G.1) UO o= 5|7 e RWxod2

=~ lim S“” U RWxedd,  xe D(A).
271 Notola-iN
We remark that
lim U)x,=x, .
tio

Further, in view of Corollary 4.4 and Theorem 1.1, it follows that the operators
U(t) can be extended uniquely to bounded linear operators on E which form a
strongly continuous semigroup, and satisfy the estimate

at

(5.2) eI <M< = n>l/B.
In fact, by inequality (4.15), we have
at
IUBxEM ——|lxol, xS D(A).

tn—l
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This proves estimate (5.2), since the domain 9(A) is dense in E.
This section is devoted to the study of the semigroup U(¢). First we have
the following:

THEOREM 5.1. Assume that the operator A satisfies condition (4.1). Then
the semigroup U(t), defined by formula (5.1), is differentiable infinitely many
times for t>0, that is, for every x€E, the function t—Ut)x is differentiable
infinitely many times for t>0.

PrOOF. Theorem 4.3 tells us that
Ut)xo= C([0, ©0); EYNC=((0, 00); E)  if x.=9(A).

Hence we have for any integer k=1
(5.3) U"‘">(t)x0=S: UB($)xods+UFDt)x,,  0<te<t.
0

But, in view of formula (4.14), we find that the derivative U(t) also satisfies
an estimate of the form (5.2). Thus one can pass to the limit in formula (5.3)
to obtain that formula (5.3) remains valid for all x, of E. This proves the k-
times differentiability of U(#) for £>>0. Thus the semigroup U(t) is differentiable
infinitely many times for >0, since % is arbitrary.

REMARK 5.2. The infinitely many times differentiability of U(t) for >0
already follows from the differentiability of U(¢). More precisely, we have for
any integer k=1

(5.4) - veo=(au()) =(v(3)), >0

ProoF. If, for every x<E, the function #—U(t)x is differentiable for ¢>0,
then it follows that
{ UbtxsD(A), >0,

AUx=U"t)x,
that is,
U'=AUQY), t>0.

But, since AU(#) is a closed linear operator defined on all of E, applying the
closed graph theorem, we find that the operator U'(t)=AU(t) is bounded for all
t>0. Hence, by formula (1.4), we have for 0<s<t

U't)y=AU)=AUE—s)- U(s)=Ut—s)- AU(s) .

Differentiating this formula with respect to ¢, we obtain that
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C UDH=U'{t—s)- AUS)=AUG—s)- AU(s) .
Taking s=t/2 yields formula (5.4) for k=2:

U ) =(AU(—;—)>Z=(U’(%>)2, £>0.

Repeating this process, we have formula (5.4) for general rEN.

Now assume that the operator A satisfies a stronger condition than condi-
tion (4.1):
1) The resolvent set of A contains the region X,={2€C; 2+0, |arg 2| <
n/2+w}.
2) For each small ¢>0, there exist constants 0<<#<1 and M.>0 such that
the resolvent R(A)=(A—2AI)"? satisfies the estimate

5.5) ||R<x>||§|71‘4]i;, A€ T={2=C; 140, |arg | S7/2+w—¢).

Figure 8
Then we let
(5.6) U(t):—zimgre“R(,Z)d‘l.
Here I’ is a path in the set X% coﬁsisﬁng of f‘he following three curves:
IO ={pe-itmizto-. | <prloo}, 7
Ire={e; —(n/2+w—e)<n<rn/2+w—¢},

I®={peitnizto-, 1<y loo},

F‘3\‘//Rz/2+w-—s
/419/1“(2)
re .

Figure 9

It is easy to see that the integral
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__ 13 2t
v = 2w k§1 S[‘(k)e R@)d2

converges in the uniform 6perator topology for t>0, and thus defines a bounded
linear operator on E. By Cauchy’s theorem and Jordan’s lemma, we find that the
line of integration in formula (5.1) may be deformed into the path of integra-
tion I" in formula (5.6); hence the two definitions (5.1) and (5.6) of U(¢) coincide
(cf. the argument in the proof of formula (4.2")).

The next theorem states that the semigroup U(t) can be extended to an
analytic semigroup in some sector containing the positive real axis, but may be
unbounded at the origin:

THEOREM 5.3. Assume that the operator A satisfies condition (5.5). Then
the semigroup U(t), defined by formula (5.6), can be extended to a semigroup U(z)
which is analytic in the sector 4,={z=C ; z+#0, |arg z| <w}, and enjoys the fol-
lowing properties:

(@) The operators 'AU(z) and (dU/dz)(z) are bounded operators on E for each
zed,, and satisfy the relation

(5.7 %(z)zAU(z) R zed, .

(b) For each 0<e<w/2, there exist constants A7[0(a)>0 and 1\7!1(6)>0 such
that

5.8) uwang,f—l"f%, s
5.9) AU S sy, zed,

where
dx={zeC; z+#0, |larg z| Sw—2¢}.

(¢) For each x,=D(A), we have

Uz)xg —> %y in E

as z—0, zed% 0<e<w/2).

2e _

Figure 10
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PrOOF. (i) The analyticity of U(z): If 2&l"™ and z<4%, that is, if

A=]Ale'n, N=xr/24+w—c¢,
{ z=|zle",  |p|<o—2,
then we have
Az=|2||z|etn+®

with

n/2+e<n+o=n/242w—3:<3m/2—3¢.
Note that

cos (p+¢p)=<cos(w/2+&)=—sine.

Hence it follows that

(5.10) let2| Le-tanaisine - 2='® 2 g2,
Similarly, we have
(5.11) letz| Se-'anzisine - Q=M ze 42,
Now, for each small ¢>0, we let
Ki=43n{zeC; |z| z¢}
={zel; |z| z¢, |arg z| Sw—2¢}.
Then, combining estimates (5.5), (5.10) and (5.11), we obtain that

(5.12) le*? R < {24;,, gresinesi A&T®OUre, zeKg.

On the other hand, we have

(5.13) le??RADEMe'?, 2&T'®, zeK:.
Therefore, we find that the integral

7 —_ 1 Az ___i d Az
G.6") Uz)= Egpe R()di= zm‘ESm)e R(A)dA

converges in the uniform operator topology, uniformly in ze K¢, for every &>0.
This proves that the operator U(z) is analytic in the domain Azz‘gjo K:.

By the analyticity of U(z), it follows that the operators U(z) also enjoy the
semigroup property :

Uz4+w)=Uz)- Uw), z, wed,.

(ii) We prove that the operators U(z) enjoy properties (a) and (b).
(b) First, using Cauchy’s theorem, we obtain that
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Ulz)y=— éi—igre“lf(l)dl

1 Az
= %Srme R(A)da,
where '\, is a path consisting of the following three curves:

. 1
I ,‘}’,:{re““”’”“"” ; m§r<oo} )

r f%’l={%e"’ ; —(@/24w—e)<n< zr/2+m—e} )

. 1
I @={retcrirro-s; 0 <r<eo}.

ru‘i’.\%ﬂ/Zﬁ-w—e
r.‘:z/iiy i

Figure 11

But, by estimates (5.5), (5.10) and (5.11), it follows that

lle“R(l)Ilé(%Ze'””“““, 2el QUrD, ze .

1zls
Hence we have for k=1, 3

]

~plzisineg -6
. e 14 mn p dp
Tz1

| e r@I1da =
iy

:MsSje_Sin esg-0g. ]zld—l .
We have also for k=2

n/2+w-¢
e RDI1d21 <M. edy- 2|0

S[vlz' -(r/2+w-¢)
=2eM.(n/24w—¢e)|z]?!
<27eM.|z|?-*.

Summing up, we obtain the following estimate:

1 g .
IU@IS 5 & I Rl

Izt

541
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M,
T

(Sws—oe—sin a.s'ds_*_ne)lzl -1 R
1 .
This proves estimate (5.8), with
V1 _ME = -0 ,-sing.s H
Mo(s)—-—n_—(sls e‘ ds+7re>.
To prove estimate (5.9), note that

ARQ)=(A—AI+ADRQ)=I+AR(),
so that 7 - ;
JARMISTHM, |20, 22X,

Hence, arguing as in the proof of estimate (5.8), we obtain that

S0 [ amnaf e

-
1/12

+Szlz+m-5 (M2

(7 /2+w-8) |21

<o([Te=nrsds+re) iz
+2M,(Sjs*;0e~smE-Sds}ne)|z[0-? ‘.

This proves that the integral Spe“AR(l)dl is convergent for every ze4%. By
the closedness of A, this implies that for any z& 4%

Uz)e9(A),
and

| — 1 YAz
(5.15) AU(z)_—EZ.Sre ARQ)dA.
Therefore, estimate (5.9) follows from estimate (5.14), with
~ 1= . M, /¢= .
M1($)=-7-r—(51 g-sines g +7re>+ ?(S: s“”e's‘“s"ds+7re) .

We remark that formula (5.15) remains valid for all z&4,, since 4,= gju Az,

(a) By estimates (5.12) and (5.13), one can differentiate formula (5.6’) under
the integral sign to obtain that

5.16) ‘fi—g (z):—éi—igre“l}?(k)dl, zed, .
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On the other hand, it follows:from formula (5.15) that
_.__1_ Az
(5.17) AUG) = Z“Z'S’"e AR()d2

- El—gpehawfe(z))dz

77 ‘
=_§%S;enzk(z)d1, zed,,

for we have by Cauchy’s theorem

Sre“dlzo.

543

Therefore, formula (5.7) follows immediately from formulas (5.16) and (5.17).
(¢) Let x, be an arbitrary element of 9(A). By the residue theorem, it

follows that

1 elz
xO—Z—i’;.SPT xodl ]

so that )
— 1 Az (1
U(z)xo—xo——z—mgre (R(z)+-x—)xod,z_

1 e*
=— Z—MSI‘T R Azodi.
Here we remark that
1 M
P <.__5__- 5

leds| S2e-tdnmsinepoist | pagy, 2eT .

Thus it follows from an application of Lebesgue’s dominated convergence theo-

rem that as z—0, z& 4%
1¢1
U(2)%o— X0 —> — Q-ESP—]—R(Z)AdeZ.
But we have
1
‘Sr'i R(A)Ax,da=0.

In fact, by Cauchy’s theorem, it follows that

‘SF%R(Z)Axodlz limS TR Axed

re+oJN0A1sTy A

— lim SC —i—R(x)Axod,z

T doo

=0,
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where C, is a closed path shown in the following figure:

r

N2

Figure 12
Summing up, we have proved that
U@)xe —> xo  as z—0, ze 4%,

for each z,=9(A).

REMARK 5.4. Assume that the operator A satisfies a stronger condition
than condition (5.5):

’ M. .
(5.5") “R(Z)"ém , el
Then we have the following estimates:

5.8 TS lefsi emer ey,
(5.99) AU = lMI‘Z(":?, -e-Rez, ze 4%,

with some constant a>0.

PrRoor. Take a real number a such that

0<a<MLs.

Then we have by estimate (5.5")

(IZ‘ZIA-!/{I)O <aM,<1, ie3.

Hence it follows that the operator (A+al)—2AJ has the inverse

(AtaD)—2D)'=+a(A—2D)")(A-AD)7,

al(A—-aI)7|=

and
I(A+al)=2D) T+ a(A—AD - [(A—AD)Y|

< M, 1
= (1214+1)° 1—all(A=2D)7|
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M, 1
b
=214+1)¢ 1—aM,

M, 1
<f Y
=(1—aM,,_)]Z|"'
This proves that the operator A+al satisfies condition (5.5), so that estimates
(5.8) and (5.9) remain valid for the operator A+al:

5.18) VEls f‘jl‘ffﬁ R
(5.19) 1|<A+a1>V<z>n§l%§% s,
where

Viz)=— gl—sre“(A+aI——21)“dl .

b7

But, we have by Cauchy’s theorem

(5.20) V(z)—_-—ziﬂ.g

e**(A+al—AI)*dA
1J +a

1
=—g | erres(A—pl) dp
=e**U(2).

In view of formula (5.20), the desired estimates (5.8’) and (5.9") follow from
estimates (5.18) and (5.19).

§6. The fractional powers (—A)*

Assume that the operator A satisfies a stronger condition than condition

(5.5):
1) The resolvent set of A contains the following region X':

N
/

Figure 13

2
0

2) There exist constants 0<6<1 and M>0 such that the resolvent R(2)=
(A—2I)7! satisfies the estimate
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®.1) IRDI=—2__ es.

a+12ne
If a>1—0, we define the fractional power (—A)™® of —A by the following
formula : '
©.2) (—A)““:——l—.S (—2)-“R(A)d2.
: 2ni)r

Here the path I runs in the set X from b+ooe™'® to b+ooe®®, avoiding the
positive real axis and the origin (cf. Figure 14), and for the function (—24) %=
¢~®1o8-1 we choose the branch whose argument lies between —ax and ax; it
is analytic in the region obtained by omitting the positive real axis.

Figure 14

It is easy to see that the integral (6.2) converges in the uniform operator topo-
logy for a+8>1, and thus defines a bounded linear operator on E. In fact, it
suffices to note the following:

M
A+1an”

Some basic properties of (—A)~* are summarized in the following:

I(—l)“'lzle‘““’g(‘“ l =e—alog111:|ll—a s
{ IRAI=

PROPOSITION 6.1. (i) We have for dall a, $>1—0
(— Ay (= A)P=(— Ay <P,
(ii) If a is a positive integer n, then we have
(=A)y e =((—A7)".

(iii) The fractional power (—A)~* is invertible for all a>1—0.
PrROOF. (i) By Cauchy’s theorem, one may suppose that
1
’ AV B—— — )-8
©.2) (—AyP=—sd (—mPRGdp,

where I is a path obtained from I” by translating each point of I’ to the right
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by a fixed small positive distance.

rr

N\ |
Vi

Figure 15

Then we have by Fubini’s theorem

1
(2n7)?

L 06 e s RA=R()
SSF,H; (P dad

(— Ay (= AP =pl | (2 PRORG g
~ @miplr |

_ 10 gl L) o

S 0 Fer e d“]‘”

27:25 (=) PR )[ZTMS > 2)—

We calculate each term on the right-hand side.
a) We let

dl]

(—p)#
A—p
Then, applﬁng the residue theorem, we obtain that (cf. Figure 16)

fw)=

Sff(b’+rei“’)e"’”dr+sm_mf(b'+ Re')Rie'dy)

+S;f(b/+rei(2:r-a)))ei(Zn—m)dr

=2 Res [ f(g)]p=z
= ——277.'2'(—-2)_ﬂ .

Figure 16
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But we have as R—+oo

Sff(b'—i—re“’)e""dr — S:mf(b’—}—re“')e”"dr,

S;f(br_l_rei(zn—w))ei(zn-w)dr — Si f(b’+re“““’")e“z”""’dr,

and
dn

'S:‘-wf(b’+Rei”)R"e“’d”Ié%&:ﬂ-mm
_R__—e

—0.

Therefore, we find that

L0 w8
Sk g =R
b) Similarly, since I” lies to the left of I, we find that
(=)
2mSI‘ Ai—p d1=0.
Summing up, we obtain that
1
A AV B— N~ ta+ B>
(— Ay o(— Ay P=—s | (~)- PR
=(—A)~a+h)
(ii) Since we have by inequality (6.1)
luPS (—re*)"R(re'?)ire’"dn=0  for any integer n=1,

it follows that

(- A)'"=——§( DRV

=1 fim g (—D""R()dA,

2”1 T=too

where C, is a closed path shown in the following figure:

Cr

S
)

Figure 17
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Thus, by the residue theorem, we obtain that
(—A)""=Res [(—=A)"R(D)]1-0

_ (——l)" dr-t
T (n—=D)1da*!

=(=1"A-H"
=((=4A)™)".

(A=2I)")] 20

(iii) Since the operator (—A)~! is injective, it follows that (—A)"*=((—A)™)*
is injective for all integer n=1. Assume that (—A)~*x=0. Then, taking an
integer n such that n—a>1—6, we obtain that

(= A" x=(—A)y " (—=A)x)=0,
so that
x=0.
This proves part (iii).
The proof of Proposition 6.1 is complete.

If 1-6<a<1, we have the following useful expression for the fractional
power (—A)™%:

THEOREM 6.2. We have for 1—0<a<l

63) (— Ay S 2E("

0s‘“l’?(s)ds .

Proor. By Cauchy’s theorem, one may deform the path I” in formula (6.2)
into the upper and lower sides of the positive real axis. But, we have

[A] ~%ear? if Im2>0,

(—A) - a=g-aloet-1 __.{
[A]7%e-*=* if Im 2<0.

Hence it follows that

—a—__l_ ® —-aj ant _i ° -a,~arnt
(—A) = zm.gos e*™* R(s)ds zm.Ls e *"'R(s)ds

L f_ﬁe_gjs—ajg(s)ds

T 27

Sl—na—nS:s'“R(s)ds .

COROLLARY 6.3. We have for 1—0<a<]

I'a+60-1)

6.4) ”(—A)_alléMW
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Proor. By formula (6.3), it follows that.
si o
I~ Aol SR e Res)lds
9 0

éMsmarc

S:’s-a(1+s)-0ds :

But we have

ool 2) -0t

:g:a"“(l—a)“"“zda '

=B(l—a, a+60-1)

_I'l—a)(a+6-1)
- 1) ’

and also
sinam _ 1
r  I@l(l-a)’

Summing up, we obtain that
1 F(l—a)F(a+0—1)=MF(a+0—l)
I'a)'(1—a) IA()) Il -
REMARK 6.4. Estimate (6.1) with 2=0 tells us that estimate (6.4) remains
valid for a=1: [(—A)[=M.

(=) l=M

In view of part (iii) of Proposition 6.1, we can define the fractional power
(—A)* for a>1—@ as follows:

(—A)y*=the inverse of (—A)¢,  a>1—8.
The next theorem states that the domain 9((—A)*) of (—A)* is bigger than
the domain 9(A) of A when 1—0<a<¥.
THEOREM 6.5. We have for any 1—0<a<8
DAYCD(—A)) .

PROOF. Let x be an arbitrary element of ©(A). Then there exists a unique

element y=FE such that
x=(—A)"y.

But, if 1—@<a<48, one can define the fractional powers (—A)™* and (—A)y~ -,
and write (—A)"! as follows:
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(—A) T '=(—A)yq(—A)" 40,
Hence we have : o
x=(—A)y=(—A)y*((—A)*y).
This proves that :
xED(—A)).

§7. Homogenous solutions

Assume that the operator A satisfies condition (6.1):

Iy .
(6.1) IIR(Z)llé(m—Da., RVISPIN

In this section we characterize admissible initial data x, for the Cauchy problem
(P) in terms of the domains of the fractional powers (—A)“.

The next theorem states that problem (P) has a unique solution x(#) for
any initial condition x,eD((—A)7) with 1-0<9<4.

THEOREM 7.1. Assume that the operdtor A satisfies condition (6.1) with 0<
0<1. Then, for every x,€9D(—A)") with 1—0<0n<40, the function

1
7.1) x(t):U(t)xo:—ﬁisre“]?(l)xodl, >0,

belongs to C([0, o); E)YNC*((0, «); E), and is a unique solution of the Cauchy
problem :

dx '
P) E‘Ax@’ t>0,
x(0)=x,.

REMARK 7.2. By Theorem 6.5, it follows that the domain 9(—A)7) is
bigger than the domain 9(A) when 1-6<9<f. Hence Theorem 7.1 is a gen-
eralization of Theorem 4.3.

PrOOF OF THEOREM 7.1. 1) First we show that:

oy~ MI (=) (a+0—1)
7.2) 1D =AY S =,

By formulas (5.6) and (6.2"), it follows that
U)X—A)*=(—A)*U®)

1—-6<a<l.

_ (Zi%)zgrgﬂeﬂ(—ﬂ)-aR(z)R@)d,zdp |

-1 i gy-a RDO—R@)
_<2m')2gpgpel( A
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R | PR e R

~2ri 2nir A—p
g R g

__i —N\-a, it
- ZﬂiSF( D2 RA)dA.
In fact, it suffices to note the following (cf. the proof of Proposition 6.1):

e (=, aa
27:1'51*' =g o=

1 elt
Z—m’SF——X—-p da=0.

Therefore we obtain that

g ME e dl2]
10— A1 52 & TR 1T

<H e o0as
_MIl-al(a+8-1)
Tz r '

2) Next we show that:

7.3) lgifrol Ug(—A)y*x=(—A)"“x for each x<E.

Let x, be an arbitrary element of 9(A). Then we have

U(t)xo———>xo as tlor
so that
7.4 U(—A)*xo)=(—A)*Ut)xe) —> (—A)*x, astl0.
Now take an arbitrary element x of E. For each ¢>0, one can find an
element x,=9(A) such that
lx—xoll <e.

Then we have by inequality (7.2)
U= Ay *x—(—A)~x|

SNUGN—A)*(x—x )| H U= A) 2 x0—(—A) kol + [(— A)~*(xo— x)l
< MI1—a)(a+0—1)

=\r& re

Hence, by assertion (7.4), it follows that

(= A e+ [ UE(— A)* xa—(— Aol
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MP(l—a)F(a+0—l)
T &)
This proves assertion (7.3), since ¢>0 is arbitrary.

3) Now let x, be an arbitrary element of 9((—A)7) with 1-6<n<40.
Then the function x(#)=U(t)x, can be written as

HI(= A e

lim sup | U —A) 2z —(—A)rxl=(

x()=UEN—A)"(—A)x0) .
Thus, by assertion (7.3), we find that

)& C(0, «0); E),
and also
x(0)=(—A)""(—A)"x0)=x,.

On the other hand, we know from Theorem 5.3 that
x()EC((0, «); E),
{ ' H=Ax®), t>0.
Summing up, we have proved that the function x(#)=U(t)x,, defined by

formula (7.1), is a (unique) solution of problem (P).

REMARK 7.3. In the case =1, Theorem 7.1 remains valid for every x,cF
(i.e., »=0). In fact, it suffices to note the following:
1) lzigal Ut)xo=1x, for each x,=D(A).

2) We have by estimate (5.8") with §=1 (Remark 5.4)

sup || U(D)] <o .
0Lts1

§8. Non-homogeneous solutions

Let f: [0, T]J—E be a continuous function. Now we consider the following
non-homogeneous Cauchy problem:

dx _
(NP) =AW+, 0<t<T.
x(0)=x,.

The next theorem gives an explicit formula for the solutions of problem
(NP) (cf. Krein [2], Chapter I, Theorem 6.1):

THEOREM 8.1. Assume that the Cauchy problem (P) is well posed on [0, o),
and that the operator A has a resolvent R(A)=(A—2J)™' for some ,=C. Then
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a solution x(t) of problem (NP), if it exists, is given by the following formula:
®.1) xO= U+ | Uet—9)f()ds

Here U) is the strongly continuous semigroup on E constructed in Theorem 1.1.

Proor. First, applying the operators U(—s), 0<s<{, to the equation
x'(s)=Ax(s)+f(s), 0<s<T,
we obtain that
8.2) Ut—s)x'(8)=Ult—s)Ax(s)+Uit—s)f(s), 0<s<t.

On the other hand, since sul:a) IU®| <o for every >0, it follows that
£6,1/81

Uit—s—o)x(s+ao)—Ult—s)x(s)
o

(8.3) %(U(t—s)x(s)): lim (

= lim {U(z—s—(r)("————(”";‘x(s))

a0

— ttt—s—o) (L2 D)o}

g
=Ut—s)x'(s)—Uit—s)Ax(s), 0<s<t.

Hence it follows from formulas (8.2) and (8.3) that
—(%(U(t——s)x(s)):U(t—s)f(S) , 0<s<t.
Integrating this equation from 0 to t—h (h>0) with respect to s, we obtain that
[ ve—s11s1ds=LUE= 2B =UB)xE—h) = UDxo .

But we have as £ [0
Uh)x(t—h)=UR)R(AI[Axt—h)—2Ax(t—h)]
—> RANAx({)—Ax(®)=x() .
In fact, it suffices to note the following:
1) sup [U(R)R(A,)|| <eo.
0<hsl
2) lhl?;x Uh)R(4)x=R(4,)x for each x<E.

3) x)<C(0, T]; E).
4) Ax@)=x't)eC0, T]; E).

Therefore, we find that the improper integral S:U(t—-s)f(s)ds exists, and
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satisfies
S:U(t—s) Fls)ds=x()— U, .
This proves formula (8.1).
Now assume that the operator A satisfies condition (6.1):
M
1 R —+—+ 2.
(6.1) IRDIS g7 » A€

The next theorem states that the function x(t), defined by formula (8.1), is
a solution of problem (NP) (cf. Krein [2], Chapter I, Theorem 6.9):

THEOREM 8.2. Assume that the operator A satisfies condition (6.1) with 0<
0<1. Let f:[0, T1—E be a Holder continuous function with exponent 1 satisfy-
ing 1-60<r<1:

8.4) lfe)—fI<Clt—=slr, ¢, s€[0, T].
Then, for every x,=9D(—A)") with 1—0<9<8, the Sfunction
@®.1) ()= U(t)xo—i-S:U(t—s)f(s)ds

belongs to C([0, T1; EYNCY((0, T]; E), and is a unique solution of problem (NP).
Here U(t) is the semigroup on E defined by formula (5.6):

G.6) U(t):—ii—igre“m)dz, £>0.

PROOF. Theorem 7.1 tells us that the function U(t)x, belongs to C([0, 0); E)
NC=((0, 0); E), and is a (unique) solution of problem (P).
Thus it suffices to consider the function

.1 y(t)=S:U(t—s) F(s)ds .

We remark that the function y(f) is well defined for all 0<t<T. In fact, we
have by estimate (5.8’) (Remark 5.4)

8.5) [UDI=Mgt®,  0<t=T,

so that

oI 1ua—s1-15s)ids

<(max I7)) | 1 U@lde
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to
<Mp(maxlfl)g, OtsT.

In particular, we have

3(0)=0.

(a) The continuity of y(f): We have for 0Zt<T, 0<t+h<T

y(t+h)— y(t):S:MU(t—i-h—s) f(s)ds—S:U(t—s) f(s)ds
=§:+hU(r) f(t+h—r)dr—S:U(r) ft—)dr
= vaxra+h—o—fa—onae

+ S:+hU(r) ft+h—1)dz.

Hence it follows from inequalities (8.4) and (8.5) that

T
I3-+m)=yOIS(max I o +m)—f@)| 10@]dz
+(max 17@1)| | 10@de]

= ciniro+(max s e+ —e1).

Therefore, we obtain that

ly@+h)—y®] —>0  as A—0.
This proves that

y»eC((0, T1; E).
(b) The differentiability of y(t): For each small §>0, we let
0 if 019,

yalt)= g:"’Ug_s)f(s)ds if 6<t<T.

Then, in view of estimate (8.5), it follows that

K6 if 0=t<4,
Hya(t)—y(t)llé{ ]
K(T?—(T—08)%) if 6<t<T.

Hence we find that the the function y(¢) converges uniformly to the function
y(t) as 6| 0. Furthermore, we have for 0<¢t<T
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G  yO=UGS -0+ S UE—9fNds

=U(5)f<z—a)+S:"AU(t—s)f(s)ds
= UGN (t~0)— FO+UOIO+] A=) f(5)—f@nds
t-06
+{W@-venf @+ AUE—9)f®ds).
But the last term on the right-hand side vanishes:

t-0
@7 (U(&)—U(t)f(t)+go AUG—s)f$)ds=0.
In fact, since the inverse (—A)™* exists and AU@)=U{)A on D(A), it follows
that

8.8) S:_aU(t—s)f(t)dszS:—EU(t—s)(—A)(—A)“ F®ds

-8 o 1
=[ " e —sx—arsands
=[UE—sX(— A et
=UE(— A fO— U~ A7 @),
Hence, by the closedness of A, we find that
v re-vofo=-A(] ve-s)7wods)
=—{"ave-srwes.

This proves equation (8.7).
Therefore, combining formulas (8.6) and (8.7), we obtain that

3.9 YEO=UE@)ft—0)—fEN+UDSf@)
+S:'5AU(t—s)< f&)—fnds, o<t<T.
Now we estimate each term on the right-hand side of (8.9):

1° We obtain from inequalities (8.4) and (8.5) that
U@ f (=) —f NI S CMgdT+o-1, O<t<T.

2° By estimate (5.9') (Remark 5.4), it follows that
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IAUGI=IU @I <M, 0<t<T.
Hence we have for 0<¢’'<d

I ave—sxso-sonas| scm].” te—sirvo-sas

t—
t-5
)
ZCMTISa tit0-2dr

— 7.}6.24—7['1 [5r+0—1_5/7+8-1] .

Since 7+ 6>1, this proves that the improper integral

1 t-8
(8.10) [ ave—s)fs)—fands=tim || AUE—9)f(5)— Ft)ds
exists, and the convergence is uniform in t<[e, T], for every ¢>0.
Summing up, we find that

WO —> UOSO+] AUG—sXf(&—FO)ds  as 810
uniformly in t<[e, T], for every ¢>0. Thus one can let |0 in the formula
=] yiedr+3de),  0<d<e,
to obtain that
yo={] @+ AUE—s)r©—f@ds|dr+3te), 0<est<T.

Since ¢ is arbitrary, this proves that

yHeCHO, T]; E),

and
8.11) y’(t)=U(t)f(t)+§:AU(t—S)(f(S)—f(t))ds .
(¢) Finally we show that for any 0<t<T
{ ¥t eD(A),
(8.12)
Ayt)y=y'®)—f@).

First, one can let 6 |0 in formula (8.8) to obtain that

[ va—s)ras=—artso-ve -2 1o
=(— A fO—UDSE).-
Hence it follows that for any 0<t<T
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(8.13a) SZU(t— Ofdse DAY,
and
(8.13b) A(S:U(t— $)f0ds)=UnfO—f().

On the other hand, since we have for d<t<T

[ va-sxse-rendse o),

in view of the closedness of A, it follows from assertion (8.10) that for any
0<t<T

(8.14a) S:U(t—s)(f(s)—f(t))ds cq(4),
and

@) A| vt —fands)=] AVE—s)F(6)—f@)ds

Therefore, by assertions (8.13), (8.14) and (8.11), we have for any 0<t<T

y(t>=§:U(t—s>f<s>ds

= va—srmas+{ ve—s(fs)-randss o),

and
ay=A({ ve—s)s@ds)+A(] Ue=s)rs)—F®)ds)

=(UOfO—FO)+G'O-UOS®)
=y'O—f@®.

This proves assertion (8.12).

Summing up, we find that the function y(), defined by formula (8.1), be-
longs to C([0, T]; EYNC*(0, T]; E), and is a solution of problem (NP) with
initial condition y(0)=0.

Now the proof of Theorem 8.2 is complete.

REMARK 8.3. In the case @=1, Theorem 8.2 remains valid for every x,&F
(i.e., »=0). This is an immediate consequence of Remark 7.3.

§9. Proof of Theorems 3 and 5

PrROOF OF THEOREM 3. (i) We find from the proof of Théoréme 11 of
Taira [4] (cf. [5], Section 8.4) that the constants R(#) and C(#) in Theorem 1
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depend continuously on f#<(—=, #), so that they may be chosen uniformly in
=[—n+e, m+e], for every ¢>0. This proves the existence of the constants
r(e) and c(e). Estimate (0.2) is an immediate consequence of estimate (0.1) with
s=2 and ¢=0.

(iiy By part (i), one may assume that, for g.>0 large enough, the operator
A —p.] satisfies condition (6.1) with 8=(1+0)/2:

NN
A7

Thus we can apply Theorem 5.3 (and Remark 5.4) to the operator ¥ —g./
to obtain part (ii).

PROOF OF THEOREM 5. Theorem 5 follows immediately from Theorem 3
and Theorem 8.2. (We remark that Theorem 5 includes Theorem 4 as the
particular case =1, as is seen from Remark 8.3.)

Appendix A Jordan’s lemma

LEMMA A (Jordan). If f(z) is a continuous function on the half plane
{zeC; Re 220}, and if f(re*®)—0 as r—-+oo, uniformly in [ —=/2, /2], then
we have for any m>0

lim SC e™ f(2)dz=0,

7400
where
C.={z=re'?; —x/2<50<7/2}.
REMARK. If f(z) is a continuous function on the half plane {z=C;
Re z<0}, and if f(re'?)—0 as r—-+oo, uniformly in 6&[{z/2, 37/2], then we
have for any m>0

lim { | emr@dg=0,

where
D,={{=re'’; n/2<6<3xn/2}.
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Appendix B The Laplace transform

Let E be a Banach space, and let u(t): R—E be a function satisfying the
following three conditions:

(a) u(t)=0 for all £<0.

(b) There exist constants C>0 and SR such that

lu<Cef*,  t20.

(¢) wu is Riemannian integrable on every bounded interval [0, T], T>0.
Then we let

vw={"e-rutdt, Rea>p.

It is easy to verify that U(A) is a holomorphic function of 4 in the half plane
{A=C; Rei>p}. The function U(4) is called the Laplace transform of u(t).
The most fundamental result is the following:

THEOREM B (The Laplace inversion formula). Let w: R—E be a function
which satisfies the following conditions:

@ u(t)=0 for all t<0.

(b) There exist constants C>0 and BE R such that

lu@®I<Ceft,  t20.
(¢’) u #s of bounded variation on any bounded interval [0, T], T>0.
Then we have for £§>8

I “Lgm MUDdA= [t +0)+ut—0)]  in E
AlTwai i’ gL u m L.

The convergence is uniform in t on any bounded interval of continuity of u.

Appendix C The resonance theorem

Let X, Y be normed linear spaces over the same scalar field and let L(X, Y)
be the space of bounded (continuous) linear operators on X into Y.
Then we have the following:

THEOREM C (The resonance theorem). Let H be a subset of L(X,Y). If X
is a Banach space, then the boundedness of {||Tx||; T&H} at each x&X implies
the boundedness of {|T|; TeH}.

The material in Appendices B and C is standard and can be found in text-
books on functional analysis such as Yosida [7].
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