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1. Introduction and preliminaries

In connection with enumeration of finite topologies on an n-set, we intro-
duced a number @(K) which is defined on the matrix K corresponding to a
finite topology on an n-set and investigated its properties [2]. In this paper,
we shall carry on our studies on the structure of the matrix corresponding to
a finite topology and show the following inequality for an arbitrary nXn matrix
K which corresponds to a T, topology :

n(n+5)/24+1<a(K)=2"  +n—1.

Let X={xi, x5, -, x,} be a finite set and T a topology on X. Let U, be
the smallest open set containing x;. Then we define an nXn, zero-one matrix
K=[k;;] by

1 X;e Uz
kij:
0 x;&EU,

We denote this matrix K corresponding to the topology T by M(T).

Let By={0, 1} be an ordered set (0<1) with two binary operations -+ and
* defined as follows : 0+0=0x* 1=1%0=0%0=0, 1+0=0+1=14+1=1%1=1. Let
V. be the set of all n-tuples [a;, @, ---, a,] over B,. An element of V, is
called a Boolean vector of dimension n. The system V, together with the
operation of componentwise addition is called the Boolean vector space of dimen-
sion n. A subspace of V, is a subset which contains [0, 0, ---, 0] and is closed
under addition of vectors. The span of a set U of vectors is the intersection
of all subspace containing U/. The row (column) space of a matrix K is the
span of the set of all rows (columns) of K. We denote the row (column) space
of K by R(K)C(K)) and write simply 0 for [0, 0, ---, 01 or [0, 0, -, 0]. In
this paper except Section 6, all matrices are ones over B,, i.e. Boolean matrices
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where matrix multiplication involves Boolean operation.
The following is given by Sharp, H.J.R. [3].

THEOREM A. A reflexive nXn matrix K corresponds to a topology on an
n-set if and only if K*=K.

DEFINITION 1. Let K be an nXn matrix corresponding to a topology on

an n-set and L(K) the set of all (n+1)X(n+1) matrices of the form [2 }3]

corresponding to a topology on an (n-+1)-set, where A is a 1X#n matrix and B
is an nXx1 matrix. Then we define a(K) by a(K)=|L(K)|, the number of
elements of the set L(X).

From this definition, we can directly derive the following result (see [2]).

THEOREM B. Let T(n-+1) be the number of topologies on an (n-1)-set.
Then we have T(n+1)=3x a(K) where K runs over all nXn matrices, each of
which corresponds to a topology.

Many other properties on a are found in [2].
Throughout the rest of the paper, K denotes an nXn matrix corresponding
to a topology on an zn-set unless the contrary is mentioned.

2. Structure of matrices containing K

Let Ty(n+1) be the number of T, topologies on an (n-+1)-set.
Then we have the following result.

THEOREM 1. To(n+1)=37= (—1)'[n](ZhY alln-s, ) +(—1)"[n]s, where
Kn_i x runs over all matrices of order n—i corresponding to a T, topology and
[n]i=n(n—1) - (n—i+1) for 0<i<n, [n],=1.

PROOF. Let K’ be a matrix of order n+41 of the form K’:[IB 2] cor-

responding to a topology where A is a 1Xn matrix, B is an nX1 matrix and
K is an nXxXn matrix. If K corresponds to a non-T, topology, then K’ corre-
sponds to a non-T, topology. Suppose that K is a matrix corresponding to a
T, topology. Then K’ corresponds to a non-T', topology if and only in A=K«
and B=K,, for some 7, where K;+(Ky;) is i-th row (column) of K. Therefore,
we get To(n+1)=3xa(K)—nT,(n), where K runs over all matrices of order n,
each of which corresponds to a T, topology.
Then we get
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To(n+ D=2 (=D [n](ZhR a(Ka_s. ) +H(—1)[n]a,

where K,_; . runs over all matrices of order n—i, each of which corresponds
to a T, topology. This concludes the proof.

DEFINITION 2. Let M=[m,;] and N=[n,;] be nXm matrices. By M<N,
we mean that if m;;=1, then n,;=1 for each 7 and ;. If M and N are incom-
parable, that is neither M<N nor N<M, then we write M||N. Define a func-
tion { by {(M, N)=1 if M<N and otherwise {(M, N)=0, where 0 and 1 are
elements of B,.

LEMMA 1. Let M be an mxm reflexive matrix. Partition M into the fol-
lowing blocks;

m, My , , Mp

—

My My, -, M,y my
le M22; U M2p } ms

(Mpr Mo, -+, Mpy )} my,

where M;; is an m;Xm; matrix for each i and j.
Then the matrix M corresponds to a topology if and only if for each i and
]‘ with lél', ]__\._/_p, MikMkngij holds f07" k, 1§k_§p

Proor. By Theorem A, M corresponds to a topology if and only if M?=M,
that is,
Mi1M1j+Mi2M2j+ +Mipij:Mij

for each ¢ and 7 with 1<¢, j<p. Further, for fixed / and j, the validity of
this equation is equivalent to that M;,M,;<M;, holds for each k 1<k<p.

COROLLARY. Let A be a 1Xn matrix and B an nx1 matrix. The matrix

[lB ;3] corresponds to a topology if and only if A= R(K), B€C(K)and BALK.

A .
B K]' That is,

L(K)={(A, B)|A=sR(K), B€C(K), BALK}.

We write simply (A, B) for a matrix [1

The proof of the following lemma is easy and omitted. Let [#] be the set
[n1={1, 2, -, n}.
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LEMMA 2. Let A=[a,, -, ay, -, Gn], ‘B=[by, -, b;, -+, by] and K’'=
(A, By e L(K). Define subsets 2 and ¥ of [n] by 2=1{/|a;=0} and ¥=1{i|b;=0}
respectively. If Q+@ and Q=+[n], then k=0, for ic[n]—8, jeL and if
U+ @ and U+[n], then k;=0, for i€¥, j&[n]l—Y, where ky; is an (i, j) ele-
ment of K.

LEMMA 3. For any two elements (A, B), (C, D) of L(K), the following facts
hold.

(1) If either A|C or D|B, then CB=AD=0,

(2) If either A>C or D>B, then CB=0,

(3) If either A<C or D<B, then AD=0.

PrOOF. (1) Suppose that A and C are incomparable. If a;=1, there exists
7 such that ¢;=1 and a;=0. By Lemma 2, we can see k;;=0 in the matrix
K=Tk;]. If d;=1, then DC£K, a contradiction. Thus we have d;=0, which
implies AD=0. We can similarly obtain CB=0. (2) and (3) can be proved by
the same method.

THEOREM 2. Let K’ be an (n+2)X(n+2) matrix of the form

rl e C
K’:{f 1 A
D B K

where e, fEB,, A and C are 1Xn matrices and B and D are nX1 matrices.
Then K’ corresponds to a topology if and only if the following conditions are
satisfied

(1) (A, B) and (C, D) are elements of L(K).

(2) CB=Ze=<lA, C)¥(D, B).

(3) AD=f=L(C, AL(B, D).

Proor. Using Lemma 1, K’ corresponds to a topology if and only if the
following conditions are satisfied.

(a) AK=A and CK=C.

(b) KB=B and KD=D.

(¢) BAZK and DC<K.

(d) CB=<Ze and ADZ/f.

() eAZC and De<B.

(fy fC<£A and Bf<D.

The condition (a) is equivalent to that both A and C are elements of the
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row space of K and (b) to that both B and D are elements of the column space
of K. Hence (a), (b) and (c) are equivalent to that (4, B) and (C, D) are ele-
ments of L(K).

The condition (e) is equivalent to e<{(A4, C) and ¢<¢(D, B) and hence to
ex<{(A, C)+L(D, B). By the same way, the condition (f) is equivalent to f<
L(C, A)+L(B, D) and the proof is completed.

By Lemma 3, note that if (A, B) and (C, D) are elements of L(K), then
C(A, O#L(D, B)=0 implies CB=0 and {(C, A)+{(B, D)=0 implies AD=0.

3. N(4, B), (C, D), K)
DEFINITION 3. Let A and C be 1 X7 matrices, and B and D, nx1 matrices.
We denote the number of (n+2)X(n-+2) matrices K’ of the form K’'=

1 = C
l#}) [13 [/é] corresponding to a topology by N((A, B), (C, D), K).

By this definition, we get the following lemmas, which are easily proved.

LEMMA 4. For any two elements (A, B), (C, D) of L(K), N((4, B), (C, D), K)
=1,2 0r 4 and N((4, B), (C, D), K)=N({C, D), (A, B), K).

LEMMA 5. Let K'=(A, B) be an element of L(K). Then we get a((A, B))
=2le.merrN((A4, B), (C, D), K). The number of terms on the righthand side
is equal to a(K).

THEOREM 3. Let K'=(A, B) be an element of L(K). Then AB=1 if and
only if A=K;x and B=Ky; for some i.

Proor. To show the “only if” part, assume that A=[ay, -, a;, -, a,],
B='[by, -+, by, -+, b,] and a;=b;=1 for some 7. Then we get K{+>K., 4 and
K:élZKa'q‘-u- These imply Ki=SKi, Ki«<Ki,« and so Ki.= tee K=
Kyii [3]. These facts imply A=K+« and B=Ky,; for some i. The “if” part
is obvious.

THEOREM 4. Let K be a matrix corresponding to a T, topology, A a 1Xn
matrix and B an nx1 matrix. Then K'=(A, B) corresponds to a T, topology
if and only if K’ L(K) and AB=0.

PROOF. Let (A, B) be an element of L(K) such that AB=1. Then, by
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using Theorem 3, we obtain A=K,y and B=Kj; for some ¢ and hence K’ does
not correspond to a T, topology. Conversely, if K'=(A4, B) is an element of
L(K) such that AB=0, then K’ corresponds to a topology and by using Theo-
rem 3, we see (A, B)# (K« K.;) for each ;. Therefore K’ corresponds to a
T, topology.

THEOREM 5. For any two elements (A, B), (C, D) of L(K),

(1) NW{A, B), (A, B), K)=1 if and only if A=K;sx and B=K, for some 1.

(2) NW{A, B), (C, D), K)=4 if and only if A=C, B=D and (A, B)+
(K%, Ksi) for each i.

Proor. (1) Assume that N((4, B), (4, B), K)=1. Then a pair (e, f) is

1 e A
uniquely determined, so that [f 1 }f}} corresponds to a topology. Apply
B B

Theorem 2 to the case A=C, B=D and we get AB=CB=AD=1. Since K'=
(A4, B) is the matrix corresponding to a topology, we get A=K,y and B=Ky;
for some ¢ by Theorem 3. Conversely, if A=K,y and B=Ky;, then we get
e=f=1 by Theorem 2.

(2) If N{A, B), (C, D), K)y=4, then we obtain {(A, C)x{(D, B)={(C, A)
*((B, D)=1 and CB=AD=0 by Theorem 2. These facts imply A=C, D=B
and so AB=0. By Theorem 3, we get (A, B)#(K,x, K4;) for each ;. Con-
versely, if (A4, B)#(K;x, Kx;) for each 7 and A=C, B=D, then we obtain AB=0
by Theorem 3. By assumption, we obtain CB=AB=AD=0and {(A4, C)x{(D, B)
={(C, A)*L(B, D)=1. By Theorem 2, we get N((4, B), (C, D), K)=4.

For a given matrix K, let ~ be an equivalence relation on [n] defined by
i~j if and only if K;+=K;+«. Choose a representative k(7), i=1, ---, {, for each
equivalence class. Then we have an /X[ matrix K such that k:[kk(i,,k<j,],
1<i, j<i. It is easily verified that the matrix K corresponds to a T, topology
on an [-set. We shall call K a reduced matrix of K.

LEMMA 6 ({2]). If K is a reduced matrix of a matrix K, then we have
a(K)=a(K).

LEMMA 7. Let (A, B) be an element of L(K). Then N(A, B), (C, D), K)
=1 holds for all elements (C, D) of L(K) if and only if A=K;x and B=Ky,

for some 1.

ProoF. If (A4, B) # (Kix, K«;) for all 7, then by Theorem 5, we get
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N((A, B), (A, B), K)=4. Conversely, if A=K, and B=K,; hold for some ¢,
then K is a reduced matrix of (K.« Kx;). By using Lemmas 5 and 6, we get

a(K)=a((K;x, Ky))=2>c. pyer o N{(Kix, Kx), (C, D), K).

Therefore, we conclude N((Kx, K«:), (C, D), K)=1 for all elements (C, D)
of L(K) by Lemma 4.

4. An inequality a(K)<a(l,)

LEMMA 8. Let [l C] be an element of L(I,), where I, is the identity

D I,
matrix of order n. If (C, D)#(0, 0) and (C, D)#((I,)ix, (I)x:) for each i, then
N((©, 0), (C, D), 1)=2.

PrROOF. Under the assumption, we shall consider three cases.
(@) C=0, D+0.
(by C=#0, D=0.
() C#0, D=0,
But the case (c) dose not occur, because DC<TI,. Applying Theorem 2 to
the case (a), we have
0=e=<{(0, 0) = L(D, 0)=0.

0= F<L(0, 0)+Z(0, D)=1.
In case of (b), we obtain similarly,
0<e<g(0, C) = &0, 0)=1.
0=7=L(C, 0)=L0, 0)=0.
Therefore, we conclude N((Q, 0), (C, D), I,)=2.

LEMMA 9. Let (A, B) be an (n+1)X(n-+1) non-identity matrix belonging to
L(K) where A and B are 1 Xn and n X1 matrices respectively. Then there exists
an element (C, D) of L(K) such that (C, D)+ (K%, Ky;) for all i and N((A, B),
(C, D), K)=1.

PRrROOF. The proof is divided into the following four cases.

(a) A=0, B=0.

By assumtion, K is a non-identity matrix. Hence there exists a comparable
pair Kix, K;x such that ¢#j. Without loss of generality, we may assume
Kix=ZK;x. If we put C=K,;yx and D=K,;, then these Boolean vectors C, D
satisfy DC<=K. This implies (C, D)e L(K). We see easily {(D, B)={(Ky,, 0)
=0, {(C, A)=L(K.x, 00=0. By Theorem 2, we can obtain e=f=0.
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(b) A=0, B=0.

Let D=0 and B=![by, ---, bj, ---, b,] be an element of C(K) such that b,=1.
If we put C=K;4, then DC=0<K and CB=1. By Theorem 2, we obtain
CB=1=Ze<{(0, K;+)*C(0, By=1. AD=0Zf={(K;x 0+{(B, 0)=0. Then we get
e=1 and f=0.

(¢) A+0, B=0.

Let C=0 and D be an element of C(K) such that AD=1. By the same
method as above, we get ¢=0 and f=1.

(d) A+0, B#0.

Let C=0 and D=0. Then we similarly obtain e=f=0. These facts imply
the lemma.

THEOREM 6. Let K be an nXn non-identity matrix corresponding to a topo-
logy. Then we obtain a(K)<a(l,).

ProoF. By Lemma 6, if K corresponds to a non-T', topology, there exists
a reduced mxm (m<n) matrix K corresponding to T',-topology and satisfying
a(K)=a(K). Since a(l,)=2""'4n—1 [Lemma 6, [2]], we have a(l.)<a(l,).
Therefore, we prove this theorem for a matrix K corresponding to a To-
topology. The proof of our theorem will be done by induction on the order »
of K. If n=2, then a(K)=8 and a(l,)=9 and so this inequality is true. Assume
that a(K)<a(l,) holds for a non-identity matrix K (=K,) of order % correspond-
ing to a T, topology (2<k). Note that I;., is expressed by an element (0, 0) of
Ly). By Lemma 5, a(lp.)=al((0, 0)=2c meruy N((©, 0), (C, D), I,). By
Lemma 8 and Theorem 5, the number of (C, D) with N((0, 0), (C, D), K)=1 is
k. Assume that K’ is a (k+1)x(k+1) non-identity matrix K,,, of the form
K’'=(A, B). Then

a(K=a((A, B)=Zc.perwx: N(A, B), (C, D), K).

By Lemma 9, the number m of (C, D) with N((A4, B), (C, D), K)=1 satisfies

k+1<m. From these facts, we obtain a(l,..)=2a(l;)—k+2 and a(K:,)=

2a(K)—m-+2. Since a(Kp)<a(l,) and k+1<m, we obtain a(K..)<a(lp..).
This completes the inductive step and the proof of the theorem.

5. A lattice L(K)

Let A=[a,, as, -, Ga], C=[c1, €3 ==+, ca] and define A.-C by A-C=
[a1%¢y, Qg*Co, -, Qn%C,]. Similarly, define ‘A-*C by ‘A-*C=%A-C) and A+C
as usual. Define an order in L(K) by (A, B)<.(A’, B’) if and only if ALA’
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and B=B’, and a join operation Vv and a meet operation A in L(K) by
(A, B)V(A', B)=(A+A’, B-B’), (A, BIN(A’, B)=(A-A’, B+B’).

Then, it is easily checked that L(K) is a distributive lattice. For terminology
of lattice theory refer to [4].

LEMMA 10. Let K=M(T) and J=M(T’) be the matrices corresponding to
topologies T and T’ respectively. If two matrices K and | are isomorphic (i. e.
K="'PJP, with a permutation matrix P), then L(K) and L(J) are isomorphic as
lattices.

The proof is easy and so omitted. Note that T and 7" are homeomorphic
if and only if K and J are isomorphic [27, [3].

As a matter of convenience, we call that (C, D) satisfies a condition ¢ A B
for a fixed element (A, B) of L(K), if (C, D) satisfies the following conditions :

() (C, D) is an element of L(K) and is different from (A, B).

(2) AD=CB=0.

(3) (C, D) is comparable to (A, B) in L(K).

LEMMA 11.  Let (A, B) and (C, D) be two elements of L(K). Then
N((A, B), (C, D), K)=2 holds if and only if (C, D) satisfies C 4 .

PROOF. Assume that (C, D) satisfies C4 5. Then, one of two equations
C(A, CxL(D, B)=1 and {(C, AL(B, D)=1 is true. Hence, under the assump-
tion CB=AD=0, we obtain N((4, B), (C, D), K)=2 by Theorem 2. Conversely,
if N((4, B), (C, D), K)=2 holds, then the following four cases can be con-
sidered.

(@) 1=CB={(A, C)*&D, B)=1,

0=ADZ{(C, A)*{B, D)=1.

(b) 0=CB=Z{(A, C)*xLD, B)=1,

1=AD={(C, A)*{(B, D)=1.

(©) 0=CB={(A, C)+LD, B)=0,

0=AD=<L(C, A)*{(B, D)=1.

(@ 0=CB={(A, O)+L(D, B)=1,

0=AD={(C, A)*&(B, D)=0.

In cases of (a) and (b), we can conclude (A4, B)=(C, D). But, these cases
occur only if N((A4, B), (C, D), K)=1 or 4. In case (c), we get (A, BYy+(C, D),
C=<A, BED and so (C, D)<.(A, B), that is, (C, D) satisfies Ca 5. In case (d),
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we get the same conclusion.

LEMMA 12. Let K be a matrix corresponding to T, topology. If (A, B)+
(Kix, K«:) for each i, then the subset of L(K) defined by {(C, D)|AD=CB=0
and (C, D) is comparable to (A, B) in L(K)} contains (A, B) and is a sublattice
of L(K).

PROOF. Since (A4, B)#(Kx, Ks) for each i, the above subset contains
(A, B) by Theorem 4. The remaining part of the lemma can be proved by
easy computations.

DEFINITION 4. Let v be a Boolean vector of dimension n. We define a
complement v of v by a vector such that v§=1 if and only if v;=0, where v;
v% denote the i-th component of v and v respectively.

THEOREM 7. Let K be an nXn matrix corresponding to a T, topology, A=
[ai, -, @4 - @nl, B=[by, -, by, -+, ba] and S=1{i|a;=b;=0}, s=|S|. Suppose
that (A, B)e L(K) and (A, B)+(Kix, Kx:) for each i. Then there exists a chain
in L(K) satisfying the following conditions.

(@) The chain contains (A, B) and its length is n+s.

(b) Each element (C, D) of the chain, which is different from (A, B), satisfies
Ca B

(¢) The maximal element of the chain is (*B)%, 0) and the minimal element
of the chain is (0, (*A)°).

PrOOF. Since K corresponds to a T, topology, K is isomorphic to a trian-
gular matrix [3]. Therefore, by Lemma 10, we may assume that K is an
upper triangular matrix.

If (4, By=(1, 1, -, 13, 0), (0, ¢[1, 1, ---, 1]), or (0, 0), there exists clearly
a chain satisfying the conditions of the theorem. Therefore, we may assume
(4, By=(1, 1, -, 11, 0), 0, *[1, 1, -+, 1]), (0, 0). Let R={ila;=0, b;=1}, r=
|\R|, T=1{ila:=1, by=0}, t=|T|, u:[r]—-R, v:[s]=S, w:[t]=T be strictly
order reversing maps, where each order of these sets is natural one, and let

Rm)={u(m+1), u(m+2), -, u@®)},
S(m)={v(m+1), v(m+2), ---, v(s)},
T(m)={w(m+1), wim+2), -, w®)}.

Now we shall construct a chain (A, Bo), (A1, By), -+, (Anss, Bnss) as follows.
First define the following Boolean vectors. A,=A;= -+ =A4;=0, Asse11=
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=An=A4A, By="[b}, -, b3] with bd=a$, i=1, -, n, By,,= - =B,,, =B, Bpa=
o =B,,s=0.

Note that (4,, B,) satisfies C4 5 by the corollary of Lemma 1 and Lemma 2.

(). If S=@, then go to the next step (2). If S+ @, then we shall define
the Boolean vector B, by replacing the v(1)-th component bj;,=1 of B, by 0.
Then (A;, B;) covers (A, B,) (denoted by (A, By)<-(A,, By) and (A4, By
satisfies C4, 5. Assume that a saturated chain (A4, By)<-(A,, B))<- -+ < (Am, Bn)
is constructed and each (4;, B,) satisfies C, 5 1<i<m. If S(m)=¢g@, go to the
next step (2). If S(m)# @, then we shall define the Boolean vector B, by
replacing the v(m+1)-th component 67,1, =1 of B,=[b{™, b§™, - b§™7] by 0.
Then (An, Bn)<-(Anst, Buer) and (Am.y, Br,,) satisfies Ca, 5. This completes
the inductive step and so we obtain (A4, By)<-(A,, B)<: -+ <-(A,, B)=(0, B)
and each element (A, B;) satisfies C4 5 0<i<s.

(2). If T=¢, go to the next step (3). If T+, then we define the Boolean
vector Ag=[a{**D, -, af*P, ... a$*P] by w(l)-th component aSiy =1, a#*v
=0, /#w(). Then we obtain (4, By)<-(Ass1, Bsyr) and (Ag,y, By,.) satisfies
Ca, B Assume that a saturated chain (A4,, By)<-(Ass1, Boy)<o» <-(Asym, Borm)
is constructed and each (A;, B,) satisfies C. 5 s+1<i<s+m. If Tm)=@, go
to the next step (3). If T(m)+ @, then we define the Boolean vector Asimar
by replacing the w(m+-1)-th component ai™y,=0 of A, ,=[a{*™, e, @t

»aw™™] by 1. Then (Asim, Besm)<-(Asimst, Bormser) holds and (Asym.s,
Bs.m+1) satisfies C4 5. This completes the inductive step and we obtain the chain

(As; Bs)<'(Ax+1; Bs+1)<' <'(As+t, Bs+t):(A; B)

and each (A, Bs,,) satisfies C, 5 1<i<t—1.

(3). If R=@, go to the next step (4). If R+, then we define the
Boolean vector B,,,,; by replacing the u(1)-th component b,y,=1 of B=
(b1, =, by, -+, ba] by 0. Then (Asse, Bsit)<-(Asitsr, Bsyeyr) holds and (Assesrs
Bg,:.1) satisfies C4 5. Now, suppose that the saturated chain (Asie, Ben)<-
(Asvert, Bores)<o -+ <-(Assrems Beresm) is constructed and each element (Asitss,
Bsiiwd) satisfies Cup 1<i<m. If Rm)=0, go to the next step (4). If R(m)
#@, then we define the Boolean vector B, m,: by replacing the wu(m-1)-th
component biiY =1 of By in=[b{E**™ ... pgs+i+m) .. puri+my] py (),

Then we see (Asseems Bsvram)<-(Asstemss, Bsieomer) a0d (Agyramas, Bsstamar)
satisfies C4 3. Then we obtain the saturated chain

(Ay B):(As+t, Bs+l)<'(As+t+ly Bs+t+1)<' <'(A", Bn):(A, 0)

and each (Asyisi, Bsyiys) satisfies C4 5, 1<i<r. Note that n=s-t+r.
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4). 1f S=@, then the construction of the chain concludes. If S + @, then
we define the Boolean vector A,,; by replacing the v(1)-th component @yu)=0
of A=[ay, -, a;, -, a,] by (1) and then we obtain (A, Ba)<-(Anss, B,..) and
(Apsyi, Bayy) satisfies C4 3 Now suppose that the saturated chain (A,, B,)<-
(Ans1, Bai)<r o <+ (Ansm, Busm) is constructed and each (A,.i, Bn.:) satisfies
Can 1<i<m. If S(m)=¢, then concludes the construction of the chain. If
S(m)+ @, then we define the Boolean vector A,.n.: Dy replacing the v(m+1)-th
component a{%™,=0of Ay, n=[a{®™, a{™*™, .-, af**™] by replacing 1. Then
we see (Anim Bram)<-(Animss, Brams) a0d (Animss, Bramyr) satisfies Cap.
This completes the inductive step and we have a chain (A,, B < (Ans1, Bry)
<o K (Angsy Bro=((B), 0).

From above facts, we constructed the chain satisfying the desired condition
of the theorem;

0, (A)=(As, By)<- (A1, B)<+ -+ < (Anss, Bri)=((B%), 0) .

COROLLARY. Let (A, B)#(Kix, Kyi) be a fixed element of L(K), where K
is an nXn matrix corresponding to T, topology. In the multiset {N((A, B),
(C, D), K)IDC<K, CER(K), DEC(K)}, the number of 2’s is equal or greater
than n+s, where the number s is mentioned above.

Proor. By Theorem 7, at least n+s elements of L(K) satisfy the condi-
tions of Lemma 11. This implies the corolliary.

The following lemma is easily proved by using Lemma 11 and the proof is
omitted.

LEMMA 13. Let L, be the upper triangular matrix of order n defined as
follows;

and A an n-dimensional Boolean vector where each component of A is 1. Then
N((A, 0), (C, D), L.)=2 holds if and only if (C, D)=(C;, 0) holds where C; is
the n-dimensional Boolean vector such that C,=[ct, ---, ci] such that ¢;=0 for
7<i and ci=1 for j>i for some i, 1<i<n.

This lemma implies that in the multiset {N((4, 0), (C, D), Lo|(C, D)€ L(La)},
the number of 2’s is n, the number of 1’s is a(L,)—(n+1) and remaining ele-



On the structure of the matrix corresponding 33
ment is 4

THEOREM 8. Let K be an nxXn matrix corresponding to a Ty topology. Then

a(L,)Sa(K) .

PROOF. The proof is carried out by induction on the order of K. If n=2,
then a(L;)=8, a(K)=8 or 9 and so theorem is true. Assume that a(Ly)Za(K),
(2<k) holds for a kxk matrix K corresponding to a T, topology. Let K’ be
a (k+1)X(k+1) matrix of the form (4, B) corresponding to a T topology. By
using Lemma 5, we obtain a(K')=a((4, B)=3X.merxy N((A, B), (C, D), K).
By using the corollary of Theorem 7, on the righthand side of this equation,
the number of 2’s is equal or greater than k+s. If we denote this number of
2’s by m, the number of 1’s is a(K)—(m-+1) and the remaining term is 4.
Therefore, a(K")=a(K)+m+3. Since a(L,.)=a(L,)+k+3 and a(Lp)Z=a(K)
hold, we obtain a(L,.,)<a(K). This completes the inductive step and concludes
the proof.

‘THEOREM 9. For an arbitrary matrix K of order n which corresponds to a
T, topology, we have
n(n+5)/2+15a(K)<2** 1 4-n—1 .

Proor. It is known that a(L,)=n(n+5)/2+1 and a(l,)=2"*'4-n—1 r23.
By Theorems 6 and 8, we get the conclusion.

6. Table of N(A, B), (C, D), K)

In this section, we state the results of computations of N((A, B),(C, D),K)
for several matrices K by using previous results.

They are expressed by matrices, whose elements are positive integers, and
rows and columns are indexed by L(K). For each K, we give a matrix [m;,]
defined by

m;.=N((A4, B), (C, D), K) for i=(4, B), p=(C, D).

This is symmetric by Lemma 4. In the following tables, each index A=(A, B)
is expressed by :4 and the numbers on the left side or the upper side of 1= ¢4

we oy )
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REMARK. From these numerical results, the following conjectures seem to
be true. For each matrix K corresponding to a topology and positive numbers
s and j, define a multiset {m,,}, where 2 runs over all 2 satisfying a(1)=: and
p tuns over all g satisfying a(p)=j.

CoNJECTURE 1: This multiset {m,,} is uniquely determined by a(K), i and j.

CONJECTURE 2: Let M and M’ be matrices constructed from matrices K
and K’ respectively as above. If a(K)=a(K’), then M and M’ are isomorphic
(that is M’'='PMP, with a permutation matrix P).
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