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Abstract

Time-resolved Kerr rotation measurement is a useful method to probe dynamics of photoex-
cited carrier spins under the resonant excitation. By using a photoelastic modulator, a balanced
detector with an optical bridge and tandem double lock-in amplifiers, we successfully devel-
oped a very sensitive Kerr rotation measurement system. Its angle resolution reached to about
5x107°° degrees, and is the highest resolution in the world. Using this system, we could observe
the carrier spin dynamics in two kinds of samples containing quantum dots in a single layer.

In strain-induced GaAs quantum dots, we observed a Larmor precession of photoexcited
electron spins under the transverse magnetic field at 10 K. The observed spin coherence time is
longer than that for a quantum well. This may suggest that the spin relaxation by D’yakonov-
Perel’ mechanism is suppressed as a result of the reduction of the dimensions from a quantum
well (two-dimension) to a quantum dot (zero-dimension). At low temperature, the dominant
mechanism of the spin relaxation is Bir-Aronov-Pikus mechanism for nanostructures. We also
estimated electron g-factors for quantum dots and a quantum well from the observed periods of
the beat coming from electron Larmor precessions. These results are consistent with the results
of time-resolved photoluminescence quantum beat measurements under the magnetic field.

In self-assembled InP quantum dots, we observed a Larmor precession of photoexcited hole
spins owing to electron doping from an n-GaAs substrate to the quantum dots. Based on the
Pauli principle, a photoexcited electron and a doped electron should have anti-parallel spins in a
guantum dot, and their magnetic moments become canceled. Then we observed a Larmor pre-
cession of only hole spins. The observed g-factor was very small and the value was consistent

with another report of the g-factor of a heavy hole spin in GaAs quantum well. This fact sup-



ports that the observed beats are due to the hole spin precession. In addition, we observed that
the spin relaxation time and the g-factor of the electron for Gla&aP interface are controlled
by applying electric bias.

Using the time-resolved Kerr rotation as a probe, we could investigate spin dynamics in a

single-layer quantum dots in detail.
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Chapter 1

Introduction

In recent years, the quantum information processing technology (QIPT) is the most attrac-
tive topic to overcome the limit of the present computation and communication technologies.
Many research projects of the QIPT in various fields are proceeding all over the world.

An electron spin in semiconductor is one of the most promising candidates for a quantum
bit (qubit) [1]. Especially in a semiconductor quantum dot, the so-caltéticial atom there
is a possibility of a long spin coherence time due to a suppression of spin relaxation by three-
dimensional confinement of electrons.

Many kinds of spin relaxation measurements have been performed in quantum wells and
bulk semiconductors. In quantum dots, the spin relaxation measurements such as optical orien-
tation in steady photoluminescence, Harfleet [2] and time-resolved photoluminescence [3—

9] have been done. The measurement under the resonant excitation, however, is rare because
photoluminescence spectroscopy iidult under this condition [10, 11].

In this work, we constructed a highly sensitive measurement system of time-resolved Kerr
rotation (TRKR). This is a useful method to observe carrier spin dynamics under the resonant
excitation. The angle resolution in this system was higher than those reported by any other
groups by 2 to 10 times [12-16]. Therefore, we could observe carrier spin dynamics in single-
layer quantum dots under the resonant excitation for the first time.

We used two kinds of single-layer IlI-V quantum dots samples. In strain-induced GaAs

guantum dots (SIQDs), we succeeded in observing the spin relaxation of photoexcited elec-



trons. The result was in good agreement with the photoluminescence quantum beat measure-
ment [17]. The observed spin coherence time in quantum dots was longer than that in a quantum
well because of suppression of the spin relaxation. We observed that the spin relaxation times
are almost constant at low temperature. This may indicate that the spin relaxation mechanism of
D’yakonov-Perel’ (DP) model [18] was suppressed as a result of the reduction of the dimensions
from quantum well (two-dimension) to quantum dot (zero-dimension), and the dominant mech-
anism of the spin relaxation at low temperature is Bir-Aronov-Pikus (BAP) mechanism [18,19].
On the other hand, in negatively charged (electron doped) self-assembled InP quantum dots,
we observed the spin relaxation of photoexcited holes. As doped electron already exists in a
negatively charged quantum dot, a photoexcited electron and the doped electron should have
anti-parallel spins and their magnetic moments become canceled out. Thus, in this case, we do
not observe the Larmor precessions of electron spins. As a result, Larmor precession of only
the photoexcited hole spins became observed. The absolute value of the observed hole g-factor
was consistent with the value measured by the photoluminescence quantum beat [7] and with
the hole g-factor of the GaAs quantum well [5]. In addition, we observed that the g-factor and
the spin relaxation time of the electron for Ga&aP interface are controlled by applying
electric bias.

Using the developed TRKR system, we can observe the spin dynamics in single-layer quan-

tum dots under the resonant excitation.

This paper consists of the following chapters.

Chapter 2: Fundamentalsshows the fundamentals of magneto-optical Kefee first.
Then we explain the highly sensitive detection of the Kerr rotation by means of a photoelas-
tic modulator and spin relaxation mechanisms in semiconductor nanostructures. The sample

structures of single-layer quantum dots are also shown.



The experimental setup and the angle resolution of the Kerr rotation are sh@apter

3: Experimental Setup

In Chapter 4. Results and Discussionwe discuss the results in strain-induced quantum
dots and negatively charged self-assembled InP quantum dots. We got spin lifetimes, about
30 ps in a quantum well of the SIQDs, 91 ps in quantum dots of the SIQDs, and 98 ps in the
InP quantum dots. The carrier g-factors are also given by beat periods of the TRKR signals.
In the SIQDs, we observed the suppression of the spin relaxation compared with a quantum
well. It is considered that this suppression comes from the absence of the DP mechanism in
the zero-dimension. At low temperature, the spin relaxation times are almost constant due to
the BAP mechanism. In InP quantum dots, we observed the hole spin precession, owing to the
cancellation of the signals of the magnetic moments of anti-parallel spins of a doped electron

and a photoexcited electron.

Chapter 5: Conclusionsummarizes this paper.



Chapter 2

Fundamentals

2.1 Principles of Magnet-optical Kerr Effect

To investigate the spin dynamics of photoexcited carriers, we can employ techniques of four-
wave mixing and optical orientation in steady and time-resolved photoluminescence. In spite
of these techniques, the measurement by means of the magneto-dficialehighly sensitive
for probing the carrier spin dynamics under the resonant excitation. In this work, we measured
spin dynamics of carriers by the magneto-optical Kéiea, which is one of the magneto-optic

effects observed under the external magnetic field.

2.1.1 Uniaxial Magnetization and af-diagonal Components of Dielectric
Tensor
We discuss the principle of magneto-optical Kefeet in a phenomenological way first [20].
It is possible to describe the Kerffect by the &-diagonal components of a dielectric tensor
under the magnetic field. For simplicity, we discuss only the isotropic material as follows.
Let us take the axis as the direction of the magnetizatibhand the magnetic field. Then
one-axis anisotropy in this direction is caused by the field. The dielectric tensor,
Exx Exy €Exz
€ = ny Eyy Eyz 5
€zx €zy €zz
should not be changed for the rotation around zlais. Then from the rotation invariance,

C,'eC4 = e whereC, means a four-fold rotational symmetry, the tensor components are given
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by
exx €y O
€ = _Exy EXX O .
0 0 €
When we substitute electromagnetic plane-wave functions,

E = Eoe—i(ut . eik-r ,

H = Hoe—iwt . ék~r ,

to the Maxwell equations,

0B
rote = ——,
ot
rotH = @+J,
ot

in the conditions] = 0, B = ygH andD = egE, we obtain the following equation,
(E - K) k — |KI’E + (w/Cc)’€E = 0.
Since wavevectok is written asN = ck/w (N = n + ix) using a complex refractive index,
E = Eoe ).

Thus, we obtain the following equation,

A

NZE—(E-N)N—EE:O.

When the propagation direction of light is parallel to #exis (theFaraday configuratioh the
secular equation is described by
NZ - exx _exy 0 EX
O O _EZZ EZ
WhenE has non-zero solution8| has two eigenvaluelil2 = exxt i€y, The vectors correspond-
. K.
ing to these eigenvalues are describedsay= % (xxiy) e_'“’(t_Tz). We note tha€E, andE_

correspond to the right and left circularly polarized light, respectively.



2.1.2 Polar Kerr Effect under the Normal Incident Condition

In the Faraday configuration under the normal incident condition, the direction of the mag-
netization is along the direction of the incident light. Then we can only consider polar Kerr
effect as follows because the direction of the magnetization is along the incident light. Itis a
kind of magneto-optical Kerrféects.

The Fresnel formula,

N, —ng

ri: ~

Ni+n0,

gives reflectivity for right and left circularly polarized light. The electric field of incident light
with the linear polarization whose direction is along #axis is written by
Eoe—iwtx
il +1
— Eoe—lwt ,
V2

wherer = (x +iy)/ V2 andl = (x — iy) / V2 are the unit vectors of a right and left circularly

Ein

polarized light, respectively. Thus, the electric field of the reflected light is given by

% r+r_|e”

V2

wherer’. = |r,|€% andr™ = |r_| €’ are the Fresnel’s reflectance fieents for a right and left

.t
Eout = Eoelwt|

circularly polarized light, respectively. This equation is rewritten using by the unit vegtors

andy as

Eq . .. A6 A\ Ar (. Ad A6
E — _e—lwt+I€ 2 —~x-—sin= - n— =
ot = 75 { (coszx Si 2y)+|r (SI 2x+coszy)},

wherer = (ry|+r_]) /2,Ar =|r | —|r_|, 0 = (6, + 6_) /2 andAd = 6, — 6_, respectively. This
equation is simplified in other coordinate axgsandy’, which are rotated byAg8/2 from the
(original) coordinate axes andy as follows,
(x’ )_( cos=5?¢  sin=5¢ )( x)
y |\ —-sin=¢ cos=%¢ J\y |-
Thus the electric field of the reflected light is given by

Eo it A
EOUt = 7028_“0“—'9 (ZX’ + ITy,) .



Therefore, the polarization of the reflected light becomes elliptic. The principal axis of this
reflected light polarization is rotated oy = —A6/2 from thex axis and the ellipticity is given
by nx = (1/2) (Ar/r).

Here we introduce the complex Kerr rotation anfle = 6x + ink. It is written by the Kerr
rotation angle and ellipticity calculated above as,

A6 1Ar AP
(I)K = —-— == =

> T T 7%
1( AP

1 -
(1 7)

1 2F+ AT
n

¢
|
I

¢
|
I

I
NI

5
—_
== =
+ ||
~—————

wherer"= (f, +f_)/2 andAf = 7, —f_, respectively. Then we substitute = (N, —no)/(N. +no)
for the above equation and the complex Kerr rotation is rewritten by

Npéxy
(ng — €xx) VExx .

This shows that the complex Kerr rotatidry depends not only on diagonal componegtof

Ok ~

the dielectric tensor but also offaliagonal componer,,.

Next, we discuss the frequency dispersion of the Kerr rotation angle and the ellipticity. For
simplicity, we consider only a moving electron under the classical treatment. The equation of
motion of an electron under the magnetic fi@dnd the electric fieldE is given by

d?u

du 2 du
mW+mya+mw0u_e(E+Bx—),

dt
wherey is a damping constant ang) is a resonance frequency. We can calculate the diagonal

and df-diagonal components of the dielectric tensor,

) ne w? +iwy - Wi

exx(w -— . ,

XX Ney (w? + iwy — wWd)? — W?w?
ne? —lwwe

Exy(w)

neo (? + iwy — w3)? — W2l
wherew, = |eB/m| denotes the cyclotron frequency of the electron. The functional form of

the dielectric tensor is Lorentzian. Figure 2.1 shows the calculated spectra of the Kerr rotation
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angledx and the ellipticitynx derived from the dielectric tensor given above. The refractive
index n and the attenuation cfiiientx are also shown in the figure. Singeorresponds to

the absorption cd&cient, this result indicates that the peak of the absorption agrees with that
of the Kerr rotation angle. The figure shows that tifieddagonal component of the dielectric
tensoreyy, is dominant for the Kerr rotation anglg. When the cyclotron frequency increases,
which indicates increasing the magnetization (applied magnetic filed), the magnitugle of

at the resonance frequency increases linearly without the change of the resonance frequency.

Therefore, we can estimate the magnitude of the magnetization owing to the Kerr rotation angle.

2.1.3 Photo-induced Kerr Rotation

In zincblende structures, the spin-polarized carriers are excited following on the selection
rule of the optical transition (Fig. 2.2 (a)). For example, in case of heavy holes, it is possible
to generate a hole with the total angular momentiyn= —3/2 and an electron with the spin
sy = —1/2 by a right circularly polarized lightof*) with the propagation direction along the
X axis. The magneto-opticalffect is caused by this local magnetization, spins of carriers,
because the spins behave as the magnetic moments. We call this the photo-inducé@eterr e
Because the direction of the local magnetization is along the direction of the incident light, this
magneto-optical Kerrféect becomes polar Kerffect.

When the external transverse magnetic field was applied parallel tp dakis (theVoigt
configuratior) and when the propagation direction of the incident light is alongxtheis, the
electron spin begins rotational motion in the plargflane) around the external magnetic field
(zaxis). This is the Larmor precession of an electron spin (Fig. 2.2 (b)). Thus the expectation

value of thex component of the electron spin has the time dependence of

(Sy) cos( gﬂhBBt) ,

whereug, g and B denote the Bohr magneton, the electron g-factor and the external magnetic

field, respectively. As the local magnetizatitty is proportional to the electron sphy, the

8



polar Kerr dfect is induced by the local magnetization parallel to the direction of the incident
light. Since the Kerr rotation angle is proportionaMg, the oscillatory signal will be observed.

This is the photo-induced Kerr rotation under the transverse magnetic field. We can estimate
the g-factor from the period of the observed oscillation. The practical detection method will be

shown in the next section in detail.



photon energy (arb. units)

Fig. 2.1 Calculated spectra of (a) a refractive indetblue dashed) and an attenuation coef-
ficient x (black solid), (b) the real part (blue dashed) and the imaginary part (black solid) of
the af-diagonal component of the dielectric tensgrand (c) the Kerr rotation angk (black
solid) and the Kerr ellipticity;x (blue dashed) by classical treatment of a moving electron under
magnetic and electric fields. Red dot-dashed line indicates the Kerr rotationfangléh the

cyclotron frequency which is larger than that of solid line by two times.
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Fig. 2.2 (a) Energy levels of a quantum well in a zincblende structure and the selection rule for

the optical transition. (b) Larmor precession of the spin under the transverse magnetic field.
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2.2 Highly Sensitive Kerr Rotation Detection by Means of a
Photoelastic Modulator

For the observation of spin dynamics in single-layer quantum dots, the major experimental
method is based on the photoluminescence measurements such as the photoluminescence quan-
tum beat [4-9]. These experiments were performed, however, under the non- (quasi-) resonant
excitation. There is few experiment under the resonant excitation, because oftitdtdiof
measurement. So we constructed highly sensitive detection system of time-resolved Kerr rota-
tion by means of a photoelastic modulator (PEM) [21, 22], an optical bridge with a balanced
detector [23] and tandem double lock-in amplifiers. The details are shown in the following.

A PEM is a quartz glass modulator with a piezo-electric transducer oscillator. The oscillator
makes an acoustic oscillation in the quartz glass. The resultant birefringence in the quartz glass
modulates the optical delay for the cross-linearly polarized light. We can make any polarization
of light using a PEM.

At the oscillation frequencyp [rad/s] of the PEM, the retardation is given By= (27Al/1) sinpt =
do Sinpt whereAl and2a are the thickness of a quartz glass and the wavelength of the incident
light, respectively. Ao, = n/2, for example, the maximum retardation becom¢®. This
gives circularly polarized light (Fig. 2.3).

When the axis of the polarizétis set at 45 degrees from thxeaxis in Fig. 2.4, the electric

field E; of the light passing through the polarizer is given by

E702(x+y).

The electric fieldE, of the light passing through the PEM has an optical délagtween thex

El =
andy components,

E, = (x + e‘5y)
(- re(1rie)).

12
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wherer and| are unit vectors of right and left circularly polarized light, respectively.
The electric field of the reflected light from a samp®, is written by the use of Fresnel’'s

reflection coéficientsr?, = |r,| €% (f_ = |r_| €%) for the right (left) circularly polarized light.

E s s i ~ i
Es = 702(r+(1—|e‘5)r+r_(1+|e‘5)|)
Bo (o
- —\/%(((r++r_)—|(r+—r_)e')x+|((r+—r_)_|(r++r_)e')y)

Therefore the components of the electric field which are divided intx twedy components

by the analyzeA are represented by

Eo

Ea = $(f+(1—ie')+f_(1+ie' )
Eo (2 s\ e § S
Ey = 7%(r+(1—|e)—r_(1+|e ))

Since the light intensity is proportional to the square of the electric fietdE|?, the diference

between the intensities of theandy components is described by

|E3x|2 - |ESy|2

4\r ||r_| sin(6, — 6_) cOS?.

As shown in the previous section, the Kerr rotation angle beca@pes —(6, — 6_)/2. Thus,
this intensity is given by

| =4|r,||r_|Sin 2k COSO .
After 6 = 6o sinptis substituted, cosis expanded by a series of Bessel’s functions. In addition,

sSin 29« =~ 20 holds, ifox < 1.

I~ 8]r,||r_| 6 cos(6o Sin pt)

= 8|r.lIr-16k (Jo (60) + 232 (60) cOs Dt + - - -) (2.1)

This shows that the Kerr rotation anglg is determined by the component measurement of
cos Pt. Figure 2.3 shows the schematic drawing of this detection method, and the details are

discussed below. The polarization axis of light rotates due to tferdnce of the phases of right
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and left circularly polarized light. When this axis is rotated, ttedy components oscillate out
of phase at the frequencyp2 Therefore, the dierence of these components also oscillates at
this frequency (Fig. 2.3 (b)). When the polarization of the reflected light from a sample becomes
elliptic, the amplitudes of the right and left circularly polarized light are not equal. Axthe
andy components oscillate in phase, the frequency of the sum of the oscillation components
becomesp. The diferential signal becomes zero since these components oscillating just in
phase are canceled (Fig. 2.3 (c)). Therefore tffedintial detection system measures only the
Kerr rotation anglé.

In this work, we used a balanced detector with an optical bridge asftieeatitial detection
system. A Wollaston prism as an optical bridge divides the light intaxtaedy components
and a diferential signal of these components is detected by the balanced detector with high

sensitivity.

14
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Fig. 2.3 The schematic diagram of the light polarization and the observed signal intensity by
the diferential detection. (a) The light passing through the PEM driven at the frequeriby
Polarization rotation of the reflected light from the sample passing through the PEM. This signal
oscillates at the frequency2(c) When the reflected light polarization becomes elliptic and the
principal axis does not change, théfdrential signal intensity becomes zero. The parallel (red)
and perpendicular (blue) components are canceled because they oscillate out of phase by just

radians.
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Fig. 2.4 The schematic drawing of the system of the Kerr rotation dete®i@a polarizerA

is a Wollaston prism as an analyzer. Théehential signal is detected by a balanced detector.
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2.3 Carrier Spin Dynamics in Semiconductor Nanostructures

Carrier spins in semiconductors relax by spin-related interactions between the carrier spins
and the other environments. They are a magnetic interaction between the magnetic momentum
of electrons, a spin-orbit interaction between a spin momentum and an angular momentum of
the carriers, an exchange interaction between electron and hole spins, and a hyperfine interaction
between electron spins and nuclear spins [18, 24, 25]. The magnetic interaction is caused by the
direct dipole-dipole interaction between the magnetic moments of a pair of electrons. If the
electrons are separated from each other, thieceis weak, and is negligible. The hyperfine
interaction with nuclear spins is the magnetic interaction between the electron spins and the
nuclear spins. This mechanism was suggested by Overhauser et al. for the electron localized
on donors [26, 27]. The interaction is important when the lattice nuclei have non-zero spin,
like GaAs. We omit, however, thidlect because the spin relaxation related to the hyperfine
interaction was not observed in this work. Therefore, a spin-orbit interaction and an exchange
interaction are considered below.

The exchange interaction is caused by the electrostatic Coulomb interaction between carri-
ers. This is spin-dependent phenomena due to the Pauli principle. Hamiltonian for the exchange

interaction between two electron spins is described simply by
Hex"‘ _2\]3 . SJ N

whereJ is an exchange integral, argdands; are spin vectors for the two carriers. The spin
relaxation mechanism due to the exchange interaction is called Bir-Aronov-Pikus model [18,
19]. The spin relaxation is caused by spin-flip between an electron and a hole due to short-range
exchange interaction and long-range (annihilation) interaction. In fact, this exchange interaction
is not negligible for p-type GaAs, because of the presence of many holes. The BAP mechanism
may play an important role in the nanostructures, such as a quantum well and a quantum dot,
because the space limitation makes the distance between an electron and a hole.

Next, we discuss the physical origin of the spin-orbit interaction. A mobile carrier under the

17



external electric fielde makes the #ective magnetic field = (v/c) x E (c is the velocity of
light). The orbital angular momentum is caused by this magnetic field. Because Hamiltonian

of the spin-orbit interaction is described by
Hso~ AS- I,

with the spin momentuns, the angular momenturhacts on the magnetic (spin) moment of
the carrier. Note that any electric and magnetic field, static or alternative, acts on the moving
carriers.

The purpose of this thesis is the understanding of the dynamics of photoexcited spin-polarized
carriers. Therefore, the process of the spin relaxation of carriers is a matter of great importance.
The spin relaxation means disappearance of initial non-equilibrium spin polarization. This is
generally understood to be the result of the interaction due to the temporally fluctuated mag-
netic field. This fluctuation is natal magnetic field, bugffectivemagnetic field due to the
spin-orbit interaction andr the exchange interaction. This randomly fluctuated magnetic field
is characterized by the magnituBg,s and the correlation timec. During this correlation time,
the magnetic field is regarded as almost constant. In the following, the precession frequency of
carrier spirw is used instead of the magnitude of the magnetic f8gld because of the relation,

w = gueBims/ .

The physical image of the spin relaxation is described below: the spin precesses at the
frequencyw around the direction of the random magnetic field during the correlationgne
After the correlation timec, the dfective magnetic field is changed randomly in the magnitude
and the direction. Then the spin starts to precess aroumaivanagnetic field. After a number
of such steps, the spin forgets completely its initial direction. This is an intuitional physical
image of the spin relaxation.

We discuss the non-dimensional value: which means the angle change due to the pre-
cessional motion during the correlation time. In the usual case, < 1, the spin ditusion
is slow. The number of random steps during the tingerepresented bi/rc, and the squared

angle change for each step is given bxt£)?. Since these steps have no correlation with each
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other, the squared angle after the titrie given by (urc)?t/7c = w?rct. The spin relaxation

time 75 is defined as the time at which this squared angle becomes the order of unity

-1 2
Ty ~WTC .

Note that the spin relaxation time is much longer than the correlation time, thatisrc. In
addition, it should be noted that this treatment of spin relaxation is wilaissicalconsidera-
tion, and the Planck constant does not appear in the expression.

In the opposite caseyrc > 1, the spin will precess for many cycles during the correlation
time. The projection of the spin transverse to the random magnetic field is completely lost
during the time of the order of/. On the other hand, the spin projection along the direction
of the magnetic field is conserved. After the correlation time, however, the direction of the
magnetic field will change, and the initial spin memory will disappear. Therefore the spin
relaxation time is in the order of the correlation time~ 7, in this case.

Next, we consider a spin relaxation for the real structure, especially for the non-centrosymmetric
semiconductor such as zincblende structure like GaAs. Hamiltonian of an electron in the con-
duction band for this structure is written by [18]

21,2
H= K T o,
2m; 2

whereo andm;, are Pauli matrix and anfiective mass of the electron, respectivel(k) is a

vector given by
Qu(K) = o (Mo y2MeEy) k(12— )

and its cyclic permutation of indices y, z for Q, andQ,. Note that the vectof2 is always
perpendicular to quasimomentukn Here the axes, y, z are corresponding to the direction
along the crystal axes [100], [010], [001], respectivalyis the non-dimensional value, and

« = 6 x 1072 for GaAs. Therefore non-centrosymmetric structure leads to split the spin-related
conduction bands (see Fig. 2.5). Thus, at the quasimomekituthrere is an energy splittinge
betweerup-spinanddown-spinband. This energy splitting causes dfeetive magnetic field,

which depend on the quasimomentum. So the electron spin precesses around this magnetic
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field at the frequencf2. For a moving electron, we can understand theative magnetic field
changes its magnitude and direction depending on the quasimoméaturhe typical spin
relaxation time can, however, be given’cg} ~ Q?7c. This mechanism is called D'yakonov-
Perel’ (DP) model for structures without the inversion symmetry. The main feature of this
model is the existence of théective magnetic field, which depends on the quasimomentum of

a mobile electron. In fact, there are some reports which show that the DP mechanism works in
the semiconductor quantum well structure [28,29]. In the exact treatment of the DP mechanism,
the spin relaxation rate for an electron in a crystal without the inversion center is given by the

expression [18, 30]

o (keT)?
g = QCVCTPhZ—Eg )

(2.2)

where the spin-orbit parametes is 0.07,Ey is the band gap ang is the momentum relaxation

time. Q depends on the scattering mechanism, and has a value in the order of unity. Note that
the spin relaxation rates is proportional not onlyrgdout also toT 3.

In semiconductor quantum dots, the confined electron cannot move due to fully three-
dimensional confinement. Thus, the spin relaxation will be suppressed because the DP mech-
anism does not work even if the crystal structure has the inversion center. In addition, there
are calculated results of the spin relaxation of an electron in a GaAs quantum dot by Khaet-
skii [31-33]. These reports indicate that the spin relaxation time determined from inelastic
scatterings, such as phonon scatterings and spin-orbit interaction, becomes much longer than

that in a quantum well or other systems at low temperature. Therefore, we can expect the spin

relaxation will be suppressed in quantum dot systems.
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Fig. 2.5 The schematic diagram of the spin splitting of a conduction band in D’yakonov-Perel’
model [18, 25]. A solid line shows the band for up-spin electrons, and a dot-dashed line for
down-spin onesAE is the energy splitting between the up-spin and down-spin bands at the

wavevectok'.
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2.4 Electronic and Optical Properties

2.4.1 Bulk GaAs and InP

Gallium arsenide (GaAs) is a lllI-V compound semiconductor and forms zincblende struc-
ture. The band structure of GaAs is shown in Fig. 2.6 . The energy minimum of the conduction
band and the energy maximum of the valence band are located at the center of the Brillouin
zone (" point). Thus, GaAs has direct band gap structure. The conduction band has a symmetry
of I's. The valence bands degenerate into two bands, composed of a ddubled a singlet
I';. The doublel’s band consists of a heavy hole band with a total angular momedten3/2
and a light hole band witld, = 1/2. Since the singldi; is splitted from the doubldig by a
spin-orbit interaction, this band is calledsplit-gff band The energy splitting betwedry and
I'7, spin-orbit splitting energy, is equal to 0.34 eV in GaAs [34].

In GaAs, an exciton can be formed fromla electron and d'g hole, a distinct exciton
absorption is observed near the band gap energy. The exciton energy is 1.519 eV at 2 K. Other
properties are shown in Table 2.1. The selection rule of the exciton by a photon is already shown
in Fig. 2.2. By tuning the excitation photon energy of and the polarization, spin polarized
electrons and holes are generated selectively.

Indium phosphide (InP) also forms the zincblende structure. Therefore, the dominant be-
havior is similar to that of GaAs. The band structure and optical properties are shown in Fig.

2.7 and Table 2.2.

2.4.2 Strain-induced GaAs Quantum Dots

A quantum dot is a system with fully three-dimensional quantum confinement. The con-
finement gives the system the discrete energy levels like an atom and, therefore, a quantum dot
is called anartificial atom Since the size is small, and the ratio of the surface to the volume
becomes very large, the interface plays an important role in the system.

To prepare IlI-V quantum dots, we usually use the Stranski-Krastanov (SK) growth method.
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This method utilizes a lattice mismatch between the lattice constants of quantum dot material
and matrix material. By this method, it is possible to grow self-assembled quantum dots by
molecular beam epitaxy (MBE) or metal organic vapor phase epitaxy (MOVPE) techniques.
The SK grown quantum dots may have defects/andtrains in its interface because of the
lattice mismatch. Non-radiative recombination centers caused by the strains and defects impair
its optical functionalities such as photoluminescerftieiency. To remove these disadvantages,

we consider strain-induced quantum dots (SIQDSs).

In SIQDs, the confinement consists of two components. One is the vertical confinement
in the quantum well and another is the lateral confinement by the strain potential. This strain
potential is formed by the quantum dots located on the surface (Fig. 2.8). Since these quantum
dots, stressor quantum dots on the surface, introduce the strain into the sample, and by lattice
mismatch the strain penetrates into a quantum well layer fabricated near the surface. This local
strain forms the potential well in this layer. Thus, carriers in the quantum well are confined by
this strain potential. Therefore th@tual quantum dots are fabricated in the quantum well layer.
The advantages of the SIQDs are the uniformity of thickness along the growth direction and the
absence of defects. Especially the energy levels are separated by an equal energy, because the
two-dimensional confinement potential formed in the quantum well becomes almost parabolic.

The decrease of the band gap for electrons in SIQDs is understood by using the hydro-
static deformation potential for simplicity. We assume that the stress is applied uniaxially in
plane perpendicular to the growth direction. For the case of the GaAs quantum well and the

AlosGaysAs barrier layers, the deformation potentataused by stress on tlepoint is given

by
dE dE dE
a= = — x —-C—=,
dinv dv/V dP

whereC is a positive constant value adé is the increase in the energy gap due to the presence
of the hydrostatic pressure [38].andP are the volume and pressure of the crystal, respectively.
The deformation potential of the conduction ba@nd the valence baraj for the bulk GaAs

are -0.710 eV and 1.16 eV, respectively. Since the lattice constants of the bulk GaAs and the
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bulk InP are 0.56420 nm and 0.58687 nm, respectively, the tensile stress is applied to the GaAs
quantum well below the center of the InP stressor dots. The lattice constant increases laterally

when the tensile stress is applied. ThHhis described by

dE. < O forthe conduction band, and
dE, > 0 forthe valence band.

This indicates that the energy interval between the conduction and the valence bands, the energy
gap, decreases below the center of the stressor dots. On the other hand, the energy gap increases
below the edge of the stressor dots where the quantum well feels compressive stress. Note that
there are not only the hydrostatic deformation potemita), but also the shear potentiéis,

Due to these potentials, the confinement potentials for an electron and a heavy hole are shifted

by stress as [36],

Ve = VW-26Ey, for electron, and
Vih = V' + 16En - 16Esn for heavy hole,

whereVe" andV>" are the confinement potentials of an electron and heavy hole for the quan-

tum well, respectively. The relation between these strain potentials is given by [37]

6Eny
5Esh

~ 2.18.

Therefore, the confinement potential for an electron decreases and that for a heavy hole in-
creases, then the band gap energy for the SIQDs decreases under the stressor quantum dots.
In this work, the SIQDs sample was fabricated by MBE. At first, ag:Ble7As bufer
layer was deposited on (100) GaAs substrate. After that a quantum well layer 4 nm thick, an
Al 3Ga 7As barrier 14 nm thick and a GaAs cap layer 10 nm thick were deposited in order.
SK grown self-assembled InP stressor quantum dots were fabricated on the surface of the cap
layer (Fig. 2.9). Since this stressor dots put the local strain into 4 nm QW layer, the SIQDs
were fabricated in the QW layer. A surface image of this sample observed by an atomic force
microscope is shown in Fig. 2.10. The average diameter, the height and the areal density of
stressor dots are about 60 nm, 15 nm and® cm2, respectively. The photoluminescence

spectra are shown in Fig. 2.11. The excitation light source is the frequency-doubled output of
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a Ti:sapphire laser. At high excitation density, many carriers generated by photons seized the
higher energy levels of the SIQDs as observed in the photoluminescence spectra. These energy

levels of the SIQDs are seen at equal intervals.

2.4.3 Self-assembled InP Quantum Dots

The quantum dots fabricated on the carrier-doped substrate are ionized because doped carri-
ers move and propagate into the quantum dots. dilasged quantum ddtas unique properties.

One of them is the observation ofcharged excitorwhich consists of an exciton and a doped
carrier. The charged exciton has fine energy structures due to the manyffeyle addition,

more complex phenomena about their spin relaxation are observed. It is possible to control
charge state of the quantum dots with doped carriers by changing the quantity of the doping
to the matrix material. On the other hand, by applying the electric field to the sample, we can
control the number of the doped carriers in quantum dots by changing the Fermi level of the
system. Recently, there are reports on spin dynamics of number-controlled carriers in quantum
dots by means of time-resolved photoluminescence measurements [6-9].

In this work, to investigate carrier spin dynamics in charged quantum dots, we performed
TRKR experiments in self-assembled InP quantum dots fabricated by MOVPE. The schematic
drawing of this sample structure is shown in Fig. 2.12. First, a GaAkeblayer was de-
posited on an n-type GaAs (Si doped) substrate. A layer of self-assembled InP quantum dots
is fabricated between GgngsP barrier layers after the Her layer is deposited on the n-GaAs
substrate. A thin GaAs layer capped the structure. The average diameter, the height and the
areal density of the quantum dots are about 40 nm, 5 nm aldci®?, respectively. Figure
2.13 shows photoluminescence spectra of this sample. Three peaks attributed to a wetting layer
(WL), quantum dots (QDs) and the substrate (bulk GaAs) are clearly observed.

In addition, we prepared another sample with the electrodes. The sample structure was

almost the same mentioned above, but the diameter of the quantum dots was smaller, and the
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sample was prepared by MBE. The back contact was Au.Ge for the n-GaAs substrate which was
prepared by evaporation. Then ohmic contact was made by annealing in hydrogen atmosphere.
We prepared ITO (indium tin oxide) on the top surface by sputtering apparatus as a top contact.

The photoluminescence spectra depending on the applied bias are shown in Fig. 2.14. The
suppression of the photoluminescence with increasing applied bias was clearly observed. This
means that the photoexcited electrons are moved from the quantum dots to the substrate with

the increase of the negative bias.
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Fig. 2.6 Band structure of GaAs [34]

Band gap energf, 1.51914 eV (at 0 K)
Spin-orbit splitting energnso | 0.341 eV (at 4.2 K)
Electron g-factor -0.44

Table 2.1 Optical and electronic properties for GaAs [34, 38]



Fig. 2.7 Band structure of InP [34]

Band gap energf,

1.4236 eV (at 1.6 K

Spin-orbit splitting energyso

0.108 eV (at 5 K)

Electron g-factog,

1.48 (at 4.2 K)

Electron g-factogso

-1.90

Table 2.2 Optical and electronic properties for InP [34, 38]
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Fig. 2.8 The schematic drawing of the energy potential in GaAs quantum well and strain-

induced GaAs quantum dots.
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Fig. 2.9 The schematic drawing of the sample in this work. This is the cross sectional drawing.
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Fig. 2.10 Atomic force microscope image of the InP stressor quantum dots on the GaAs capped

surface of the sample.
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Fig. 2.11 Photoluminescence spectra observed at several excitation powerslatK and
B =0 T. The excitation light source is the frequency-doubled output of a Ti:sapphire laser. The

wavelength is about 400nm
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Fig. 2.12 The schematic drawing of self-assembled InP quantum dots sample structure.
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Fig. 2.13 The photoluminescence spectra observed at several excitation powerd @tk.
Three peaks are clearly observed. The excitation light source is the frequency-doubled output

of a Ti:sapphire laser. The wavelength is about 400nm.
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Fig. 2.14 The photoluminescence spectra depending on the negatively applied bias from 0
Vto -7V atT =10 K. The strongest photoluminescence is for 0 V. The suppression of the
photoluminescence is clearly observed with increasing applied bias. Inset: |-V characteristic at

room temperature.
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Chapter 3

Experimental Setup

In this work, two kinds of experiments were performed. One is time-resolved photolumi-
nescence measurement (TRPL) by a streak camera for an InP quantum dots sample. Another is
time-resolved Kerr rotation measurement (TRKR). The TRKR system is shown first.

Figure 3.1 shows the experimental system of TRKR. A pump-probe system is used and
improved for magneto-opticfiect measurement. These improvements are done by means of a
photoelastic modulator (PEM), an optical bridge with a balanced detector and tandem double
lock-in amplifiers. The highest resolution for the rotation angle measurement of the polarized
light around the world is achieved. The details are shown below.

The excitation light source was an energy tunable femtosecond mode-locked Ti:sapphire
laser (Maitai; Spectra Physics). The repetition rate and the pulse width were 80 MHz and 80 fs,
respectively. One beam splitted by a half mirror was used as the pump one. This was a circularly
polarized light passing through a Glan-laser prism and a quarter waveplate. We can change the
polarization of light by adjusting the waveplate angle. We usually used right or left circularly
polarized light. An optical chopper at the frequency of about 200 Hz modulated the pump beam.
Another splitted beam was used as the probe one. The temporally delayed probe beam through
an optical delay was spectrally narrowed by passing through a grating to tune the probe energy.
After that, the polarization of the probe beam was modulated by PEM (PEM-90; HINDS). These
pump and probe beams were focused on the sample in a superconducting magneto-optic cryostat

(SM4000; Oxford Instruments) in the transverse magnetic field geometry (Voigt configuration).
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The angle between the pump and probe beams was about 3 degrees. It can be considered as the
normal incident condition. The reflected light of the probe beam from the sample was passed
through a half waveplate and a Wollaston prism and detected by a balanced detector (Nirvana,
New Focus). The Wollaston prism worked as an optical bridge and divided the reflected light
into two cross-linearly polarized components. The signal from the detector was amplified by a
lock-in amplifier (SR830; Stanford Research Systems) at the trigger frequency of 2f mode of
PEM (~83 kHz). The output signal of therst lock-in amplifier was amplified again by the
secondock-in amplifier at the chopping frequency to avoid noise caused by the scattered light.

In this system, maximum length of the optical delay was about 100 cm, corresponding to
about 3 ns for the time delay. The temporal resolution is about 1 ps which was evaluated by the
pump-probe autocorrelation. The spectrally narrowed probe pulse is made by passing through
the grating. It is longer than the initial laser pulse width. The sample temperature was varied
from 10 to 140 K in the superconducting magneto-optic cryostat, and the applied magnetic field
was changed from 0 to 8 T. On the other hand, a glass cryostat and a metal cryostat were used,
in case of the absence of the magnetic field, because the sample temperature was more stable
in these cryostats. The sample was directly immersed in superfluid helium and the sample
temperature was kept at 2 K.

The angle resolution of an optical bridge and a balanced detector is abal@8 degrees
when the time constant of the second lock-in amplifier was set to be 3 seconds. Figure 3.2
shows the typical data. We compared the obtained angle resolution with those obtained by
other groups [12—-16], and found that the resolution in our experiment is better than those by 2
to 10 times. The highest angle resolution gave us a great advantage to measure the weak signals.

Figure 3.3 shows the measurement system of the time-resolved photoluminescence to mea-
sure carrier dynamics under the quasi-resonant excitation. The excitation light source was an
energy-tunable picosecond mode-locked Ti:sapphire laser (Tsunami; Spectra Physics) pumped
by LD pumped Nd":YVO, laser (Millenia; Spectra Physics). The repetition rate and the pulse

width were 82 MHz and 1 ps, respectively. The pump light was focused on the sample at 2 K
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(superfluid helium temperature) in a glass cryostat. Photoluminescence from the sample was
collected and focused on an entrance slit of a subtractive-dispersion double monochromator
(CT-25CD; JASCO) through two lenses. The focal length of the double monochromator was 25
cm. The wavelength resolution of the monochromator was about 1 nm. The monochromated
photoluminescence was detected by a streak camera which consisted of a temporal disperser
(C5680; Hamamatsu) and an optical multi-channel analyzer. The temporal resolution of this
system was about 30 ps. To obsepuge carrier dynamics for quantum dots, we performed this
experiment under the quasi-resonant excitation. In this experiment, laser illuminated the exited
state of InP quantum dots which is higher than the detection energy by the LO phonon energy

of bulk InP, that is 43.5 meV. We observed the photoluminescence at 1.62 eV.
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Fig. 3.1 Experimental setup of the time-resolved Kerr rotation experiment. PEM is a photoe-
lastic modulator. The excitation light source is an energy-tunable femtosecond mode-locked
Ti:sapphire laser. The detection system consists of a PEM, an optical bridge with a balanced

detector and tandem double lock-in amplifiers.
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Fig. 3.2 TRKR signal for strain-induced GaAs quantum dots. The angle resolution is about

5 x 10°® degrees. The time constant of the second lock-in amplifier is set to be 3 seconds.
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Fig. 3.3 Experimental setup of the time-resolved photoluminescence. The excitation light
source is an energy-tunable picosecond mode-locked Ti:sapphire laser. The photoluminescence
from the sample is collected by two lenses and focused on the entrance slit of a subtractive-

dispersion double monochromator. A streak camera detects the monochromated light.
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Chapter 4

Results and Discussion

4.1 Strain-induced GaAs Quantum Dots

In strain-induced GaAs quantum dots (SIQDs), the TRKR data without a magnetic field is
shown in Fig. 4.1. The photoluminescence spectrum is already shown in Fig. 2.11 where the
excitation light source is a frequency-doubled output of the Ti:sapphire laser whose wavelength
is about 400 nm. The probe energy of TRKR signals for a quantum well (QW) and a SIQDs
(QDs) was tuned at 746 nm and 762 nm, respectively. In Fig. 4.1, the TRKR signal for QW
is about 20 times larger than that for the QDs. The coverage of stressor InP quantum dots is
about 13 % evaluated by the average diameter of dots, 60 nm, and the areal density of dots,
4x 10° cm2. The ratio of the TRKR signals between the QW and QDs is fairly consistent with

the coverage. These signals follow the equation,
[(t) o< e,

characterized by a relaxation time They are fitted well and the observed relaxation times are
194 ps for the QDs, 9 ps for a fast component of the QW and 46 ps for a slow component of
the QW, respectively. The decay time for the QDs is longer than that for the QW. This indicates
that the spin relaxation time becomes longer due to the reduction of the dimension of system.
We must note the high excitation intensity. In this experiment, the pump intensity is varied from
20 to 60 Wen? and the probe intensity is smaller than the pump intensity by about 10 times.
If we assume that an absorption @oeient is 7x 10* cm! (this value is for a bulk GaAs), and

the volume of a single quantum dot islix 10°1” cm? calculated for a pillar whose diameter
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and height are about 60 nm and 4 nm, respectively, the number of the photoexcited carriers in
one quantum dot is about one electron-hole pair at 36n# in each pump pulse. The average
distance between photoexcited electron-hole pairs in a quantum well is about 20 nm. This
shows the high carrier density for the QW, because 20 nm is comparable with the exciton Bohr
radius. We must consider the interactions between carriers such as electron-electron scattering
and multiexcitons. Therefore, the decay for the QW consists of two components. As decreasing
pump-probe intensities, the decay for the QW became a single exponential decay (not shown).
We do not discuss about these high dendiigat in detail because they are not important in this
work. A probe energy dependence of the TRKR signals without a magnetic field is shown in
Fig. 4.2. The peak energies of the TRKR signals for the QW and QDs agree with those of the
photoluminescence. The calculated frequency dependence of the Kerr rotation signal is already
shown in Section 2.2. As is seen in that figure, it has a Lorentzian shape and is similar to the
functional form of an attenuation cfigientx.

The TRKR data for the QW and QDs under the magnetic f2teB T are shown in Fig. 4.3.
The oscillatory TRKR signals for the QW and QDs are clearly observed when the pump light
is either right or left circularly polarized. There is no oscillation for the linearly polarized pump
light since linearly polarized light is the equal sum of right and left circularly polarized light. In
addition, the oscillations for right and left circularly polarized excitation are out of phase and
their phase dierence is just 180 degrees. This means that the carriers photoexcited by right
and left circularly polarized light have anti-parallel spins to each other. These oscillations are
caused by Larmor precessions of the carrier spins generated by the pump light. As mentioned

in Section 2.3, the TRKR signals follow the equation,
I(t) < e 2 cos(wt) ,

wherew = gugB/h andT; denote the precession frequency and the spin relaxation time, re-
spectively. The TRKR signal for the QDs has the beat coming from the interference between
two components, while that for the QW shows almost single component oscillation. The probe

energy dependence of the TRKR signals under the magnetidfie® T is shown in Fig. 4.4.
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As is seen in Fig. 4.4 (c), the TRKR signal oscillates even when the probe energy does not
correspond to the photoluminescence peak. In addition, the oscillation frequency and the phase
are similar to the oscillation signal for the bulk GaAs, which is the substrate of this sample. The
oscillation frequency of the damped-oscillatory signal is described bygugB/h whereg is

the carrier g-factor. The g-factor is estimated to be about 0.43 from the data in Fig. 4.4 (c). Note
that we can get only an absolute value of the carrier g-factor, and there is no information about
the sign of it. This value is close to the absolute value of the electron g-factor of a bulk GaAs,

g = —0.44. Thus, we can conclude that these oscillations are originated from the Larmor preces-
sion of the photoexcited electron spins in the bulk GaAs under the applied transverse magnetic
field. This means that the pump light passing through the barrier layer and QW reaches to the
substrate. In fact, because the QW layer was very thin, about 4 nm thick, and because the band
gap energy of the barrier layer was larger than the pump light energy, the pump light excites the
electrons in the substrate. Thus, the oscillation was observed at the photon energy of 1.61 eV
where no photoluminescence peak was observed. The observed TRKR signals may contain the
same oscillation signal at all probe energies. Therefore, we must analyze the TRKR signal by
the combined oscillation components coming from the QDs, QW and bulk GaAs. So the TRKR

signal including the oscillation component from the bulk GaAs is described by

T oo B L B
[(t) oc lge "2 cans Cos(gGaAit) +14e T2 COS(g/JB t) ’

whereT; ;..¢ T5: Geaas@ndg are the spin relaxation time for the bulk GaAs, that for the QDs
or QW, electron g-factor for the bulk GaAs and that for the QDs or QW, respectively. We will
discuss the component analysis below.

The analysis for the QW signal is shown in Fig. 4.5. Figure 4.5(a) shows the experimen-
tal data and a fitting curve. This fitting by two components is in good agreement with the
experimental data. The component for the bulk GaAs is shown in Fig. 4.5 (c). This signal
oscillates at the frequency of the bulk GaAs and has long spin relaxation time. The long os-

cillating component is well-fitted with the estimated g-fadtr~ 0.43 and the spin relaxation

timeT:

5 Gaas ~ 3063 ps. This component is smaller than the other components at the initial stage
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by about 10 times. The QW component, which is subtraction of the oscillating component of
the GaAs substrate from the experimental data, is analyzed in Fig. 4.5 (b). The calculated data
fits well the experimental data and gives the g-factor and the spin relaxation time for the QW
from the oscillation period of the signal and the decay time of the envelope of the oscillatory
signal. These are abojgt ~ 0.26 andT; ~ 30 ps. On the other hand, the component analysis

for the QDs is shown in Fig. 4.6. The TRKR signal in Fig. 4.6 (a) shows a beat coming from
the interference between two components and is fitted very well by the calculated data. The
dominant component is the oscillation from the bulk GaAs which is long lived and oscillates
fast. The component for the bulk GaAs is shown in Fig. 4.6 (c). Another component, which is
subtraction of the long living GaAs component from the experimental data, is shown in Fig. 4.6
(b). Although this signal is about 3 times smaller than the bulk component, the signal at the dif-
ferent oscillation frequency from the obtained frequency for the bulk GaAs is clearly observed.
The g-factor and the spin relaxation time for the QDs|gre 0.22 andT; ~ 91 ps obtained in

the same manner as for the QW. We can compare the obtained spin relaxation times for the QW

and QDs,

T5(QW) ~ 30 ps< T,(QDs9) ~ 91 ps.

This indicates the suppression of the spin relaxation by the additional confinements in QDs. The
suppression of the spin relaxation may be caused by the DP mechanism and the BAP mechanism
in QDs.

To consider the physical origins of the spin relaxation, we discuss the temperature depen-
dence of the spin relaxation time (Fig. 4.7). First, we discuss it for the QW and bulk GaAs.
The spin relaxation rateg/is increase quickly al >100 K. According to the equation (2.2),
the spin relaxation rate for the DP mechanism should be proportior&l#e The momen-
tum relaxation timerp generally decreases with increasing temperature. The experimentally
observed dependence ofrt on temperature is expressed bjrd ~ T3" whenn varies with
temperature. Heray may be caused by the electron scattering by impurities etc. It is consid-

ered that the spin relaxation for the QW and bulk GaAs are dominated by the DP mechanism
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atT >100 K. At T <100 K, the DP mechanism no longer explains the experimental data. The
spin relaxation rate for the QDs also shows the similar behavior, and all spin relaxation rates are
almost constant. Because electrons are localized at low temperature, the spin relaxation may be
caused by other mechanisms such as exchange interaction with localized holes. It is the BAP
mechanism. Especially, in the QDs and QW, the distance between an electron and hole gener-
ated by a photon is very short because of the reduction in the exciton Bohr radius. Therefore,
the spin relaxations at low temperature for the nanostructures are not due to the DP mechanism
but due to the BAP mechanism. Another evidence of the BAP mechanism is described below.
The spin relaxation time for the bulk GaAs is longer than those for GaAs nanostructure at low
temperature. The relation between the spin relaxation times may suggest that the dominant
mechanism of the spin relaxations for the nanostructures is the BAP mechanism. On the other
hand, the spin relaxation rate for the QDs increasés aB0 K. Note that the photolumines-
cence decreases with increasing temperature (Fig. 4.8). The observed spin relaxatigndime
given by ¥Yrs = 1/T; + 1/T,. Thenrt is limited by the energy relaxation tinlg in principle.

Here the energy relaxation tinTg is given by

1 1 1
—_—=—+ —,

T1 Tr Tor
wherer, andr,, are the radiative and nonradiative lifetimes of the carriers. We assume that the

guantum éiciencyn of the PL intensity is given by

1/ (T)

() = 1/Tr(T) + l/an(T) ’

which depends on the temperature. Figure 4.9 shows the temperature dependegmgeantil

1/n for the QW and QDs are presented in Fig. 4.7 and Fig. 4.8. We take notice of the behavior
of these dependence for the QDs and QW. For the QPgT) increases quickly af =80 K.

This indicates that the nonradiative rater(T) also increases andfacts predominantly for

the relaxation timd;. Gotoh et al. and Okuno et al. showed the temperature dependence of the
radiative lifetime for QDs [39, 40]. The results showed that unlike the case of QW, in QDs the

radiative lifetime does not have a significant temperature dependence. Citrin calculated the tem-
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perature dependence of the radiative lifetime for a quantum well, and found that the radiative
lifetime is proportional to the temperatufe[41]. The observed spin relaxation ratgrd in-
creases with increasing the nonradiative ratg,[T) because the spin relaxation time depends
on the energy relaxation timi. Therefore the nonradiative lifetime plays an important role in
the spin relaxation time. AT <80 K, however, the spin relaxation rate is independent on the
temperature, and the nonradiative lifetime is not significant. In fact, the radiative lifetime was
found to be about 500 ps @t =2 K, and the long radiative lifetime is consistent with another
result [17]. The observed spin relaxation time is given by

s < T; atlowtemperature, and
Ts ~ Tp athightemperature.

The spin relaxation times is rewritten byrs ~ T, at the low temperature. Therefore the spin
relaxation is dominated by the BAP mechanism in the low temperature regime. On the other
hand, at the high temperature regime,is limited by the carrier lifetimel;. Therefore two

kinds of processes are considered to govern the observed spin relaxation for the QDs, one is the
BAP mechanism af <80 K and another is nonradiative decay of electronk aB0 K.

For the QW, we can find a dip in the spin relaxation rate at about 80 K, and the dip of the
photoluminescence is also seen at the same temperature. Citrin showed the temperature depen-
dence mentioned above. This indicates that the carriers move into the QW beyond the potential
barrier of the QDs by the thermal activation. In fact, we can find increasing the photolumi-
nescence intensity from the excited state of the QDs above this temperature. Thus the number
of carriers increases, and then, the photoluminescence intensity increases. Theref¢re 1
decreases, and the radiative rate, {T) « 1/T plays a dominant role in the temperature depen-
dence of the spin relaxation time and the photoluminescence intensity. For further discussion
about the temperature dependence of the relaxation times, the time-resolved photoluminescence
measurement at several temperatures is needed.

We performed the TRKR experiments under several magnetic fields to estimate the g-factor.
The results are shown in Fig. 4.10. All of the evaluated splitting energi€s= gugB) for the

QW, QDs and bulk GaAs show linear relationships with applied magnetic field. This indicates
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that the observed oscillation signals come from the electron Larmor precession. From the ob-
served splitting energy, the absolute values of the g-factors for the QW, QDs and bulk GaAs
are evaluated to be about 0.26, 0.22 and 0.43, respectively. Now we will discuss the evaluated
g-factor for the QW. In the Voigt configuration, the direction of the external magnetic field is
perpendicular to the direction of the incident and reflected light. Therefore, the carrier spins
generated by the incident light precess in plane with the incident (reflected) light. The g-factor
of the QW is anisotropic and the g-factor tensor can be represented by two compgnédats,
perpendicular component to growth direction apébr parallel component to growth direction.

The Zeeman splitting between the energy levels of the spins depends on the direction and mag-
nitude of the external magnetic field. In a case of Voigt configuration, the Zeeman splitting is
caused by the magnetic field perpendicular to the growth direction. Thus the observed g-factor
is the perpendicular component to the growth direcgonSo the observed g-factor for QW is

lg.| ~ 0.26.

Now we compare the observed g-factors with the results of the photoluminescence quantum
beat measurement [17] (Fig. 4.11). It is, howevefiiclilt to compare directly those data be-
cause the used samples are slightiesient. The main diierence is the average size of stressor
dots on the surface of sample and the depth of the QW layer from the surface. The average size
is about 60 nm for this work and is about 90 nm for the quantum beat measurements. In addi-
tion, the QW layer locates deeper for this work. Therefore, carriers feel shallower confinement
potential in this work than in the other. Although there are sornfferinces in the sample, the
relation between the g-factor for the QDs and the perpendicular component of g-factor for the
QW is consistent with the each other. The calculated results in the Kane model by Ivchenko are
also shown in Fig. 4.11 [42]. The observgdfor the QW is in good agreement with the calcu-
lated result. The strain from the surface is weak so that the obtained g-factor for the studied the
QW layer is similar to that of the unstrained quantum well so far reported.

Consequently, we could observe the electron spin relaxation in single-layer quantum dots

under the resonant condition by means of newly developed highly sensitive detection system.
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Fig. 4.1 TRKR signals without a magnetic field Bt=2 K. (a) TRKR signals for quantum

well (746 nm;solid line) and quantum dots (762 nm;dashed line) for a right cireutdr & left
circular (™) and a liner polarization (LP) excitation. (b) Logarithmic plots of TRKR signal for
guantum well (closed diamonds) and quantum dots (open circles). The solid lines are fitting

ones by an exponential dechy e/,

49



photon energy (eV)

m 1.68 1.64 1.60 1.56 1.52
= i | | | |
% : bulk
= :
!
> |
g) 1-
g y
o 0 —t—f———+—
o
: o after 20 ps
0.02r § ——0—— 100 ps A
)
=
>
2
&
=)
J O

1 | 1
780 800 820

wavelength (nm)

740 760
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the probe energies for a quantum well and quantum dots.
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Fig. 4.5 Component analysis of TRKR signal for quantum well. (a) shows the experimental
data (closed circles) and calculated signal (red solid line) by sum of two components. One
component is originated from (b) quantum well, and the other is from (c) bulk GaAs. Open cir-
cles (diamonds) show the calculated data, which is subtraction of the fitting data for bulk GaAs
(QW) from the experimental data. The red solid lines are fitting curves. The photoluminescence

spectrum is also shown in the inset with an arrow, which indicates the probe energy.
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Fig. 4.6 Component analysis of TRKR signals for quantum dots. (a) shows the experimental
data (closed circles) and calculated signal (red solid line) by the sum of two components. One
component is originated from (b) quantum dots, and the other is from (c) bulk GaAs. Open

circles (diamonds) show the calculated data which is subtraction of subtract the fitting data for
bulk GaAs (QDs) from the experimental data. The photoluminescence spectrum is also shown

in the inset with an arrow, which indicates the probe energy in this experiment.
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Fig. 4.7 Temperature dependence of spin relaxation rate for the QDs (black closed circles),
QW (red open triangles) and bulk GaAs (blue closed diamonds). The green marks show the
spin relaxation rates for p-GaAs [18]. The thick solid lines indicate the spin relaxation rate due

to the DP mechanism &r, ~ 3 andQr, ~ 1.

55



photon energy (eV)

1.68 1.64 1.60
[ [ [
QDs

PL intensity (arb. units)

740 760 780
wavelength(nm)

Fig. 4.8 Temperature dependence of photoluminescence without a magnetic field. The excita-
tion light source is the frequency-doubled output of the Ti:sapphire laser. The wavelength and
power are 400 nm and under 1/@/?, respectively. The intensity of the photoluminescence
decreases with increasing temperature, and the peak energy is red-shift€d>180 K the

photoluminescence for the QDs almost annihilates.
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Fig. 4.11 Well width dependence of electron g-factor for the QW, QDs and bulk GaAs. Closed
marks show the electron g-factors taken by photoluminescence quantum beat measurements
for the different size of InP stressor dots (about 90 nm) [17]. Open marks and cross are the
estimated electron g-factors in this TRKR measurement. A solid line shows the calculated

electron g-factorsg, andg,, in a single quantum well in the Kane model by Ivchenko [42].
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4.2 Self-assembled InP Quantum Dots

Figure 4.12 shows the TRKR signalsTat=10 K under a transverse magnetic fi&d-8 T.

The wavelengths of the pump and probe beams are about 765 nm and 771 nm, respectively. The
reason why we set theftierent pump and probe energies is discussed below. The intensity ratio
between the pump and probe beams is about 10:1. In Fig. 4.12, it is clearly seen that the com-
pletely anti-phase oscillation is observed for the right and left circularly polarized excitation.
This indicates that these oscillations are originated from Larmor precession of the carrier spins
generated by the pump light because these carrier spins become opposite direction in cases of
right and left circularly polarized excitations. The TRKR signal without a magnetic field is also

shown in Fig. 4.13. In zero field, the decay is well fitted by
1(t) oc & ooy

Under the magnetic fielB =5 T, the TRKR signal is well fitted by

I (t) o e cos( ot ) :
Tpreces

These fitting parametergecay T, and7precessare about 60 ps, 98 ps and 270 ps, respectively.
As the probe energy is tuned closer to the bulk GaAs energy (816 nm), the oscillation of the
TRKR signal from the GaAs substrate is observed as mentioned for the strain-induced quantum
dots in Section 4.1. The decay time of the envelope of the oscillatory TRKR signal is faster
than that for SIQDs. The fierence of the substrate, semi-insulating GaAs for SIQDs and n-
type GaAs for InP QDs, plays an important role in this behavior. This change of the decay
time is due to the number of doped carriers. In fact, Kikkawa and Awschalom reported that the
coherence time of electron spins for a GaAs is changed by their doping level [43]. The result in
this work is consistent with the report. In addition, since the TRKR component from the bulk
substrate vanished faster, the contribution of this component to the TRKR signal for the QDs is
negligible. Thus, the TRKR signals for the QDs are seen as a single component.

The probe energy dependence of the TRKR signal without a magnetic field is shown in Fig.

4.14. The spectral shape of the TRKR signal for the QDs is the so-difipdrsivetlype. This
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shows the dterent behavior from the probe energy dependence for SIQDs. In InP QDs, the
peaks of the TRKR signal for the QDs disagree with that of the photoluminescence. The peak
of the TRKR signal for the bulk GaAs, however, agrees with that of the photoluminescence and
is consistent with the results for the SIQDs. This indicates that the behavior of the TRKR signal
for the QDs in this case is fierent from that for the SIQDs. We take into account the equation
(2.1),

[(t) o |ry]|r_| Ok Sin 2pt.

The detected signal is dependent not only on the Kerr rotation agdpet also on the reflection
codficients|r.|. The change of these reflection ¢ib@ents may contribute dominantly to the
TRKR signal because their probe energy dependence is much larger than that of the rotation
angle. Another explanation about the optical Kefeet for n-GaAs was reported by Kimel et
al. [14]. Assuming the spin-related energy splitting between the energy levels for right and left
circularly polarized light, callediamagneti¢they calculated the spectrum of the Kerr rotation
showing thedispersiveshape [44]. It may indicate that the electron amdole energy levels
for this QDs may be separated according to their spin.

The TRKR signals for the QDs under several magnetic fields are shown in Fig. 4.15. Itis
clearly observed that the oscillation period of the TRKR signals becomes shorter with increasing

transverse magnetic field. By using the following relation,

-3 2nt
() xe ™ cos( ) ;

Tpreces

we estimated the energy splittingE€ = gugB = h/7pecessfrom the observed TRKR signals.

They are shown in Fig. 4.16. These are expressed well by linear dependence. Calculating from

the slope of this fitting line, we obtained the absolute value of the g-factor, which is about 0.052.

However, there remains a problem on which kind of carrier precesses. This is discussed below.
There are some reports on the electron g-factor in self-assembled InP quantum dots by Ig-

natiev et al. which are based on photoluminescence quantum beat measurements [6—9]. Accord-

ing to them, the electron g-factor is about 1.5. This is much larger than the obtained g-factor
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logl ~ 0.052 in this work. In addition, the value is far from the g-factor in bulk InP, that is
1.48 [34]. Thus, the observed oscillation is not due to the electron spin precession. On the other
hand, the g-factor of hole spin was estimated to be about 0.1 by photoluminescence quantum
beat experiment by Ignatiev et al. [8]. This value is close to the g-factor observed in this work.
The small g-factor of about 0.05 for the heavy hole in the GaAs quantum well was also obtained
from quantum beats experiments by Marie et al. [5]. This small value is caused by the quantum
confinement ffect. Considering these reports, we can conclude that the observed g-factor is
originated from the photoexcited holes.

Why the Larmor precession of the hole spinis observed ? In the studied sample, the quantum
dots are charged unintentionally. Electrons are moved from the n-type GaAs substrate to the
guantum dots. In fact, the evidences of the negatively charged quantum dots are shown in recent
reports [6—9]. Next, we try to discuss the reason why we detect Larmor precession of holes in
the charged quantum dots.

The energy of the probe light is lower than the peak energy of the photoluminescence.
Because we excite only large quantum dots, the photoexcited electrons are not in the excited
states of the QDs. Therefore a photoexcited electron exists with the lowest energy in a quantum
dot.

The direction of the spin polarization of the electron generated by a photon is determined by
the selection rule. In the negatively charged quantum dots where doped electrons are present,
the spins of the photoexcited electrons become anti-parallel to the spins of the doped electrons
because of the Pauli principle. Here, we assume the simple case where one doped electron
exists in a quantum dot (Fig. 4.17). The spins of the doped electrons are randomly oriented
first. Owing to the Pauli principle, the electron-hole pairs are generated only in QDs where
the spins of the doped electrons have to be anti-parallel to those of the photoexcited electrons.
Thus, the net magnetization by two electron spins becomes zero, and they do not contribute
to the Kerr rotation signal. The hole spins obviously are oriented in the same direction. As a

consequence, thesthole spin generated by the pump light is detected in this system.
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Another mechanism can also be concerned, in which the electrons disappear quickly from
the quantum dotsonradiatively This mechanism is negligible in this work because the lifetime
of the photoexcited electrons are quite long as is explained below. In order to demonstrate the
hole spin precession, time-resolved photoluminescence experiment was performe@ &t
andB =0 T (Fig. 4.18). This experiment was performed under the quasi-resonant excitation.
The diference between the pump and probe energies was tuned to about 1 LO phonon energy for
bulk InP ¢iw ~ 435 meV). The decay of this photoluminescence indicates that an electron-hole
pair is alive for long time. Compared with the observed lifetime- 800 ps, the spin relaxation
time T, ~ 100 ps is much shorter. This fact shows that the observed spin relaxation time is not
limited by the lifetime of the photoexcited electron-hole pair. As the electron generated by a
photon is alive during this spin relaxation time, the canceling mechanism is considered to be
effective.

In addition, the TRKR measurement for another InP quantum dots sample was performed
with applying bias. We could not observe the TRKR signal for the QDs, but the signal for the
bulk GaAs was observed (Fig. 4.19). The oscillation frequency at therelint bias is slightly
different. The spin relaxation time and the carrier g-factor depending on the applied bias are
shown in Fig. 4.19. We can observe the drastic change of these values at thie-bia¥. The
electron g-factors af >-2 V andV <-2 V are estimated to be 0.366 and 0.394, respectively.
These are smaller than that for bulk GaAs, that is -0.44. We discuss ffasedice below. The
buffer GaAs layer is about 500 nm thick, and is located between tlgeliaaP barrier layer
and the n-GaAs substrate. In fact, we could observe the TRKR signal for ffer aAs
because of the thick Ifier layer. Thus, it is considered that the electrons of the interface form
two-dimensional electron gas. The g-factors of electrons for a GaP and InP are about 1.6 and
1.5, respectively [45]. Then the g-factor of electrons for 3 4B® sP should be positive and be
about 1.55. When the wavefunction of the electron is located at the interface betweefie¢he bu
and barrier layer, its g-factor can be the average of the g-factors for two materials, GaAs and

GayslngsP. Thus, the g-factor is estimated to be smaller than that for the bulk GaAs. This is
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the reason why the estimated g-factor is smaller. Next, when we applied the negative bias to
the sample, the observed g-factor is larger than that at the bias vdtage V. At the applied
negative bias, the wavefunction of the electron moves to the substrate, thus, it is attracted to the
substrate (Fig. 4.20). Therefore, the g-factor becomes larger, and close to the value for the bulk
GaAs. The spin relaxation times are varied depending on the applied bias. This may indicates
that the number of the surrounding doped electrons is varied by applying bias. It is consistent
with the report mentioned above [43]. This result indicates that we can control the electron
g-factor and the spin relaxation time by applying bias voltage.

In summary, the TRKR signal for single-layer self-assembled InP quantum dots is detected,

and the spin precession of the photoexcited holes is observed.

64



TZ*(G_):89 ps

@ Tprecession(c ):175 PS
S 0.2r ]
e- Qe "‘4‘._5'(5 reSrerinats
S
= - T2 (6= 100 ps
qu Tprecessmn(c ) 175 PS
O_ -

Fig. 4.12 TRKR signals for self-assembled InP quantum dots-a10 K under the transverse
magnetic fieldB =8 T. Closed (open) marks indicate the TRKR signal excited by a right (left)
circularly polarized light. The solid lines are fitting ones. The observed spin relaxation time is

about 90 ps.
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Fig. 4.13 TRKR signals for self-assembled InP quantum dots-at0 K andB =0 T (closed

circles) and 5 T (open circles). Solid lines are fitting ones of these datB. 4 T, the decay

time of the envelope function is about 98 ps and the oscillation period is about 270 ps. The
pump and probe energies are 765 nm and 772 nm, respectively. The ratio of the pump and the
probe intensity is about 10:1. Inset: The TRKR signal for a bulk n-GaAs substrate. The pump
and probe energies are 816 nm. The precession from the substrate vanishes much faster than

that from the bulk GaAs substrate of strain-induced GaAs quantum dots (Fig. 4.1).
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shorter with increasing the magnetic field.
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which is estimated from the slope of the fitting line.
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Fig. 4.17 Schematic image of carrier spins in negatively charged quantum dots. (a) The spins
of the doped electrons (black arrows) are randomly oriented in quantum dots. The incident light
with circularly polarization generates electron (red arrows) -hole (blue arrows) (e-h) pairs in
the QDs. (b) Owing to the Pauli principle, the e-h pairs are generated only in the QDs where
the spins of the doped electrons are anti-parallel to those of the photoexcited electrons. The
photoexcited holes obviously must have the oriented spins in the same direction. Since the net
magnetization of the electrons becomes zero, the precession of the remaining hole spins is seen

in the TRKR measurement.
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Fig. 4.18 Time-resolved photoluminescence for InP quantum d&s=& T andT =2 K. The
excitation photon energy and density are 743 nm and erif, respectively. The detection en-

ergy is about 763 nm which is lower than the excitation energy by about one LO phonon energy

for bulk InP (iw o ~ 43.5 meV). Temporal resolution is about 30 ps in this measurement.
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Fig. 4.19 Top: TRKR signals at the bias= 0V, -2 V and atT =10 K under the magnetic
field B =2 T. The oscillation frequency is flierent despite the same magnetic field. Bottom:
Spin relaxation time and electron g-factor depending on the applied bias-40 K under the
magnetic fieldB =2 T. Closed circles and blue open diamonds indicate the spin relaxation time

and the electron g-factor, respectively. These values are drastically changedaav.
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Chapter 5

Conclusion

In this thesis, the spin dynamics for single layer quantum dots are studied by the time-
resolved Kerr rotation measurement. For this study, we constructed a highly sensitive Kerr-
rotation-angle detection system by means of a photoelastic modulator, an optical bridge with
a balanced detector and tandem double lock-in amplifiers. The performance of this system
achieved the highest angle resolution obtained so far in the world, and allows us to detect the
weak signals from single-layer quantum dots. Although the weak signals coming from the
guantum dots are detected, the strong signal coming from the bulk substrate was also detected
because of their absorbance ratio. So the observed signals generally have two components.
For strain-induced GaAs quantum dots, we successfully observed the Larmor precessions of
the photoexcited electron spins in quantum dots under the transverse magnetic field. The ob-
served electron g-factor was consistent with the results of photoluminescence quantum beat
experiments and can be consistently understood with the theoretically calculated values for a
quantum well. In addition, the spin relaxation time for quantum dots is found longer than that
for a quantum well. This is because the spin relaxation by the DP mechanism is suppressed due
to the reduction of the dimensions for electrons, and the BAP mechanism works at low tem-
perature. This indicates the long spin coherence time in quantum dots, which is demanded for
applications to quantum information processing technology. At low temperature, we observed
that the spin relaxation times are almost constant. This indicates that the BAP mechanism plays

an important role at low temperature because the movement of carrfevsgea The relation
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between the spin relaxation times for the quantum well and quantum dots and bulk GaAs can
indicate that the dominant mechanism of the spin relaxation for the quantum well and quantum
dots is the BAP mechanism. For self-assembled InP quantum dots, we observed Larmor pre-
cessions of the photoexcited hole spins. This is because electrons are unintentionally doped in
these quantum dots from the n-type GaAs substrate, and because the vector sum of a spin of
a photoexcited electron and a spin of a doped electron becomes zero. In addition, we demon-
strated that the g-factor and the spin relaxation time of the electron for/Gé3e interface are
controlled by applying electric bias. We can measure the carrier spin dynamics for single-layer

guantum dots under the resonant excitation by this highly sensitive Kerr rotation measurement.
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