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We analyze the Seebeck coefficients of a magnetic semiconductor CuFeS2 using first-principles

calculation methods based on density functional theory. The calculated temperature dependence of

the Seebeck coefficient in the antiferromagnetic phase reproduces a distinctive behavior in a bulk

CuFeS2, such as a peak structure at a low temperature and weak temperature dependence around

room temperature. In doped systems, almost linear temperature dependence appears. Despite not

including any effect beyond the conventional spin density functional theory in our calculations, the

calculated results agree qualitatively with the experimental results. These agreements indicate that

the behavior of the Seebeck coefficients in CuFeS2 is mainly determined by its electronic structure.

Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4976574]

Highly efficient thermoelectric materials have been attract-

ing much attention because of their potential applications, espe-

cially for energy harvesting by waste heat.1–9 A challenge is to

improve the relatively low conversion efficiency, which is a

function of the figure of merit ZT ¼ rS2T=j, where T is the

temperature, S is the Seebeck coefficient, r is the electrical con-

ductivity, and j is the thermal conductivity, respectively. The

numerator rS2 is the power factor. It is difficult to simply

enhance ZT because of the typical trade-off between the

Seebeck coefficient and electrical conductivity, and the material

that should conduct electricity well, without conducting heat, is

also somewhat paradoxical.

Recently, magnetic semiconductors have been of great

interest as a route to achieve a high power factor. CuFeS2,

known as chalcopyrite, is a natural magnetic semiconductor,

and one of the most intensively studied materials.10–16

CuFeS2, which is a natural compound, has a large Seebeck

coefficient of approximately 500 lV/K.10,11,13 Unfortunately,

the bulk CuFeS2 does not have a small thermal conductivity

and also a large electrical conductivity, because of which the

figure of merit remains small. However, experimental results

show that tuning the composition ratio of Cu, Fe, and S

atoms in CuFeS2 by doping enhances the power factor drasti-

cally, up to approximately 1:0� 10�3 W K�2 m�1; therefore,

a detailed understanding is necessary for the achievement of

highly efficient thermoelectric materials. Electronic struc-

tures of CuFeS2 were analyzed in theoretical studies.17–19

These studies revealed that the antiferromagnetic phase sta-

bilizes CuFeS2 compared to other magnetic phases, such as

the para- and ferromagnetic phases. However, there are no

theoretically calculated results for the thermoelectric proper-

ties of CuFeS2, such as the Seebeck coefficient. In particular,

the temperature dependence of the Seebeck coefficient in

CuFeS2
10,11 is an unsolved problem.

In this study, we analyze the Seebeck coefficient in

CuFeS2 by the first-principles electronic structure calculation

methods. The calculated Seebeck coefficient of CuFeS2 has a

larger value compared to the value of typical nonmagnetic

materials and is comparable to the previously reported experi-

mental result. The calculated temperature dependence of the

Seebeck coefficients qualitatively agrees with the experimental

results. In the bulk system, the calculated result exhibits a peak

in the low-temperature region and weak temperature depen-

dence in the temperature region above the peak. In the doped

systems, the Seebeck coefficients behave linearly with temper-

ature. These agreements in the results between the conven-

tional spin density functional theory and the experiments

indicate that the behavior of the Seebeck coefficients in

CuFeS2 is mainly determined by its electronic structure.

We employ the first-principles electronic structure calcu-

lation methods based on the density functional theory

(DFT)20,21 in this study. The unit cell of CuFeS2 is schemati-

cally shown in Fig. 1. CuFeS2 has 16 atoms per unit cell, 4

atoms each of Cu and Fe, and 8 S atoms. The unit cell and

atomic positions are optimized by the plain-wave basis

method implemented in Quantum Espresso code.22 For the

comparison, we calculate three different magnetic phases,

para-, ferro-, and antiferro-. For the calculations of the

Seebeck coefficients, our first-principles electronic structure

calculation code SAKE23,24 is employed. SAKE code is based

on the DFT combined with the nonequilibrium Green’s func-

tion (NEGF) formalism, which is called the DFT–NEGF

method,25 with the atomically localized basis set. The atomic

pseudopotentials and the atomically localized basis functions

are generated by the adpack code.26 From the DFT–NEGF

calculations, the transmission function sðeÞ between the lefta)Electronic mail: hrtakaki@bk.tsukuba.ac.jp
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and right ends of the unit cell as a function of the electron

energy e is obtained. With this sðeÞ, the Seebeck coefficient S
is written as24

S ¼ � 1=eTð ÞL1=L0;

Ln ¼
2

h

ð1
�1

de e� lð Þn �
@fFD

@e

� �
s eð Þ;

(1)

where e, T, l, and fFD are the elementary charge, tempera-

ture, chemical potential, and Fermi–Dirac distribution func-

tion, respectively. In this work, we neglect the temperature

dependence of the chemical potential. The transmission

function sðeÞ is calculated under the zero-temperature situa-

tion, and the temperature dependence is generated via the

Fermi–Dirac distribution function fFD.

We show the density of states of bulk CuFeS2 in three

different magnetic phases, para-, ferro-, and antiferro-, and

the transmission functions in Fig. 2. For the calculation of

self-consistent electronic states by the plain-wave basis

method, the the generalized gradiant approximation

functional perametrized by Perdew, Burke, and Ernzerhof

(GGA-PBE) functional,27 the cut-off energy for the wave

functions (30 Ry), the electron density (300 Ry), and a 9�
9� 5 k point mesh are used. In the para- and ferromagnetic

phases, the systems are metallic; on the other hand, a narrow

energy gap of approximately 0.05 eV exists in the antiferro-

magnetic phase. This energy gap is about 10% of the experi-

mentally reported values.28 However, other theoretical

calculations based on the DFT with other types of the

exchange-correlation functionals can overestimate the

energy gap.19 In this work, we focus on the results based

only on the GGA-PBE functional as the simplest but with a

sufficient description of the electronic and magnetic struc-

tures of CuFeS2. The most stable phase is the antiferromag-

netic phase, which is consistent with other theoretical and

experimental results. The differences of the total energy in

the para- and ferromagnetic phases relative to the antiferro-

magnetic phase are DEpara ¼ Epara � Eantiferro ¼ 2:20 eV and

DEferro ¼ Eferro � Eantiferro ¼ 1:339 eV, respectively. The

schemata of the ferro- and antiferromagnetic phases of

CuFeS2 are also shown in the insets of Figs. 2(b) and 2(c). In

CuFeS2, only Fe atoms have finite magnetic moments; there-

fore, each magnetic moment distributes parallel to the neigh-

boring Fe atoms in the ferromagnetic phase and antiparallel in

the antiferromagnetic phases, respectively. Here, we note that

CuFeS2 has no other magnetic moment distributions in the

antiferromagnetic phase except for the form shown in the inset

of Fig. 2(c). The other possible magnetic structures which are

not treated in this work are discussed in Ref. 19.

In Figs. 3(a) and 3(b), the calculated Seebeck coeffi-

cients in these three different magnetic phases are shown. In

the para- and ferromagnetic phases, the electronic states

exhibit a metallic nature, which leads to small magnitudes of

S(T). On the other hand, S(T) has a relatively large value in

the antiferromagnetic phase shown in Fig. 3(c), because of

the semiconducting electronic nature. For the enhancement

of the Seebeck coefficient, the rapid change of the transmis-

sion function, the density of states, or the electrical conduc-

tivity in energy around the chemical potential plays a key

role. The transmission functions in the three magnetic phases

are shown in Fig. 2. These transmission functions are calcu-

lated with the Cu-s2p2d2, Fe-s2p2d2, and S-s2p2d1 basis

set, the GGA-PBE functional,27 the 21� 21 k point mesh,

FIG. 1. Schematic view of the unit cell of CuFeS2. Blue, brown, and yellow

balls represent Cu, Fe, and S atoms, respectively. The atomic positions and

unit cells for three different magnetic phases, para-, ferro-, and antiferro-,

are optimized by the plain-wave basis methods implemented in the Quantum

Espresso code.22

FIG. 2. The transmission functions of CuFeS2 around the Fermi level with

three the different magnetic phases: (a) para-, (b) ferro-, and (c) antiferro-.

The density of states is also shown in the insets. The three different magnetic

phases are achieved by three different initial spin electron configurations.

The ferro- and antiferromagnetic phases of CuFeS2 are also schematically

shown in the insets (b) and (c): red arrows represent the magnetic moments

of Fe atoms. The equations eF;3% ¼ eF þ 0:236 ½eV� and eF;5% ¼
eF þ 0:301 ½eV� indicate the Fermi levels in 3% and 5% carrier doped sys-

tems, respectively.
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and the 0.5 meV energy mesh. At the first sight, the sðeÞ in

the para- and ferromagnetic phases have a strong dependence

on e. However, in the metallic systems, ð�@fFD=@eÞ in Eq.

(1) has a smoothing effect on sðeÞ, which smears out the

rapid change of sðeÞ with respect to e. In the semiconducting

system, on the other hand, this smoothing has little effect

around the band edges, and then the semiconducting system

has a large Seebeck coefficient compared to the metallic sys-

tems. The experimental result10 is also shown in the inset of

Fig. 3(b). The calculated S(T) exhibits a peak at a low tem-

perature of approximately 20 K, and weak temperature

dependence after 100 K. This behavior qualitatively agrees

well with the experimental result,10 which demonstrates that

CuFeS2 is a potentially good thermoelectric material.

We also calculate the Seebeck coefficients in doped

CuFeS2 corresponding to the experimentally reported cases.

Experimental studies showed that the temperature depen-

dence of the Seebeck coefficient in CuFeS2 is drastically

changed by the composition change. The Seebeck coeffi-

cients in two different compositions, Cu0.97Fe1.03S2 and

Cu0.95Fe1.05S2, were reported.10 These two compositions,

Cu0.97Fe1.03S2 and Cu0.95Fe1.05S2, correspond to 3% and 5%

donor doped CuFeS2, respectively. The doping effect is

treated here as the shift in the Fermi level, while the elec-

tronic structure shown in Fig. 2(c) remains unchanged. The

magnitude of the Fermi level shift in each system is esti-

mated by the condition DN ¼
Ð eFþDe
eF

deDðeÞ;De > 0. Here,

DN; De, and DðeÞ are the number of doped electrons, Fermi

level shift, and the density of states, respectively. The Fermi

levels corresponding to the 3% and 5% doped systems are

indicated in Fig. 2(c), and their amount of Fermi level shifts

are De3% ¼ 0:236 ½eV� and De5% ¼ 0:301 ½eV�, respectively.

The Seebeck coefficients with 3% and 5% doped systems are

shown in Fig. 3(c). With the shifts in the Fermi level, the

doped systems are no longer semiconducting, but metallic.

As a result, the magnitudes of these Seebeck coefficients are

reduced from the bulk value and depend almost linearly on

T. This T linear dependence is a typical behavior in metallic

systems explained by the Mott formula.29

The behavior of the Seebeck coefficients expressed by

the present calculations can be explained briefly by the ana-

lytical form of S(T). The integral Ln in Eq. (1) has a finite

value only when its integrand is even with respect to l.

Thus, only the odd components contribute to the L1, and

only the even components to the L0. As a result, the Seebeck

coefficient can be expressed in an analytical form

S Tð Þ ¼ � 1

e

� �X
n¼1

a2ns2n�1T2n�1X
n¼0

a2ns2nT2n
; (2)

where sn denotes the expansion coefficients of sðeÞ; i.e.

s eð Þ ¼
X1
n¼0

sn e� lð Þn; sn ¼
1

n!

dns
den

����
e¼l

: (3)

The coefficient a2n is obtained with the formula:Ð1
0

dxxn½ðex þ 1Þðe�x þ 1Þ��1 ¼ ð1� 21�nÞfðnÞCðnÞ, where

fðnÞ and CðnÞ are the Riemann zeta function and the gamma

function, respectively.30 If sðeÞ is expanded up to the first

order s1, this analytical form recovers the Mott formula,29 in

which S(T) depends linearly on T. For the bulk CuFeS2, as

one can see in the low-temperature region, the higher-order

sn does not affect the S(T), and hence, S(T) behaves almost

linearly up to the bottom of the peak. Above the temperature

at the bottom of the peak, the higher-order sn makes a large

contribution to S(T). In the temperature region where the L0

and L1 make almost the same contribution in Eq. (1), the

temperature dependence of S(T) appears to be weak. For the

doped CuFeS2, s0 and s1 are dominant components in sðeÞ;
thus, S(T) has the form ðs1=s0ÞT, which leads to T linear

behavior in the wide temperature region. In this analytical

form, however, in the limit of T !1, S(T) definitely goes

to zero. In addition, the Seebeck coefficients calculated here

are also suppressed by the bipolar effect. In the narrow gap

system, the integral of Eq. (1) for n¼ 1 has two contributions

from the conduction band e > l and the valence band e < l.

These two contributions have opposite signs, and thus, the

FIG. 3. The Seebeck coefficients of CuFeS2 in three different magnetic

phases: (a) para- and ferro-, and (b) the antiferromagnetic phase, and (c)

antiferromagnetic phase with 3% and 5% carrier doping, respectively. The

systems in the para- and ferromagnetic phases are completely metallic which

produces small values of the Seebeck coefficients. On the other hand, the

system in the antiferromagnetic phase, which has a small energy gap, has a

relatively large Seebeck coefficient. The doped system S depends almost lin-

early on T. The experimental results10 in the bulk and doped CuFeS2 are

also shown in the insets of (b) and (c). The calculated temperature dependen-

ces in the antiferromagnetic phase qualitatively agree well with the experi-

mental results in both bulk and doped systems.
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contribution from the valance band reduces the magnitudes

of the Seebeck coefficients in CuFeS2, which is an n-type

thermoelectric material. The differences between the present

calculated results and the experimental results should be

explained by the neglected effects in this study; The temper-

ature dependence of the chemical potential, the bipolar effect

with tiny energy gap, and the interactions with other degrees

of freedom, such as the magnon-drag effect,31 phonon-drag

effect,32,33 and the spin fluctuation,34 whose contributions to

S(T) are proportional to T3=2, T3, and T4, respectively.

To summarize, we carried out first-principles calculations

based on the DFT to investigate the behavior and origins of the

large Seebeck coefficient in CuFeS2. The results from the three

different magnetic phases, para-, ferro-, and antiferro-, are

compared. It is shown that the antiferromagnetic phase, where

the magnetic moments in Fe atoms are ordered antiparallel to

the neighboring ones, plays a key role for a large value of the

Seebeck coefficient. The calculated temperature dependence of

the Seebeck coefficients in the antiferromagnetic phase qualita-

tively agrees with the experimental results, reproduction of the

peak structure at low temperature, weak temperature depen-

dence near room temperature in bulk, and the linear tempera-

ture dependence in the doped systems. These agreements

confirm that CuFeS2 is as a potentially good thermoelectric

material and that the electronic structure of CuFeS2 mainly

determines the behavior of the Seebeck coefficient. However,

we still observe a relatively large gap between the magnitudes

of the calculated and experimentally observed Seebeck coeffi-

cients. This indicates that further effects may be playing a key

role, such as the temperature dependence of the chemical

potential, precise estimation of the band gap, magnon-drag

effect, phonon-drag effect, and spin fluctuation.
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