著者 | ササキ キヨシ、石塚 ナリヒト、岡 高志、山崎 タケシ
--- | ---
タイトル | 二つのパセカール系の散乱長
| 物理評論 D
| volume 89
| number 5
| page 054502
| year 2014-03
| © 2014 American Physical Society
| URL [http://hdl.handle.net/2241/121337](http://hdl.handle.net/2241/121337)
doi: 10.1103/PhysRevD.89.054502
I. INTRODUCTION

The scattering length is a key quantity for understanding the basic properties of the hadron interaction at low energy. The lattice QCD calculations of the scattering length for many scattering systems have been reported in the past year. Most of the calculations employ the finite-volume method of Lüscher [1], in which the scattering phase shift is related to the energy eigenvalue on a finite volume. In the present work, we consider giving a lattice QCD calculation on the scattering lengths for the $\pi\pi(I = 2)$, $KK(I = 1)$, $\pi K(I = 3/2)$, and $\pi K(I = 1/2)$ systems.

The $S$-wave $\pi\pi$ system has two isospin channels ($I = 0$, 2). For the $\pi\pi(I = 0)$ system, the time correlation function has a disconnected quark diagram. The statistical error of this diagram is very large and it makes a calculation of the scattering length very difficult [2–5]. In the present work, we do not study this channel. For the $\pi\pi(I = 2)$ system, whose interaction is experimentally known to be repulsive, after pioneering works with the quenched approximation [2,6–9], several authors reported the realistic calculations with the various formulations of the dynamical fermion [3–5,10–14]. For the $S$-wave $KK(I = 1)$ system, only one calculation has been reported by the NPLQCD Collaboration [15]. The $S$-wave $\pi K$ system has two isospin channels ($I = 1/2$, 3/2). For $I = 3/2$, the interaction is experimentally known to be repulsive. After working with the quenched approximation [16,17], several calculations with dynamical quarks were reported in Refs. [18–20]. For $I = 1/2$, the interaction is known to be attractive, and existence of a scalar resonance with a broad width is suggested. The NPLQCD Collaboration evaluated the scattering length by using the chiral perturbation theory with the low energy constants (LECs) obtained from the lattice calculations of the decay constants $f_a$ and $f_K$, and the scattering length for the $\pi K(I = 3/2)$ system [18]. After this work, the direct calculations of the $I = 1/2$ scattering length have been reported by some groups [17,19,20].

Here, we note that all above calculations of the scattering length were performed in the quark-mass range $m_\pi \geq 0.24$ GeV. A calculation near the physical quark mass is desired to evaluate the reliable results at the physical quark mass. In the present work, we calculate the scattering lengths for the $\pi\pi(I = 2)$, $KK(I = 1)$, $\pi K(I = 3/2)$, and $\pi K(I = 1/2)$ systems in $m_\pi = 0.17–0.71$ GeV. For the $\pi K(I = 1/2)$ system, the existence of a scalar resonance is suggested, the contamination from the higher states might be non-negligible. To separate the contamination, we use the variational method with the two operators, $\delta u$ and $\pi K$. In order to obtain the scattering length at the physical quark mass, we
fit our results at several quark masses with the formula of the $O(p^4)$ chiral perturbation theory (ChPT) and that includes the effects of the discretization error from the Wilson fermion, Wilson chiral perturbation theory (WChPT). We found that the mass dependence of our results near $m_q = 0.17$ GeV can be described well by WChPT, but not by ChPT.

This article is organized as follows. In Sec. II, we give the brief description for the Lüscher’s finite size formula and the calculation method of the time correlation function. We also give the simulation parameters. In Sec. III, we show our results of the scattering length at several quark masses. In Sec. IV, we discuss the quark-mass dependence of our scattering lengths by using the $O(p^4)$ ChPT and WChPT. In Sec. V, we evaluate the scattering lengths at the physical point and discuss the possible systematic errors. In Sec. VI, our conclusions are given. All calculations of the present study have been done on the super parallel computers, PACS-CS and T2K-Tsukuba at the University of Tsukuba, and TSUBAME at the Tokyo Institute of Technology. The preliminary results of the present work have been reported in Ref. [21].

II. METHOD OF CALCULATION

A. Scattering length

The $S$-wave scattering phase shift $\delta_0$ for the system of two spinless particles with masses $m_1$ and $m_2$ is related to the energy eigenvalue on the finite volume by

$$[\tan \delta_0(k)/k]^{-1} = \sqrt{4\pi} g_{00}(k; 1), \tag{1}$$

where $k$ is the scattering momentum related to the energy by $E = \sqrt{m_1^2 + k^2} + \sqrt{m_2^2 + k^2}$. The function $g_{00}(k; 1)$ is given by the analytic continuation of

$$g_{00}(k; z) = \frac{\sqrt{4\pi}}{L^3} \sum_{\mathbf{p} = 2n/L} (\mathbf{p}^2 - k^2)^{-z} \quad (n \in \mathbb{Z}^3), \tag{2}$$

which is defined for $\text{Re}(z) > 3/2$, where $L$ is the spatial extent. The scattering length is defined as

$$a_0 \equiv \lim_{k \to 0} \tan \delta_0(k)/k. \tag{3}$$

In the case of an attractive interaction on a finite volume, the lowest energy state has a negative $k^2$, so that $k$ is pure imaginary. In this case, for $L \to \infty$, two situations can be considered as

(a) $k^2 \to -\kappa^2 \quad (\kappa \in \mathbb{R})$,
(b) $k^2 \to 0$ .

In (a), the system has a bound state whose binding momentum is $\kappa$. The $S$ matrix

$$S = e^{2i\delta_0(k)} = i - \tan \delta_0(k) \overline{1 + \tan \delta_0(k)} \tag{4}$$

has a pole at $k^2 = -\kappa^2$, and $\tan \delta_0(k)$ converges to $-i$ in $L \to \infty$ [22,23]. In (b), the system has no bound state, but only scattering states. In general, if the system has no bound state, we can obtain the scattering length $a_0$ by substituting $k$ of the lowest energy state into Eq. (1) and extrapolating it to $L \to \infty$ regardless of whether the interaction is attractive or repulsive.

B. Time correlation function

For the $\pi\pi(I = 2)$ system, we extract the energy $E$ from the time correlation function

$$G^{(2)}(t) = \langle 0 | \Omega^{(2)}(t_1, t) \bar{\Omega}^{(2)\dagger}(t_0) | 0 \rangle. \tag{5}$$

The operators $\Omega^{(2)}$ and $\bar{\Omega}^{(2)}$ are defined by

$$\Omega^{(2)}(t_1, t) = \pi^+(t_1)\pi^+(t) \cdot e^{m(t_1-t)}, \quad \bar{\Omega}^{(2)}(t_0) = W_{\pi^+}(t_0 + 1)W_{\pi^+}(t_0), \tag{6}$$

where $\pi^+(t)$ is the local operator for the $\pi^+$ meson at the time slice $t$ with the zero spatial momentum and $W_{\pi^+}(t)$ is the wall-source operator at the time slice $t$. In Eq. (6), the time slice of one of the wall-source operators is shifted from the time slice of another source operator $t_0$ to avoid the Fierz mixing of the wall-source operators [2]. In the previous calculations, the time slice of the sink operators are set at $t_1 = t$, and they simultaneously run over the whole time extent. We call this calculation method “method I” in the following. We also employ another method, where the time slice of one of the pions at $t_1$ is fixed and only $t$ runs over the whole time extent. This method is called “method II” in the following. In method II, we need to set $t_1 \gg t$ to avoid contamination from higher energy states produced by the operator at $t_1$. For $t_0 \ll t \ll t_1$, $G^{(2)}(t)$ can be written as

$$G^{(2)}(t) = \sum_n \langle 0 | \pi^+ | \pi^+ | E_n \rangle \langle E_n | \bar{\Omega}^{(2)\dagger} | 0 \rangle \cdot e^{-E_n(t-t_0)}, \tag{7}$$

where $| \pi^+ \rangle$ is the pion state and where $| E_n \rangle$ is the $n$th energy eigenstate of the two-pion state with the energy eigenvalue $E_n$. The exponential factor $e^{m(t_1-t)}$ in the definition of $\Omega^{(2)}(t_1, t)$ in Eq. (6) is introduced so that the operator $\Omega^{(2)}(t_1, t)$ has the same time behavior as that of the usual Heisenberg operator, i.e.,

$$\langle 0 | \Omega^{(2)}(t_1, t_2) | E_n \rangle = \langle 0 | \Omega^{(2)}(t_1, t_2) e^{-H(t-t_2)} \rangle \quad \text{for} \quad t_1 \gg t_2, \tag{8}$$

with the Hamiltonian $H$.

For the $KK(I = 1)$ system, we similarly extract $E$ from the time correlation functions
\[ G^{(1)}(t) = \langle 0 | \Omega^{(1)}(t_1, t) \tilde{\Omega}^{(1)\dagger}(t_0) | 0 \rangle. \]  

\[ \Omega^{(1)} \text{ and } \tilde{\Omega}^{(1)} \text{ are defined by} \]
\[
\Omega^{(1)}(t_1, t) = K^+(t_1) K^+(t) \cdot e^{m_K(t_1-t)}, \\
\tilde{\Omega}^{(1)}(t_0) = W_{K-}(t_0 + 1) W_{K^+}(t_0),
\]

where \( K^+ \) is the local operator for the \( K^+ \) meson at the time slice \( t \) with the zero spatial momentum and \( W_{K^+}(t) \) is the wall-source operator at the time slice \( t \).

Also for the \( \pi K(I = 3/2) \) system, we define the time correlation function
\[
G^{(3/2)}(t) = \langle 0 | \Omega^{(3/2)}(t_1, t) \tilde{\Omega}^{(3/2)\dagger}(t_0) | 0 \rangle,
\]

where \( \Omega^{(3/2)} \) and \( \tilde{\Omega}^{(3/2)} \) are defined by
\[
\Omega^{(3/2)}(t_1, t) = \frac{1}{\sqrt{3}} (K^+(t_1) \pi^0(t) - \sqrt{2} K^0(t_1) \pi^+(t)) \cdot e^{m_K(t_1-t)}, \\
\tilde{\Omega}^{(3/2)}(t_0) = W_{\pi^0}(t_0 + 1) W_{\pi^0}(t_0) - \sqrt{2} W_{K^0}(t_0 + 1) W_{K^+}(t_0),
\]

where \( K^0(t) \) and \( \pi^0(t) \) are the local operator for the \( K^0 \) and \( \pi^0 \) meson at the time slice \( t \) with the zero spatial momentum, respectively. \( W_{K^0}(t), W_{\pi^0}(t), \) and \( W_{\pi^0}(t) \) are the wall-source operators for the corresponding mesons at the time slice \( t \), respectively. The exponential factor \( e^{m_K(t_1-t)} \) in the definition of \( \Omega^{(3/2)}(t_1, t) \) is introduced like as for the other channels.

We construct the \( 2 \times 2 \) matrix of a time correlation function,
\[
G^{(1/2)}_{ij}(t) = \langle 0 | \Omega^{(1/2)}_{i}(t_1, t) \tilde{\Omega}^{(1/2)\dagger}_{j}(t_0) | 0 \rangle \quad (i, j = 0, 1).
\]

In method I the sink operators are set to the equal time slice, \( t_1 = t \), and they simultaneously run over whole time extent. For the \( \pi K(I = 1/2) \) system, we need to repeat solving quark propagators for the whole time extent as explained later and the computational costs become huge. Thus, we only employ method II for this channel. For \( t_0 \ll t \ll t_1 \), \( G^{(1/2)}_{ij}(t) \) can be written by
\[
G^{(1/2)}_{ij}(t) = \sum_n w_{in} v_{nj} \cdot e^{-E_n(t-t_0)},
\]

where
\[
\Omega^{(3/2)}(t_1, t) = K^+(t_1) \pi^+(t) \cdot e^{m_K(t_1-t)}, \\
\tilde{\Omega}^{(3/2)}(t_0) = W_{K-}(t_0 + 1) W_{\pi^+}(t_0).
\]

Next, we construct the time correlation function of the \( \pi K(I = 1/2) \) system. If a resonance state exists and its energy is not large for the energy of the lowest \( \pi K \) scattering state, the single exponential behavior for the time correlation function is seen only for a very large time region. In this case, it is very difficult to extract the scattering state with the small statistical error. In order to overcome this possible problem, we use the variational method [24] with two kinds of operators, \( \Omega^{(1/2)}_0 \) and \( \Omega^{(1/2)}_1 \) (\( \tilde{\Omega}^{(1/2)_0} \) and \( \tilde{\Omega}^{(1/2)_1} \)).

\[
| K \rangle \text{ is the kaon state and } | E_\alpha \rangle \text{ is the } n \text{th energy eigenstate of the } \pi K \text{ state with the energy eigenvalue } E_\alpha. \text{ We assume that the lowest two states dominate the time correlation function in a large time region. With this assumption, we can extract the energy } E_\alpha \text{ by a single exponential fit for two eigenvalues } \tilde{G}_\alpha(t)(n, 0, 1) \text{ as}
\]
\[
\tilde{G}_\alpha(t) = \text{Ev}[| G^{(1/2)}_{ij}(t_R) |]^{-1} \cdot G^{(1/2)}_{ij}(t) \mid_{n} = e^{-E_\alpha(t-t_0)},
\]

where Ev[|M|\_n means the nth eigenvalue of the matrix \( M \) and \( t_R \) is some reference time. The function \( \tilde{G}_\alpha(t) \) is the time correlation function of an optimal operator \( \phi_n \) for the nth energy eigenstate \( | E_\alpha \rangle \), whose property is \( \langle 0 | \phi_n(t) | E_\alpha \rangle = \delta_{nn} e^{-E_\alpha t} \).

Next, we explain the construction of the time correlation functions by quark propagators. The time correlation functions of the \( \pi \pi(I = 2) \) and \( KK(I = 1) \) systems are given by
\[ G^{(2)}(t) = G^{\pi\pi \rightarrow \pi\pi}_{\text{direct}1}(t) + G^{\pi\pi \rightarrow \pi\pi}_{\text{direct}2}(t) - G^{\pi\pi \rightarrow \pi\pi}_{\text{cross}1}(t) - G^{\pi\pi \rightarrow \pi\pi}_{\text{cross}2}(t), \]  

(18)

\[ G^{(1)}(t) = G^{KK \rightarrow KK}_{\text{direct}1}(t) + G^{KK \rightarrow KK}_{\text{direct}2}(t) - G^{KK \rightarrow KK}_{\text{cross}1}(t) - G^{KK \rightarrow KK}_{\text{cross}2}(t), \]  

(19)

where

\[ G^{\pi\pi \rightarrow \pi\pi}_{\text{direct}1}(t) = \langle X\pi(t_1|t_0 + 1)X\pi(t_0) \rangle \cdot e^{m_{\pi}(t_1 - t_0)}, \]

\[ G^{\pi\pi \rightarrow \pi\pi}_{\text{direct}2}(t) = \langle X\pi(t_1|t_0 + 1)X\pi(t_1|t_0) \rangle \cdot e^{m_{\pi}(t_1 - t_0)}, \]

\[ G^{\pi\pi \rightarrow \pi\pi}_{\text{cross}1}(t) = \langle \text{Tr}[U^{II}(t_1|t_0)U^{II}(t_0)] \rangle \cdot e^{m_{\pi}(t_1 - t_0)}, \]

\[ G^{\pi\pi \rightarrow \pi\pi}_{\text{cross}2}(t) = \langle \text{Tr}[U^{II}(t_1|t_0)U^{II}(t_1|t_0)] \rangle \cdot e^{m_{\pi}(t_1 - t_0)}, \]

\[ G^{KK \rightarrow KK}_{\text{direct}1}(t) = \langle XK(t_1|t_0 + 1)XK(t_0) \rangle \cdot e^{m_{K}(t_1 - t_0)}, \]

\[ G^{KK \rightarrow KK}_{\text{direct}2}(t) = \langle XK(t_1|t_0 + 1)XK(t_1|t_0) \rangle \cdot e^{m_{K}(t_1 - t_0)}, \]

\[ G^{KK \rightarrow KK}_{\text{cross}1}(t) = \langle \text{Tr}[U^{II}(t_1|t_0)U^{II}(t_0)] \rangle \cdot e^{m_{K}(t_1 - t_0)}, \]

\[ G^{KK \rightarrow KK}_{\text{cross}2}(t) = \langle \text{Tr}[U^{II}(t_1|t_0)U^{II}(t_1|t_0)] \rangle \cdot e^{m_{K}(t_1 - t_0)}. \]  

(20)

In Eq. (20) the angle bracket refers to the expectation value over the gauge configurations, and the trace is taken for the color and spinor indices. The exponential factors \( e^{m_{X}(t_1 - t_0)} \)

FIG. 1. List of the diagrams employed to calculate the time correlation function for the S-wave \( \pi\pi(I = 2) \), \( KK(I = 1) \), \( \pi K(I = 3/2) \), and \( \pi K(I = 1/2) \) systems. The thin (thick) lines represent the up/down (strange) quark propagators. The time runs upward. The circles are the local operators for the \( \pi, K \), and \( \bar{s}u \) mesons at the time slice specified in each diagram, and the squares are the wall-source operators for these mesons. The open symbols mean the operators summed over \( y \) in Eqs. (31) and (32).
and $e^{m_K(t_1-t)}$ come from the definitions of $\Omega^2(t)$ in Eq. (6) and $\Omega^1(t)$ in Eq. (10), respectively. The indices $l$ and $s$ mean the up/down and strange quark, respectively. $X^x(t|t_s)$, $X^K(t|t_s)$, and $U^{f_1f_2}(t|t_s)$ are defined by

$$X^x(t|t_s) = \sum_x \text{Tr}[Q^x(x, t|t_s)Q^x(x, t|t_s)],$$  

$$X^K(t|t_s) = \sum_x \text{Tr}[Q^{x\dagger}(x, t|t_s)Q^{x}(x, t|t_s)],$$  

$$U^{f_1f_2}(t|t_s) = \sum_x \sum_{C} Q^{i_{CA}}(x, t|t_s) + 1 \times Q^{i_{CB}}(x, t|t_s) (f_1, f_2 = l, s),$$

with the quark propagator with the wall source

$$Q^{i}_{AB}(x, t|t_s) = \sum_y (D^{-1})^{i}_{AB}(x, t|y, t_s) (f = l, s),$$

where $A$, $B$, and $C$ refer to color and spinor indices.

The quark diagrams for the components in Eq. (20) are shown in Fig. 1. The thin (thick) lines represent the up/down (strange) quark propagators. The time runs upward in the diagrams. The circles are the local operators for the $\pi$, $K$, and $\bar{u}$ mesons at the time slice specified in each diagram, and the squares are the wall-source operators for these mesons.

$$G^{(3/2)}(t)$$ and $G^{(1/2)}_{ij}(t)$ are constructed by

$$G^{(3/2)}_0(t) = G^{\pi K \rightarrow \pi K}(t) - G^{\pi K \rightarrow \pi K}_{\text{cross}}(t),$$

$$G^{(1/2)}_{01}(t) = -\sqrt{\frac{3}{2}}G^{\bar{u}u}(t),$$

$$G^{(1/2)}_{11}(t) = G^{\bar{u}u}(t|t_0 + 1),$$

where

$$G^{\pi K \rightarrow \pi K}(t) = \langle X^K(t|t_0 + 1)X^x(t|t_0) \cdot e^{m_K(t_1-t)} \rangle,$$

$$G^{\pi K \rightarrow \pi K}_{\text{cross}}(t) = \text{Tr}[U^{f_1}(t_1|t_0)U^{f_2}(t|t_0)] \cdot e^{m_K(t_1-t)}),$$

$$G^{\pi K \rightarrow \pi K}_{\text{annihilation}}(t) = \langle \sum_x \text{Tr}[W^x(x, t|t_1|t_0 + 1)V(x, t|t_1|t_0 + 1)] \cdot e^{m_K(t_1-t)} \rangle,$$

$$G^{\bar{u}u}(t|t_0 + 1) = \langle \sum_x \text{Tr}[Q^{x\dagger}(x, t|t_0 + 1)\gamma_5 Q^x(x, t|t_0 + 1)] \cdot e^{m_K(t_1-t)} \rangle,$$

$$G^{\bar{u}u}(t|t_s) = \langle \sum_x \text{Tr}[\gamma_5 Q^{x\dagger}(x, t_s)\gamma_5 Q^x(x, t_s)] \rangle.$$  

In Eq. (30) the exponential factor $e^{m_K(t_1-t)}$ comes from the definitions of $\Omega^{(3/2)}$ in Eq. (12) and $\Omega^{(1/2)}_0$ in Eq. (13). $V(x, t|t_s)$ and $W(x, t|t_0|t_s)$ are defined by

$$V_{AB}(x, t|t_s) = \sum_{C} Q^{i}_{AC}(x, t|t_s - 1) \times \left\{ \gamma_5 \sum_y Q^{i}_{CB}(y, t_s - 1|t_s) \right\},$$  

where the square bracket in Eq. (32) is taken as the source in solving the propagator. The quark diagram for the components in Eq. (30) are plotted in Fig. 1. The open symbols mean the operators summed over $y$ in Eqs. (31) and (32). In method I, we must solve $W(x, t|t_0 + 1)$ for
each \( t \) in the calculation of \( G_{\text{annih}}^{K \to K}(t) \) and \( G_{\text{annih}}^{2\pi \to K}(t) \). On the other hand, in method II, we need to solve it only once at \( t_1 \). Therefore, the computational cost is reduced for the \( \pi K(I = 1/2) \) system.

We solve four kinds of \( Q \)-type propagators in Eq. (24) with \((f, t_j) = (l, t_0 + 1), (s, t_0 + 1), (l, t_0), (s, t_0)\). We also solve one \( W \)-type propagator in Eq. (32) with \((l_1, t_j) = (t_1, t_0 + 1)\). Thus, we solve five quark propagators for each configuration.

### C. Simulation parameters

The calculations are carried out with \( N_f = 2 + 1 \) full QCD configurations generated by the PACS-CS Collaboration [25] using the Iwasaki gauge action at \( \beta = 1.90 \) and nonperturbatively \( \mathcal{O}(a) \)-improved Wilson quark action with \( C_{SW} = 1.715 \) on a \( 32^3 \times 64 \) lattice. The lattice cutoff is \( a^{-1} = 2.194(10) \) GeV \( [a = 0.08995(40) \text{ fm}] \) determined from the \( \Omega \)-baryon mass. The spatial extent of the lattice is \( La = 2.878(13) \) fm [26]. The statistical error of \( a \) is not included in the following analysis. The quark-mass parameters, the corresponding hadron masses, and the number of configurations are listed in Table I.

The quark propagators are calculated with the same action as the configuration generation. They are solved on the configurations at every 20 trajectories for \( \kappa_{ud} = 0.13781 \), and 10 trajectories for the others. The Dirichlet boundary condition is imposed for the temporal direction and the periodic boundary condition for the spatial directions. The wall source is used with the gauge configurations fixed to the Coulomb gauge. The time slices of the source operators are \( t_0 = 12 \) and \( t_0 + 1 = 13 \), and the time slice of the fixed sink operator is set at \( t_1 = 53 \). We adopt \( t_R = 18 \) as the reference time for the diagonalization for the \( \pi K(I = 1/2) \) system. The statistical errors are evaluated by the jackknife analysis with a bin size of 110 MD time for \( \kappa_{ud} = 0.13781 \), and 125 MD time for the others. Here, the MD time is the number of trajectories multiplied by the trajectory length \( \tau \), which takes \( \tau = 0.25 \) for \( \kappa_{ud} = 0.13781 \) and \( 0.13770 \), and \( \tau = 0.5 \) for the other \( \kappa_{ud} \).

We calculate the time correlation functions on the gauge configurations shifted by \( T_{\text{shift}} \) in the temporal direction and take an average of them to improve the statistics. We use \( T_{\text{shift}} \) listed in Table I, but do not include \( T_{\text{shift}} = 0 \) for the analysis of the \( KK(I = 1) \) system in all the quark masses.

### III. RESULTS OF THE SCATTERING LENGTH

#### A. Time correlation functions and effective masses

The time correlation functions of the \( \pi \pi(I = 2) \), \( \pi K(I = 1) \), \( \pi K(I = 3/2) \), and \( \pi K(I = 1/2) \) systems which are defined in Eqs. (5), (9), (11), and (14), are plotted in the columns (a), (b), (c), and (d) of Fig. 2, respectively. Each row in Fig. 2 represents the time correlation functions for \( m_\pi = 0.17, 0.30, 0.41, 0.57 \) and 0.71 GeV. For the repulsive channels, \( \pi \pi(I = 2) \), \( KK(I = 1) \), and \( \pi K(I = 3/2) \), we employ both methods I and II for the calculation of the time correlation function as explained before. The two results are compared in the figure. For \( \pi K(I = 1/2) \) plotted in column (d), the absolute values of each component of \( |G^{(1/2)}(t)| \) are presented. As discussed in the previous section, we employ only method II for this channel. The open symbols represent the diagonal elements of \( G^{(1/2)}(t) \). The filled symbols represent the off-diagonal elements, whose signs are reversed.

The effective masses for the repulsive channel, \( \pi \pi(I = 2) \), \( KK(I = 1) \), and \( \pi K(I = 3/2) \) systems are plotted in columns (a), (b), and (c) of Fig. 3, respectively. Each row of Fig. 3 represents the effective masses for \( m_\pi = 0.17, 0.30, 0.41, 0.57 \), and 0.71 GeV. We show the results with method I by squares and method II by circles. We observe clear plateaus for all the cases. We also find that the two methods give the same results of the effective masses. This supports that our choice of \( t_1 = 53 \) is enough large for the dominance of the one particle state in the time correlation functions.

For the \( \pi K(I = 1/2) \) system, we calculate the effective masses for the eigenvalues \( \tilde{G}_{n}(t) = \text{EV}[|G^{(1/2)}(t_R)|^{-1} \cdot G^{(1/2)}(t)]_n \) in Eq. (17) for the lowest \( (n = 0) \) state and the next-lowest \( (n = 1) \) state. They are plotted in columns (a) and (b) of Fig. 4. One sees that the effective mass of the \( n = 0 \) state shows a clear plateau in the small \( m_\pi \) region \( (m_\pi = 0.17-0.57 \) GeV), while it does only a short plateau at the large \( m_\pi \) \( (m_\pi = 0.71 \) GeV). The reason will be discussed in Sec. III C.

### Table I: The quark-mass parameters and corresponding hadron masses. We do not include \( T_{\text{shift}} = 0 \) for the analysis of the \( KK(I = 1) \) system.

<table>
<thead>
<tr>
<th>( \kappa_{ud} )</th>
<th>( \kappa_s )</th>
<th>( m_\pi ) [GeV]</th>
<th>( m_K ) [GeV]</th>
<th>( N_{\text{conf}} )</th>
<th>( T_{\text{shift}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.13781</td>
<td>0.13640</td>
<td>0.1661(58)</td>
<td>0.5594(23)</td>
<td>154</td>
<td>0, 16, 32, 48</td>
</tr>
<tr>
<td>0.13770</td>
<td>0.13640</td>
<td>0.2973(23)</td>
<td>0.5975(17)</td>
<td>800</td>
<td>0, 16, 32</td>
</tr>
<tr>
<td>0.13754</td>
<td>0.13640</td>
<td>0.4144(16)</td>
<td>0.6401(13)</td>
<td>450</td>
<td>0, 16, 32, 48</td>
</tr>
<tr>
<td>0.13727</td>
<td>0.13640</td>
<td>0.5746(13)</td>
<td>0.7190(12)</td>
<td>400</td>
<td>0, 16, 32, 48</td>
</tr>
<tr>
<td>0.13700</td>
<td>0.13640</td>
<td>0.7069(12)</td>
<td>0.7953(12)</td>
<td>400</td>
<td>0, 16, 32, 48</td>
</tr>
</tbody>
</table>
B. Scattering length for repulsive channels

\[ \pi\pi(I = 2), KK(I = 1) \text{ and } \pi K(I = 3/2) \]

For the \( \pi\pi(I = 2), KK(I = 1), \text{ and } \pi K(I = 3/2) \) systems, we extract the energy of the lowest state by a single exponential fit for the time correlation functions, \( G(t) \), \( G_1(t) \), and \( G^{(3/2)}(t) \) in Eqs. (5), (9), and (11). As shown in Sec. III A, the effective masses of the time correlation functions obtained by methods I and II give the consistent results. Thus, we average over the energies extracted from these two time correlation functions. In Tables II, III, and IV, we tabulate the fit range, the energy \( E \), and the scattering momentum \( k \). We evaluate the scattering phase shift \( \delta_0(k) \) by substituting \( k \) into Eq. (1), which is also tabulated in the tables.

In all the cases, \( \tan \delta_0 \) is negative, so that the interaction is repulsive. If the interaction between two particles is not strong, then the scattering momentum \( k^2 \) takes a small value and \( \tan \delta_0(k)/k \) can be expanded in terms of \( k^2 \) as

\[
[\tan \delta_0(k)/k]^{-1} = \frac{1}{a_0} + \frac{1}{2} r_{\text{eff}} k^2 + \mathcal{O}(k^4),
\]

where \( a_0 \) is the scattering length and \( r_{\text{eff}} \) is the effective range. In the following, we assume that \( \mathcal{O}(k^4) \) and the higher terms can be neglected in (33) at all \( m_x \) for the repulsive channel, and we regard the first term of (33) as the inverse of the scattering length.
C. Scattering length for the attractive channel \([\pi K(I=1/2)]\)

In order to clearly show the contamination from the higher states for the \(\pi K(I=1/2)\) system, we consider the ratios,

\[
R_i(t) = \frac{G^{(1/2)}_{ii}(t)}{G^{(1/2)}_{ii}(t_R)} \cdot [e^{-(m_\pi+m_K)(t-t_R)}]^{-1} \quad (i = 0, 1),
\]

\[
D_n(t) = \text{EV}[G^{(1/2)}(t_R)]^{-1} \cdot G^{(1/2)}(t) \cdot [e^{-(m_\pi+m_K)(t-t_R)}]^{-1} \quad (n = 0, 1).
\] (34)

FIG. 3. The effective masses in the physical unit (GeV) for (a) the \(\pi\pi(I=2)\), (b) the \(KK(I=1)\), and (c) the \(\pi K(I=3/2)\) systems at \(m_\pi = 0.17, 0.30, 0.41, 0.57, \) and 0.71 GeV. The results of the two methods, methods I (squares) and II (circles), are shown.
In Fig. 5, $R_0(t)$ (open circles), $R_1(t)$ (open squares), $D_0(t)$ (filled circles), and $D_1(t)$ (filled squares) are plotted. Each row of Fig. 5 represents the results for $m_\pi = 0.17, 0.30, 0.41, 0.57$ and 0.71 GeV, respectively. Note that for $m_\pi = 0.71$ GeV, $R_1(t)$ is plotted in the left panel and $R_0(t)$ in the right panel, which is different from the other masses.

We find that the difference between $R_0(t)$ and $D_0(t)$ is small for $m_\pi = 0.17$–0.30 GeV in Fig. 5. This means that the $\pi K$-type operator $[\Omega_0^{(1/2)}]$ has a large overlap with the $\pi K(I=1/2)$ lowest

FIG. 4. The effective masses in the physical unit (GeV) for (a) the lowest $\pi K(I=1/2)$ ($n=0$) and (b) the next-lowest $\pi K(I=1/2)$ ($n=1$) systems at $m_\pi = 0.17, 0.30, 0.41, 0.57$ and 0.71 GeV.
lowest \( (n=0) \) state for the small quark mass. On the other hand, at \( m_{\pi} = 0.71 \text{ GeV} \), \( D_0(t) \) is very different from \( R_0(t) \) and is similar to \( R_1(t) \). This means that the operator which has a large overlap with the \( n=0 \) state is the \( \bar{s}u \)-type operator \([\Omega^{1/2}]\) for the large quark mass. We can also read out this tendency from the effective masses.

As we have observed in Fig. 4, at \( m_{\pi} = 0.71 \text{ GeV} \), the statistical error of the effective mass of the \( n=0 \) state is larger than that of the next-lowest \( (n=1) \) state. This can be attributed to a fact that \( G_{11}^{(1/2)}(t) \) has a larger statistical error, and is the dominant contribution to the \( n=0 \) state.

FIG. 5. \( R_0(t) \) (open circles), \( R_1(t) \) (open squares), \( D_0(t) \) (filled circles), and \( D_1(t) \) (filled squares) are plotted. Each row represents the results at \( m_{\pi} = 0.17, 0.30, 0.41, 0.57, \) and \( 0.71 \) GeV, respectively.
SCATTERING LENGTHS FOR TWO PSEUDOSCALAR MESON

Table II. The energy $E$, the scattering momentum $k$, and the scattering phase shift $\delta_0(k)$ for the lowest state of the S-wave $\pi\pi(I=2)$ system. The fit range for the extraction of the energy $E$ from the time correlation are also tabulated. $E^\text{free} = 2m_{\pi}$ is also shown for a guide.

<table>
<thead>
<tr>
<th>$\kappa_{ud}$</th>
<th>$m_{\pi}$</th>
<th>$E$ [GeV]</th>
<th>$k^2$ [GeV$^2$]</th>
<th>$[\tan \delta_0(k)/k]^{-1}$ [GeV]</th>
<th>$[\tan \delta_0(k)/k]$ [fm]</th>
<th>$[\tan \delta_0(k)/k] \cdot m_{\pi}$</th>
<th>$\delta_0(k)$ [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.13781$</td>
<td>$0.1661(58)$</td>
<td>$0.332(12)$</td>
<td>$0.00256(25)$</td>
<td>$-1.78(16)$</td>
<td>$-0.1113(97)$</td>
<td>$-0.0936(64)$</td>
<td>$-1.64(22)$</td>
</tr>
<tr>
<td>$0.13770$</td>
<td>$0.2973(23)$</td>
<td>$0.5947(47)$</td>
<td>$0.00229(23)$</td>
<td>$-1.96(18)$</td>
<td>$-1.0100(92)$</td>
<td>$-0.1520(14)$</td>
<td>$-1.40(20)$</td>
</tr>
<tr>
<td>$0.13754$</td>
<td>$0.2973(23)$</td>
<td>$0.8288(32)$</td>
<td>$0.00285(18)$</td>
<td>$-1.61(89)$</td>
<td>$-1.1225(68)$</td>
<td>$-0.257(14)$</td>
<td>$-1.90(16)$</td>
</tr>
<tr>
<td>$0.13727$</td>
<td>$0.4144(16)$</td>
<td>$0.8357(33)$</td>
<td>$0.00292(18)$</td>
<td>$-1.574(87)$</td>
<td>$-1.1254(70)$</td>
<td>$-0.365(21)$</td>
<td>$-1.97(17)$</td>
</tr>
<tr>
<td>$0.13700$</td>
<td>$0.5746(13)$</td>
<td>$1.1492(26)$</td>
<td>$0.00302(11)$</td>
<td>$-1.531(48)$</td>
<td>$-1.289(41)$</td>
<td>$-0.462(15)$</td>
<td>$-2.05(10)$</td>
</tr>
</tbody>
</table>

Table III. The same as Table II for the S-wave $KK(I=1)$ system ($E^\text{free} = 2m_{K}$).

<table>
<thead>
<tr>
<th>$\kappa_{ud}$</th>
<th>$m_{\pi}$</th>
<th>$E$ [GeV]</th>
<th>$k^2$ [GeV$^2$]</th>
<th>$[\tan \delta_0(k)/k]^{-1}$ [GeV]</th>
<th>$[\tan \delta_0(k)/k]$ [fm]</th>
<th>$[\tan \delta_0(k)/k] \cdot m_{K}$</th>
<th>$\delta_0(k)$ [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.13781$</td>
<td>$0.1661(58)$</td>
<td>$1.1188(46)$</td>
<td>$0.00382(71)$</td>
<td>$-1.26(20)$</td>
<td>$-0.158(25)$</td>
<td>$-0.448(71)$</td>
<td>$-2.84(71)$</td>
</tr>
<tr>
<td>$0.13770$</td>
<td>$0.2973(23)$</td>
<td>$1.1950(35)$</td>
<td>$0.00321(20)$</td>
<td>$-1.45(80)$</td>
<td>$-0.1361(75)$</td>
<td>$-0.422(23)$</td>
<td>$-2.24(19)$</td>
</tr>
<tr>
<td>$0.13754$</td>
<td>$0.2973(23)$</td>
<td>$1.2802(26)$</td>
<td>$0.00362(22)$</td>
<td>$-1.306(70)$</td>
<td>$-0.1511(80)$</td>
<td>$-0.490(26)$</td>
<td>$-2.64(22)$</td>
</tr>
<tr>
<td>$0.13727$</td>
<td>$0.4144(16)$</td>
<td>$1.4381(24)$</td>
<td>$0.00303(32)$</td>
<td>$-1.53(14)$</td>
<td>$-0.130(12)$</td>
<td>$-0.471(44)$</td>
<td>$-2.07(30)$</td>
</tr>
<tr>
<td>$0.13700$</td>
<td>$0.5746(13)$</td>
<td>$1.5905(24)$</td>
<td>$0.00307(22)$</td>
<td>$-1.510(94)$</td>
<td>$-0.1308(81)$</td>
<td>$-0.527(33)$</td>
<td>$-2.10(21)$</td>
</tr>
</tbody>
</table>

We show the fit range, the energy $E$, and the scattering momentum $k$ in Table V for the lowest state ($n = 0$) and Table VI for the next-lowest state ($n = 1$). We find that $k^2$ is negative and the interaction is attractive for the $n = 0$ state. We evaluate the scattering phase shift $\delta_0(k)$ by substituting $k$ into Eq. (1), which are also tabulated in the tables. For the $n = 1$ state at $m_{\pi} = 0.17$ and 0.71 GeV, $k^2$ gets across the divergence points of the function $\sqrt{4\pi g_{00}(k;1)}$ within the statistical errors and the values of $[\tan \delta_0(k)/k]^{-1}$ diverge. For the $n = 1$ state at $m_{\pi} = 0.30$ and 0.41 GeV, $k^2$ gets across the zero points of $\sqrt{4\pi g_{00}(k;1)}$ within the statistical errors and the values of $[\tan \delta_0(k)/k]^{-1}$ diverge. In Table VI, these values are omitted.

In Fig. 6, the energy eigenvalues of the $n = 0$ and $n = 1$ states are plotted as a function of $m_{\pi}^2$. The two dashed lines are the energies of the $n = 0$ and $n = 1$ states for the noninteracting $\pi\pi$ system, which are given by

$$E_{0}^\text{free} = m_\pi + m_K,$$

$$E_{1}^\text{free} = \sqrt{m_\pi^2 + (2\pi/La)^2} + \sqrt{m_K^2 + (2\pi/La)^2}.$$
TABLE V. The same as Table II for the lowest (n = 0) state of the S-wave πK(I = 1/2) system (\(E_{\pi}^{\text{free}} = m_{\pi} + m_{K}\)) except for \(\sigma_0(k)\). \(\sigma_0(k)\) is a real function defined by the analytic continuation as \(\tan \sigma_0(k) = \tan \delta_0(k)/k (k^2 = -k^2)\). It is noted that \(\sigma_0(k)\) is not the physical scattering phase shift.

<table>
<thead>
<tr>
<th>(\kappa_{ud})</th>
<th>(m_x) [GeV]</th>
<th>(E_{\pi}^{\text{free}}) [GeV]</th>
<th>(k^2) [GeV^2]</th>
<th>([\tan \delta_0(k)/k]^{-1}) [GeV]</th>
<th>([\tan \delta_0(k)/k]) [fm]</th>
<th>([\tan \delta_0(k)/k] \cdot \mu_{\pi K})</th>
<th>([\tan \delta_0(k)/k] \cdot m_x)</th>
<th>(\sigma_0(k)) [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.13781</td>
<td>0.16615(58)</td>
<td>0.7261(82)</td>
<td>-0.00332(59)</td>
<td>1.07(23)</td>
<td>0.188(41)</td>
<td>0.122(27)</td>
<td>0.158(36)</td>
<td>3.12(98)</td>
</tr>
<tr>
<td>0.13770</td>
<td>0.2973(23)</td>
<td>0.8949(38)</td>
<td>-0.00689(49)</td>
<td>0.380(42)</td>
<td>0.520(59)</td>
<td>0.523(60)</td>
<td>0.784(89)</td>
<td>12.3(1.8)</td>
</tr>
<tr>
<td>0.13754</td>
<td>0.4144(16)</td>
<td>1.0545(28)</td>
<td>-0.01018(78)</td>
<td>0.184(32)</td>
<td>1.08(18)</td>
<td>1.37(24)</td>
<td>2.26(39)</td>
<td>28.8(5.1)</td>
</tr>
<tr>
<td>0.13727</td>
<td>0.5746(13)</td>
<td>1.2037(25)</td>
<td>-0.02092(29)</td>
<td>-0.038(32)</td>
<td>-5.9(6.8)</td>
<td>-10.1(11)</td>
<td>-17.2(20)</td>
<td>-75.1(11)</td>
</tr>
<tr>
<td>0.13700</td>
<td>0.7069(12)</td>
<td>1.2605(57)</td>
<td>-0.06410</td>
<td>-0.239(26)</td>
<td>-0.826(89)</td>
<td>-1.57(17)</td>
<td>-2.96(32)</td>
<td>-46.68(74)</td>
</tr>
</tbody>
</table>

TABLE VI. The same as Table II for the next-lowest (n = 1) state of the S-wave πK(I = 1/2) system. We take \(E_1^{\text{free}} = \sqrt{m_x^2 + p^2 + m_K^2}\) with \(p = 2\pi/La\).

<table>
<thead>
<tr>
<th>(\kappa_{ud})</th>
<th>(m_x) [GeV]</th>
<th>(E_{\pi}^{\text{free}}) [GeV]</th>
<th>(k^2) [GeV^2]</th>
<th>([\tan \delta_0(k)/k]^{-1}) [GeV]</th>
<th>([\tan \delta_0(k)/k]) [fm]</th>
<th>([\tan \delta_0(k)/k] \cdot \mu_{\pi K})</th>
<th>([\tan \delta_0(k)/k] \cdot m_x)</th>
<th>(\delta_0(k)) [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.13781</td>
<td>0.16615(58)</td>
<td>1.1679(40)</td>
<td>0.182(99)</td>
<td>0.18(29)</td>
<td>0.10(15)</td>
<td>-1.18(63)</td>
<td>-3.4(1.8)</td>
<td>-52.2(20)</td>
</tr>
<tr>
<td>0.13770</td>
<td>0.2973(23)</td>
<td>1.2600(26)</td>
<td>0.116(37)</td>
<td>0.10(15)</td>
<td>-1.18(63)</td>
<td>-1.9(1.0)</td>
<td>-3.4(1.8)</td>
<td>-52.2(20)</td>
</tr>
<tr>
<td>0.13754</td>
<td>0.4144(16)</td>
<td>1.3693(21)</td>
<td>0.106(26)</td>
<td>0.10(15)</td>
<td>-1.18(63)</td>
<td>-1.9(1.0)</td>
<td>-3.4(1.8)</td>
<td>-52.2(20)</td>
</tr>
<tr>
<td>0.13727</td>
<td>0.5746(13)</td>
<td>1.5563(21)</td>
<td>0.047(20)</td>
<td>0.10(15)</td>
<td>-1.18(63)</td>
<td>-1.9(1.0)</td>
<td>-3.4(1.8)</td>
<td>-52.2(20)</td>
</tr>
<tr>
<td>0.13700</td>
<td>0.7069(12)</td>
<td>1.7322(21)</td>
<td>0.0036(78)</td>
<td>0.10(15)</td>
<td>-1.18(63)</td>
<td>-1.9(1.0)</td>
<td>-3.4(1.8)</td>
<td>-52.2(20)</td>
</tr>
</tbody>
</table>

The continuous values of these for \(m_x^2\) are given by a linear interpolation from the measured value of \(m_{\pi K}^2\). From Fig. 6, we find that the energies of the \(n = 0\) states lie near \(E_0^{\text{free}}\) in the small \(m_x\) region (\(m_x = 0.17\)–0.41 GeV), while it is lower than \(E_0^{\text{free}}\) in the largest \(m_x\) (\(m_x = 0.71\) GeV). The energy of the \(n = 1\) state lies near \(E_1^{\text{free}}\) in the smallest \(m_x\) (\(m_x = 0.17\) GeV). It deviates from \(E_1^{\text{free}}\), and gets closer to \(E_0^{\text{free}}\) for larger \(m_x\). We note that similar features of the \(n = 0\) state in the scalar meson channel have already reported in Refs. [27–30].

FIG. 6. The energies of the lowest state (circles) and the next-lowest state (squares) for the \(\pi K(I = 1/2)\) system as a function of \(m_x^2\). The energies of the free \(\pi K\) system are also shown by dashed lines.

FIG. 7. \(\sqrt{4\pi g_{\pi 0}(k; 1)}\) (dashed line), and the results of \([\tan \delta_0(k)/k]^{-1}\) (open symbols) as a function of \(k^2\). A solid line is \(\tan \delta_0(k) = -i\) which corresponds to a formation of the bound state.
TABLE VII. The quark formulation, the number of flavor $N_f$, the lattice spacing $a$, the spatial extent $La$, and the pion-mass range of the present and previous studies.

<table>
<thead>
<tr>
<th></th>
<th>Quark formulation</th>
<th>$N_f$</th>
<th>$a$ [fm]</th>
<th>$La$ [fm]</th>
<th>$m_\pi$ [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>The present work</td>
<td>Improved Wilson</td>
<td>2 + 1</td>
<td>0.090</td>
<td>2.9</td>
<td>0.17 - 0.71</td>
</tr>
<tr>
<td>NPLQCD [12,15,18]</td>
<td>Improved staggered + domain-wall (valence)</td>
<td>2 + 1</td>
<td>0.125</td>
<td>2.5</td>
<td>0.29 - 0.60</td>
</tr>
<tr>
<td>RBC and UK [3]</td>
<td>Domain-wall</td>
<td>2 + 1</td>
<td>0.114</td>
<td>1.8</td>
<td>0.43 - 0.67</td>
</tr>
<tr>
<td>ETM [13]</td>
<td>Maximally twisted-mass</td>
<td>2</td>
<td>0.067</td>
<td>2.1</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.086</td>
<td>2.1</td>
<td>0.39 - 0.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.086</td>
<td>2.7</td>
<td>0.27 - 0.31</td>
</tr>
<tr>
<td>Yagi et al. [14]</td>
<td>Overlap</td>
<td>2</td>
<td>0.118</td>
<td>1.9</td>
<td>0.29 - 0.75</td>
</tr>
<tr>
<td>Fu [5]</td>
<td>Improved staggered</td>
<td>2 + 1</td>
<td>0.12</td>
<td>2.7</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.4</td>
<td>0.32 - 0.37</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.15</td>
<td>3.0</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.5</td>
<td>0.33 - 0.46</td>
<td></td>
</tr>
<tr>
<td>Fu [19]</td>
<td>Improved staggered</td>
<td>2 + 1</td>
<td>0.15</td>
<td>2.5</td>
<td>0.33 - 0.46</td>
</tr>
<tr>
<td>Lang et al. [20]</td>
<td>Improved Wilson</td>
<td>2</td>
<td>0.124</td>
<td>2.0</td>
<td>0.27</td>
</tr>
</tbody>
</table>

In order to more clearly show this phenomena, we plot $[\tan \delta_0(k)/k]^{-1}$ in Fig. 7, where the dashed line is the function given by the right-hand side of Eq. (1). A solid line is $\tan \delta_0(k) = -i$. The $n = 1$ states at $m_\pi = 0.17, 0.71$ GeV are not plotted because they are across the divergent points of $\sqrt{4\pi g_{\mu\pi}(k; 1)}$. Because of the strong attraction, $[\tan \delta_0(k)/k]^{-1}$ of the $n = 0$ state changes the sign, and $\tan \delta_0(k) = -i$ at $m_\pi = 0.71$ GeV. This suggests a bound state formation at $m_\pi = 0.71$ GeV.

In the following discussion, we concentrate only on the $n = 0$ state, because the statistics of the phase shift for the $n = 1$ state is not enough to analyze the quark-mass dependence and obtain the value at the physical quark mass. Figures 6 and 7 suggest that the values of the scattering phase shift of the $n = 0$ state for $m_\pi \geq 0.57$ GeV might be strongly affected by the existence of the bound state. In that case, we need the higher order term of $k^2$ in Eq. (33) to obtain the scattering length. In the present work, we assume that $\mathcal{O}(k^2)$ terms in Eq. (33) can be neglected for $m_\pi \leq 0.41$ GeV, and we regard $\tan \delta_0(k)/k$ as the scattering length $a_0$.

D. Comparison with the previous studies at several quark masses

In this section we compare our results with the previous studies [3,5,12–15,18–20]. In Table VII, the quark formulation, the number of flavor $N_f$, the lattice spacing $a$, the spatial extent $La$, and the pion mass $m_\pi$ for the present and previous studies are summarized. In Fig. 8, $a_0^{(2)} m_\pi$ for $\pi\pi(I = 2)$, $a_0^{(1)} m_K$ for $KK(I = 1)$, $a_0^{(3/2)} \mu_{\pi K}$ for $\pi K(I = 3/2)$, and $a_0^{(1/2)} \mu_{\pi K}$ for $\pi K(I = 1/2)$ are compared for $m_\pi < 0.63$ GeV, where $\mu_{\pi K} \equiv m_\pi m_K/(m_\pi + m_K)$ is the reduced mass of $\pi$ and $K$. These calculations

FIG. 8. Comparison of the present results with the previous lattice studies [3,4,12–15,18–20]. $a_0^{(2)} m_\pi$ for $\pi\pi(I = 2)$, $a_0^{(1)} m_K$ for $KK(I = 1)$, $a_0^{(3/2)} \mu_{\pi K}$ for $\pi K(I = 3/2)$ and $a_0^{(1/2)} \mu_{\pi K}$ for $\pi K(I = 1/2)$ are plotted. For Yagi et al. [14], the finite-volume corrected values are plotted.
are performed with the different lattice spacings and quark formulations. The strange quark mass is set near the physical strange quark mass. In the figure, we find that all the results for $\pi\pi$ and $KK$ systems are almost consistent. Our results for the $\pi K (I = 3/2, 1/2)$ systems are reasonably consistent with the ones of the NPLQCD Collaboration [18] and Lang et al. [20], while large discrepancies from Fu's results [19] are found. We can consider some possible reasons for the discrepancies, e.g., the discretization error, but we need further investigation for a conclusion.

IV. CHIRAL ANALYSIS

A. Chiral analysis with $\mathcal{O}(p^4)$ ChPT

In this section, we investigate the quark-mass dependence of the scattering lengths to evaluate the value at the physical quark mass. For this purpose, first, we consider the ChPT formulas in $\mathcal{O}(p^4)$ given in Refs. [31–33]. The scattering lengths of the $\pi\pi (I = 2)$, $KK (I = 1)$, $\pi K (I = 3/2)$, and $\pi K (I = 1/2)$ systems can be written by

$$a_0^{(2)} m_\pi = \frac{m_\pi^2}{16\pi f_\pi^2} \left[ -1 + \frac{16}{f_\pi} \left[ m_\pi^2 L' - \frac{m_\pi^2}{2} L_5 + \zeta^{(2)} \right] \right].$$

(37)

$$a_0^{(1)} m_K = \frac{m_K^2}{16\pi f_K^2} \left[ -1 + \frac{16}{f_K} \left[ m_K^2 L' - \frac{m_K^2}{2} L_5 + \zeta^{(1)} \right] \right].$$

(38)

$$a_0^{(3/2)} \mu_{\pi K} = \frac{\mu_{\pi K}}{8\pi f_{\pi f_K}} \left[ -1 + \frac{16}{f_{\pi f_K}} \left[ m_\pi m_K L' \right. \right.$$  

$$\left. - \frac{m_\pi^2 + m_K^2}{4} L_5 + \zeta^{(3/2)} \right] \right].$$

(39)

$$a_0^{(1/2)} \mu_{\pi K} = \frac{\mu_{\pi K}}{8\pi f_{\pi f_K}} \left[ 2 + \frac{16}{f_{\pi f_K}} \left[ m_\pi m_K L' \right. \right.$$  

$$\left. + 2 \frac{m_\pi^2 + m_K^2}{4} L_5 + \zeta^{(1/2)} \right] \right].$$

(40)

where the formulas are written by $\mathcal{O}(p^4)$ values of the masses of the Nambu-Goldstone (NG) bosons ($m_\pi$ and $m_K$) and the decay constants ($f_\pi$ and $f_K$), which are not the parameter of ChPT and depend on the quark masses. The normalization of $f_\pi = 0.092$ GeV at the physical point is adopted. The constants $L_5$ and

$$L' = 2L_1 + 2L_2 + L_3 - 2L_4 - L_5/2 + 2L_6 + L_8$$

(41)

are the LECs defined in Ref. [31] at a renormalization scale $\mu$. In the present work, we adopt $\mu = 0.770$ GeV. $\zeta^{(2)}(1,3/2), (1/2)$ are known functions with chiral logarithmic terms, which are given in the Appendix.

In the chiral analysis, we fit our results of the scattering length with the ChPT formulas in Eqs. (37)–(40) for all the channels simultaneously, where the values of $m_\pi$, $m_K$, $f_\pi$, and $f_K$ in the formulas are fixed to the measured values by the lattice calculations at each quark mass. The free parameters in the fitting are the LECs ($L_5$ and $L'$).

For the other fitting procedure, we rewrite the ChPT formulas in terms of the quark mass and the decay constant at $m_q = 0$, $F$, and fit our results with the formulas, regarding the LECs ($L_5$ and $L'$) and $F$ as a free parameter of the fitting. In this case the measured values of the decay constants $f_\pi$ and $f_K$ are not used. However, it was shown that using the measured values $f_\pi$ significantly improves the convergence of the chiral expansion in the studies of the $\pi\pi (I = 2)$ scattering lengths in Refs. [12,13]. Motivated from these studies, we adopt the chiral analysis with the measured values in the present work.

Before showing the results of the chiral analysis, we explain the decay constant used in the present work. The values of $f_\pi$ and $f_K$ in the same lattice setup have been calculated in Ref. [25]. They are defined in the normalization with $f_\pi = 0.130$ GeV at the physical point and evaluated with the perturbative renormalization factor $Z_A$. In the present work, we convert them to the values in the normalization with $f_\pi = 0.092$ GeV, and also to the values evaluated with the nonperturbative renormalization factor $Z_{NP}$ by multiplying $Z_{NP}/(u_0 Z_A)$. Here, $u_0 = p^{1/4}$ is the correction factor of the tadpole improved renormalization with plaquette value $P$ and takes $u_0 = 0.86968135$ (Ref. [34]). The renormalization factors are given by $Z_A = 0.94279347$ in Refs. [35–37] and $Z_{NP} = 0.781(20)$ in Ref. [34]. Converted values of $f_\pi$ and $f_K$ used in the present work are listed in Table VIII. Here, the systematic uncertainty for the determination of the renormalization factor $Z_{NP}$ is added to the statistical errors in quadrature.

Here, we show the results of the analysis with the ChPT formulas of Eqs. (37), (38), (39), and (40). In the fitting,

| $m_\pi$ [GeV] | 0.17 | 0.30 | 0.41 | 0.57 | 0.71 |
| $f_\pi$ [GeV] | 0.0960(57) | 0.1030(29) | 0.1105(29) | 0.1260(42) | 0.1327(38) |
| $f_K$ [GeV] | 0.1148(35) | 0.1195(32) | 0.1246(33) | 0.1353(41) | 0.1392(40) |
FIG. 9. Fitting results of the $O(p^4)$ ChPT fit with the data sets A, B, and C. The data are represented by circles, and those used in the fit by filled symbols. The fitting results by the ChPT formulas are denoted by squares.
correlations among the scattering lengths for the different channels are taken into account by the covariance matrix among them. The statistical errors of the fitting results of LECs are evaluated by the jackknife method. The errors of \( f_x \) and \( f_K \) are not included. The systematic error from the uncertainty for \( f_x \) and \( f_K \) is discussed in Sec. V B 3.

It was found in Ref. [25] that the formulas of \( \mathcal{O}(p^4) \) ChPT describe the quark-mass dependence for \( m_x, m_K \), and \( f_x \) in \( m_x \leq 0.41 \text{ GeV} \), and \( f_K \) in \( m_x \leq 0.30 \text{ GeV} \) well. From this, we consider that the formula of \( \mathcal{O}(p^4) \) ChPT can be safely applied to our scattering length in these mass ranges. In the present work, for the repulsive channels, we analyze the following data:

\[
\begin{align*}
  a_0^{(2)}(m) &\text{ for } m_x = 0.17, 0.30, 0.41 \text{ GeV}, \\
  a_0^{(1)}(m_K) &\text{ for } m_x = 0.17, 0.30 \text{ GeV}, \\
  a_0^{(3/2)}(\mu_{xK}) &\text{ for } m_x = 0.17, 0.30 \text{ GeV}.
\end{align*}
\]  

(42)

For the \( \pi K (I = 1/2) \) system, in the continuum theory, it is known that the convergence of the ChPT is not good compared with those for the repulsive channel. Thus, we need to test the convergence of the ChPT formula in this channel. In the present work, we consider the following three data sets of \( a_0^{(3/2)}(\mu_{xK}) \) with the data in Eq. (42) for the chiral analysis, and investigate the stability of the fitting.

- data set A: not data,
- data set B: \( m_x = 0.17 \) GeV,
- data set C: \( m_x = 0.17, 0.30 \) GeV.

(43)

where these data sets are called data sets A, B, and C.

In Fig. 9, we plot the data results of the ChPT formulas with the data sets A, B, and C. In all the cases, the ChPT formulas reproduce the data for \( a_0^{(2)}(m) \) in \( m_x = 0.30, 0.41 \text{ GeV} \), \( a_0^{(1)}(m_K) \), \( a_0^{(3/2)}(\mu_{xK}) \), and \( a_0^{(1)}(\mu_{xK}) \) at \( m_x = 0.30 \text{ GeV} \) well. At \( m_x = 0.17 \) GeV, however, the fitting results for some channels are not consistent with the data points. The deviation between the data and the fitting results can be also seen in the values of \( \chi^2/N_{\text{d.o.f.}} \). \( N_{\text{d.o.f.}} \) is the degrees of freedom in the fit, which are plotted in Fig. 10 together with results of LECs \( (10^3 \cdot L_5 \text{ and } 10^3 \cdot L') \). For each data set, \( \chi^2/N_{\text{d.o.f.}} \) takes a huge number, \( \mathcal{O}(10) \). This shows that the fitting with the \( \mathcal{O}(p^4) \) ChPT formulas in Eqs. (37)–(40) does not work for our results of the scattering length.

### B. Chiral analysis with \( \mathcal{O}(p^4) \) WChPT

The scattering length vanishes in the chiral limit due to the chiral symmetry. But, for the Wilson fermion, it does not vanish due to the explicit chiral symmetry breaking from the Wilson term. We consider that an effect of this symmetry breaking causes the discrepancy between the our data and the formulas of ChPT. In order to investigate this, we need to consider the ChPT including the effect of the explicit chiral symmetry breaking, which has been proposed in Refs. [38–44], and usually called the WChPT. The WChPT formula for the \( a_0^{(3)}(m_x) \) has been given by Ref. [45] in the case of \( N_f = 2 \). Here, we extend it to the WChPT formulas for the other scattering systems in the case of \( N_f = 2 + 1 \).

When we apply the WChPT to a chiral analysis, we choose an appropriate order counting rule for the quark mass \( m_q \) and the lattice cutoff \( a \) for our lattice data. Our calculations are done with the nonperturbatively \( \mathcal{O}(a) \)-improved theory; thus, we treat only the terms higher than \( \mathcal{O}(a^2) \) in the Lagrangian. In the present work, we adopt the following counting rule:

**CR1**

\[
\begin{align*}
  \text{LO}: &\quad p^2, m_q \\
  \text{NLO}: &\quad p^4, p^2 m_q, m_q^2, a^2.
\end{align*}
\]  

(44)

In the following, we call this counting rule CR1. A dependence of the choice of the counting rule will be discussed in the next section.

In this counting rule, the scattering lengths for the \( \pi\pi(I = 2), KK(I = 1), \pi K(I = 3/2), \text{ and } \pi K(I = 1/2) \) systems are given by

\[
\begin{align*}
  a_0^{(2)}(m) &\text{ for } m_x \in \mathcal{O}(\text{ChPT}) - \frac{g^2 a^2}{16\pi f_x^2}, \\
  a_0^{(1)}(m_K) &\text{ for } m_x \in \mathcal{O}(\text{ChPT}) - \frac{g^2 a^2}{16\pi f_K^2}, \\
  a_0^{(3/2)}(\mu_{xK}) &\text{ for } m_x \in \mathcal{O}(\text{ChPT}) - \frac{g^2 a^2}{8\pi f_x f_K^2} \cdot \frac{\mu_{xK}}{m_x m_K}.
\end{align*}
\]  

(45)

(46)

(47)

### FIG. 10

\( \chi^2/N_{\text{d.o.f.}} \) and LECs \( (10^3 \cdot L_5 \text{ and } 10^3 \cdot L') \) determined in the \( \mathcal{O}(p^4) \) ChPT fit with the data sets A, B and C.
FIG. 11. Fitting results of the $O(p^4)$ WChPT fit with the data sets A, B, and C. The data are represented by circles, and those used in the fit especially, are denoted by filled symbols. The fitting results by the WChPT formulas are denoted by squares.
\[
a^{(1/2)}_0 \mu_{\pi K} = a^{(1/2)}_0 \mu_{\pi K}^{\text{ChPT}} = \frac{c_2 a^2}{8 \pi f \sqrt{f_K}} \cdot \frac{m_{\pi}^2}{m_{\pi} m_K},
\]
where \( a^{(2)}_0 m_{\chi}^{\text{ChPT}}, a^{(1)}_0 m_{K}^{\text{ChPT}}, a^{(3/2)}_0 \mu_{\chi K}^{\text{ChPT}}, \) and \( a^{(1/2)}_0 \mu_{\pi K}^{\text{ChPT}} \) are the ChPT formulas given by Eqs. (37), (38), (39), and (40), respectively. \( c_2 \) is a LEC of the WChPT. The details of these formulas are discussed in the Appendix.

Like as for the ChPT fit, we fix \( m_\pi, m_K, f_\pi, \) and \( f_K \) in the WChPT formulas, the measured values by the lattice calculations at each quark mass. We fit our results with the formulas regarding the LECs \( (L_5, L', \text{and } c_2) \) as free parameters. In Fig. 11, we plot the fitting results of the WChPT formulas with the data sets A, B, and C. We find that the fitting results at \( m_\pi = 0.17 \text{ GeV} \) are consistent with the data points. We show more detailed information in Fig. 12, where \( \chi^2/N_{\text{d.o.f.}} \) and LECs \( (c_2, 10^3 \cdot L_5, \text{and } 10^3 \cdot L') \) determined in the \( \mathcal{O}(p^4) \) WChPT fit with the data sets A, B, and C.

To investigate the convergence of the WChPT formulas, we consider the ratio of the next-to-leading terms to the leading term in Eqs. (45), (46), (47), and (48). In Fig. 13, we show the ratios for the \( \pi\pi(I=2), KK(I=1), \pi K(I=3/2), \) and \( \pi K(I=1/2) \) systems, respectively. In this figure, we use the LECs \( (L', L_5, \text{and } c_2) \) obtained with data set B. For the repulsive channels, the ratios are at most 20%
except for NLO$_2$/LO of $a_0^{(2)}m_\pi$ at $m_\pi = 0.17$ GeV. The irregular NLO$_2$/LO means that the effect of the explicit chiral symmetry breaking from the Wilson term cannot be negligible compared to the leading term of the WChPT for $a_0^{(2)}m_\pi$ at $m_\pi = 0.17$ GeV. For the $\pi K (I = 1/2)$ system, we observe that NLO$_1$/LO is not so small over a wide range of $m_\pi^2$. The convergence for the $\pi K (I = 1/2)$ system might be dispositive although the WChPT fit seems to work well from the point of view of $\chi^2/N_{\text{d.o.f.}}$. However, the number of data points is insufficient to perform the detailed investigation with $O(p^6)$ WChPT fit. In the present work, alternatively, we discuss rough estimations of the $O(p^6)$ contributions in Sec. V B 4.

V. EXTRAPOLATION TO THE PHYSICAL POINT

A. Scattering lengths at the physical point

We obtain the scattering length at the physical point by using the $O(p^4)$ ChPT formulas, Eqs. (37)–(40), with the LECs ($L_5$ and $L_1'$) obtained from the $O(p^4)$ WChPT fit in Sec. IV B. Here, at the physical point, $m_\pi = 0.140$ GeV, $m_K = 0.494$ GeV, $f_\pi = 0.092$ GeV, and $f_K = 0.110$ GeV. The results obtained with data sets A, B, and C are listed in Table IX.

As mentioned in Sec. IV B, three data sets give consistent results, and thus we adopt data set B for the standard fit. The extrapolated results including the systematic error are summarized as

\[
\begin{align*}
& a_0^{(2)}m_\pi = -0.04263(22)(41), \\
& a_0^{(1)}m_K = -0.310(17)(32), \\
& a_0^{(3/2)}\mu_{\pi K} = -0.0469(24)(20), \\
& a_0^{(1/2)}\mu_{\pi K} = 0.142(14)(27),
\end{align*}
\]

where the first parenthesis is the statistical error and the second parenthesis represents the systematic error which is discussed in the following subsections.

B. Estimate of systematic errors

1. Choice of the counting rule for the WChPT

In this section, we investigate the dependence of the choice of the order counting rule for the results of the chiral analysis. Here, we consider another counting rule [counting rule 2 (CR2)].

\[
\text{CR2}
\]

\[
\begin{align*}
& \text{LO: } p^2, m_q, \\
& \text{NLO: } a^2, \\
& \text{NNLO: } p^4, p^2m_q, m_q^2, a^3,
\end{align*}
\]

and compare the results with CR2 to those with CR1 given in the previous section. The CR2 corresponds to $m_q = a^{3/2}A_{\text{QCD}}^{5/2} (= 6.7)$ MeV with $a^{-1} = 2.19$ GeV and $A_{\text{QCD}} = 0.217(24)$ GeV in the $\overline{\text{MS}}$ scheme [46], while the CR1 does to $m_q = aA_{\text{QCD}}^2 (= 22)$ MeV. The quark-mass parameters corresponding to $m_\pi = 0.17, 0.30, 0.41, 0.57, 0.71$ GeV gives $m_{\text{ud}} = 3.5, 12, 24, 46, 67$ MeV, respectively [25]. For the data in $m_\pi \leq 0.41$ GeV, which are used in our chiral analysis, it is not clear which counting rule is appropriate from these rough estimations. We need the quantitative comparison for the choice of the counting rule.

Because of the $O(a^3)$ terms, the WChPT formulas given by Eqs. (45)–(48) are changed to

\[
\begin{align*}
& a_0^{(2)}m_\pi = a_0^{(2)}m_\pi|_{\text{ChPT}} - \left(c_2 + c_3 \cdot \frac{a}{f_\pi} \right) \cdot \frac{a^2}{16\pi f_\pi}, \\
& a_0^{(1)}m_K = a_0^{(1)}m_K|_{\text{ChPT}} - \left(c_2 + c_3 \cdot \frac{a}{f_K} \right) \cdot \frac{a^2}{16\pi f_K}, \\
& a_0^{(3/2)}\mu_{\pi K} = a_0^{(3/2)}\mu_{\pi K}|_{\text{ChPT}} - \left(c_2 + c_3 \cdot \frac{a}{f_\pi f_K} \right) \cdot \frac{a^2}{8\pi f_\pi f_K} \cdot \frac{\mu_{\pi K}^2}{m_\pi m_K}, \\
& a_0^{(1/2)}\mu_{\pi K} = a_0^{(1/2)}\mu_{\pi K}|_{\text{ChPT}} - \left(c_2 + c_3 \cdot \frac{a}{f_\pi f_K} \right) \cdot \frac{a^2}{8\pi f_\pi f_K} \cdot \frac{\mu_{\pi K}^2}{m_\pi m_K},
\end{align*}
\]

with an additional free parameter $c_3$. Here, $a_0^{(2)}m_\pi|_{\text{ChPT}}$, $a_0^{(1)}m_K|_{\text{ChPT}}$, $a_0^{(3/2)}\mu_{\pi K}|_{\text{ChPT}}$, and $a_0^{(1/2)}\mu_{\pi K}|_{\text{ChPT}}$ are the scattering length of the ChPT given by Eqs. (37)–(40), respectively.
In Fig. 14, we show the results of the fitting. \( \chi^2 / N_{\text{d.o.f.}} \) takes the reasonable value within the statistical error. The scattering lengths at the physical point obtained with the data set A, B, and C are listed in Table X. For data set B, they are given as

\[
\begin{align*}
    a_0^{(2)} m_\pi &= -0.04258(40), \\
    a_0^{(1)} m_K &= -0.306(30), \\
    a_0^{(3/2)} \mu_{\pi K} &= -0.0464(42), \\
    a_0^{(1/2)} \mu_{\pi K} &= 0.141(18). 
\end{align*}
\]

These are consistent with those obtained with the CR1 in Eq. (53) and the systematic error caused by the choice of the counting rule is negligible. Thus, we ignore the systematic error caused by the choice of the counting rule in the following discussion.

2. Finite volume

In this section, we discuss the systematic error of the finite volume, which appears from a deformation of the two-particle interaction due to the small lattice extent. For the \( \pi \pi (I = 2) \) system, the error has been estimated by the \( O(p^4) \) SU(2) ChPT. [47]. The contribution to \( [\tan \delta_0(k)/k]^{-1} \) is considered to be the order of \( e^{-m_\pi L_a} \). It is smaller than 6% of \( [\tan \delta_0(k)/k]^{-1} \) at \( m_\pi = 0.14 \text{ GeV} \), and 1% in \( m_\pi \geq 0.29 \text{ GeV} \) at \( L a = 2.9 \text{ fm} \). It is much smaller than our statistical errors. In the SU(3) case, we need to consider the contributions due to the \( K \) and \( \eta \) meson. However, they are considered to be smaller than the contribution from the pion. Thus, we ignore this systematic error in the following discussion.

3. Uncertainty for \( f_\pi \) and \( f_K \)

We discuss the effects of the statistical uncertainty for the decay constants \( f_\pi \) and \( f_K \) in the WChPT formulas in Eqs. (45)–(48). In the following estimation, we use data set B. In order to investigate the effects, we carry out the fitting with \( \{f_\pi \pm \sigma(f_\pi), f_K \pm \sigma(f_K)\} \) with 1 standard deviation, \( \sigma(f_\pi) \) and \( \sigma(f_K) \), whose values are tabulated in Table VIII. We regard the maximum absolute values of the differences among these fit results as the systematic error from the uncertainty of the decay constants. We obtain

\[
\begin{align*}
    a_0^{(2)} m_\pi &= -0.04263(22) \pm 0.00032, \\
    a_0^{(1)} m_K &= -0.310(17) \pm 0.024, \\
    a_0^{(3/2)} \mu_{\pi K} &= -0.0469(24) \pm 0.0020, \\
    a_0^{(1/2)} \mu_{\pi K} &= 0.142(14) \pm 0.011, 
\end{align*}
\]

where the second terms are the systematic errors from the decay constants. We find that these errors are comparable with the statistical error.

4. Higher order effects of ChPT

In this section, we give rough estimations of contributions of the \( O(p^6) \) terms at the physical point. The \( O(p^3) \) and \( O(p^4) \) contributions of our results at the physical point are

\[
\begin{align*}
    O(p^3) & \quad O(p^4) \\
    a_0^{(2)} m_\pi & \quad -0.04607 \quad -0.04263(22), \\
    a_0^{(1)} m_K & \quad -0.401 \quad -0.310(17), \\
    a_0^{(3/2)} \mu_{\pi K} & \quad -0.0468 \quad -0.0469(24), \\
    a_0^{(1/2)} \mu_{\pi K} & \quad 0.0936 \quad 0.142(14). 
\end{align*}
\]

We roughly estimate the pure \( O(p^6) \) contributions by \( X \, O(p^6) \times (1 - X \, O(p^6) / X \, O(p^3))^2 \) for \( X = a_0^{(2)} m_\pi, \ a_0^{(1)} m_K, a_0^{(3/2)} m_\pi, a_0^{(1/2)} m_\pi \). We regard them as the systematic error from an uncertainty of the higher order terms of ChPT. We obtain
TABLE XI. $a_0^{(2)} m_x$, $a_0^{(1)} m_K$, $a_0^{(3/2)} m_x$, and $a_0^{(1/2)} m_K$ in the present work are shown in a comparison with the previous works. As the previous works, we refer to the experimental value by E865 [48] and NA48/2 [49], the phenomenological evaluations by Colangelo et al. [50] and Büttiker et al. [51], and the lattice calculations by the NPLQCD Collaboration [12,15,18], the ETM Collaboration [13], Yagi et al. [14], and Fu [5,19]. We note that for $a_0^{(2)} m_x$ and $a_0^{(1)} m_K$ of the NPLQCD Collaboration, the combined errors, where the statistical and systematic errors are added in quadrature, are listed.

<table>
<thead>
<tr>
<th></th>
<th>$a_0^{(2)} m_x$</th>
<th>$a_0^{(1)} m_K$</th>
<th>$a_0^{(3/2)} m_x$</th>
<th>$a_0^{(1/2)} m_K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>The present work</td>
<td>−0.04263(22)(41)</td>
<td>−0.310(17)(32)</td>
<td>−0.0602(31)(26)</td>
<td>0.183(18)(35)</td>
</tr>
<tr>
<td>E865 [48]</td>
<td>−0.0432(86)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NA48/2 [49]</td>
<td>−0.0447(7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colangelo et al. [50]</td>
<td>−0.0444(10)</td>
<td></td>
<td></td>
<td>−0.0448(77)</td>
</tr>
<tr>
<td>Büttiker et al. [51]</td>
<td></td>
<td></td>
<td></td>
<td>0.224(22)</td>
</tr>
<tr>
<td>NPLQCD [12,15,18]</td>
<td>−0.04330(42)</td>
<td>−0.352(16)</td>
<td>−0.0574(16)(+24, −58)</td>
<td>0.1725(13)(+23, −156)</td>
</tr>
<tr>
<td>ETM [13]</td>
<td>−0.04385(28)(38)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yagi et al. [14]</td>
<td>−0.04410(69)(18)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fu [5,19]</td>
<td>−0.04430(25)(40)</td>
<td></td>
<td>−0.0512(18)</td>
<td>0.1819(35)</td>
</tr>
</tbody>
</table>

where the second term refers to the systematic error.

This systematic error for the higher order effect is added to the systematic error due to the error of $f_x$ and $f_K$ in quadrature, and we regard it as the total systematic error which is given by the second term of Eq. (53).

C. Comparison with the previous studies at the physical point

For the $\pi K$ channels, some of the previous works used the values of $a_0^{(3/2)} m_\pi$ and $a_0^{(1/2)} m_\pi$, instead of $a_0^{(3/2)} \mu_{xK}$ and $a_0^{(1/2)} \mu_{xK}$. For the comparison, we present these values of our results,

$$
a_0^{(2)} m_\pi = -0.04263(22) \pm 0.00026, \quad a_0^{(3/2)} m_\pi = -0.0602(31)(26),$$

$$
a_0^{(1)} m_K = -0.310(17) \pm 0.021, \quad a_0^{(1/2)} m_K = 0.183(18)(35).$$

In Table XI and Fig. 15, we show $a_0^{(2)} m_\pi$, $a_0^{(1)} m_K$, $a_0^{(3/2)} m_\pi$, and $a_0^{(1/2)} m_K$ determined in the present work together with the previous works. As the previous works, we refer the experimental values by E865 [48] and NA48/2 [49], the phenomenological evaluations by Colangelo et al. [50] and Büttiker et al. [51], and the lattice calculations by the NPLQCD Collaboration [12,15,18], the ETM Collaboration [13], Yagi et al. [14], and Fu [5,19]. In the figure, we do not plot the result of E865 due to the large statistical error. For the lattice calculations, we show the combined errors where the statistical and systematic errors are added in quadrature by dotted lines in addition to the statistical errors (solid lines).

Although all the lattice results in each channel are roughly consistent, there are the slight deviations from the previous works, especially in $a_0^{(2)} m_\pi$. The reason for the deviations is not clear at the present. For the quantitative understanding, the systematic study with the different lattice spacings near the physical point is needed in the future.

FIG. 15. $a_0^{(2)} m_\pi$, $a_0^{(1)} m_K$, $a_0^{(3/2)} m_\pi$, and $a_0^{(1/2)} m_K$ in the present work are shown in a comparison with the previous works. As the previous works, we refer the experimental value by NA48/2 [49], the phenomenological evaluations by Colangelo et al. [50] and Büttiker et al. [51], and the lattice calculations by the NPLQCD Collaboration [12,15,18], the ETM Collaboration [13], Yagi et al. [14], and Fu [5,19].
VI. CONCLUSION

The interaction of the $S$-wave two-meson systems $[\pi\pi(I=2), \pi K(I=1), \pi K(I=3/2), \text{and } \pi K(I=1/2)]$ has been studied from lattice QCD. To reduce the computational cost, we have employed the method where one of the particles in the final state is fixed at a given time. For the $\pi K(I=1/2)$ system, we have used the variational method with the two operators to separate the contamination from the higher states. We have observed that the interaction at low energy is repulsive for the $\pi\pi(I=2)$, $KK(I=1)$, and $\pi K(I=3/2)$ systems, and attractive for the $\pi K(I=1/2)$ system. This feature is consistent with the experiment.

The scattering lengths have been calculated using Lüscher’s finite size method. We have found that the attraction in the $\pi K(I=1/2)$ system becomes so strong in $m_\pi > 0.41$ GeV that the sign of $\tan \delta_0(k)/k$ becomes negative. This fact indicates the formation of a bound state at heavy $m_\pi$ for the $\pi K(I=1/2)$ system. Therefore, we have used the data in $m_\pi < 0.30$ GeV to evaluate the reliable scattering length for this system.

We have investigated the quark-mass dependence of the scattering lengths to evaluate the values at the physical quark mass. For this purpose, we have considered the $O(p^4)$ ChPT formulas. However, the fitting with these formulas does not work for our results of the scattering length, especially at $m_\pi = 0.17$ GeV. We alternatively have tried to fit with the $O(p^4)$ ChPT formulas including the $O(a^2)$ terms. We have found that these formulas reproduce the mass dependence of our results even near $m_\pi = 0.17$ GeV. The description seems to work well at least in $m_\pi \leq 0.41$ GeV for $a^{(2)}_0(m_\pi)$ in $m_\pi \leq 0.30$ GeV for $a^{(2)}_0(m_\pi)$ and $a^{(3/2)}_0(\mu_{\pi K})$, and in $m_\pi \leq 0.30$ GeV for $a^{(1/2)}_0(\mu_{\pi K})$. We have also discussed the possible systematic errors and evaluated the scattering lengths at the physical quark mass.

Although our lattice results are roughly consistent with the results of the previous studies, the deviations beyond the statistical error remain at the present. We need the systematic study with the different lattice spacings near the physical point for the quantitative understanding in the future.
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APPENDIX: $O(p^4) SU(3)$ WChPT FORMULAS

We give the formulas constructed from the $O(p^4) SU(3)$ WChPT with the CR1. According to Ref.[41], the $O(a^2)$ Lagrangian consists of three terms written as

\[
\mathcal{L}_{O(a^2)} = w_6 \cdot \frac{a^2 F^2}{16} \cdot \langle U + U^\dagger \rangle^2 + w_7 \cdot \frac{a^2 F^2}{16} \cdot \langle U - U^\dagger \rangle^2 + w_8 \cdot \frac{a^2 F^2}{8} \cdot \langle U^2 + (U^\dagger)^2 \rangle
\]  

in the Minkowski space-time, where $U = e^{i\Phi/F}$ with the NG-boson field matrix $\Phi$, and the angle bracket means the trace for the flavor indices. $w_6, w_7$, and $w_8$ are the LECs in the $SU(3)$ WChPT. The LEC $c_2$ discussed in Sec. IV B is defined by $c_2 \equiv -8w_6 - 4w_8$. After calculating the generating function with zero external fields, we regard it as an effective action of NG-boson fields according to Ref. [52]. On-shell quantities can be obtained from this effective action.

We represent the mass of the NG boson $P(=\pi, K, \eta)$ at the tree level by $M_P$. They are written as

\[
M_\pi^2 = 2B m_{ud}, \quad M_K^2 = B(m_{ud} + m_s), \quad M_\eta^2 = B(2m_{ud} + 4m_s)/3,
\]

with a parameter $B$, bare quark masses $m_{ud}(=m_u = m_d)$, and $m_s$. It is useful to consider the shifted mass with the $O(a^2)$ terms as

\[
\tilde{M}_P^2 = M_P^2 + (12w_6 + 4w_8)a^2
\]

because the NG-boson mass always enters the WChPT Lagrangian with the form of $\tilde{M}_P^2$. The NG-boson masses up to the $O(p^4)$ terms can be described as

\[
m_\pi^2 = \tilde{M}_\pi^2 \left[ 1 + \frac{\tilde{M}_\pi^2}{F^2} (-8L_4 - 8L_5 + 16L_6 + 16L_8) \right. \]
\[
+ \frac{\tilde{M}_\pi^2}{F^2} (-16L_4 + 32L_6) + \frac{\tilde{M}_\eta^2}{F^2} \left. - \frac{\tilde{\mu}_\eta}{3F^2} \right],
\]

\[
m_K^2 = \tilde{M}_K^2 \left[ 1 + \frac{\tilde{M}_K^2}{F^2} (-8L_4 - 8L_5 + 32L_6 + 16L_8) \right. \]
\[
+ \frac{\tilde{M}_K^2}{F^2} (-8L_4 + 16L_8) + \frac{2 \tilde{\mu}_\eta}{3F^2} \right],
\]

where $\tilde{\mu}_P = \frac{1}{3\pi^2} \tilde{M}_P^2 \log(\tilde{M}_P^2/\mu^2)$ . The difference from the continuum ChPT originates only from $\tilde{M}_P^2$ in the leading order. It is noted that $\tilde{M}_\pi^4$, $\tilde{M}_\pi^2\tilde{M}_K^2$ and $M_K^4$ in the
next-to-leading order are indistinguishable from $M_{\pi}^2$, $M_{K}^2$, and $M_{K}^2$, respectively, up to $O(p^4)$ terms.

The decay constant of the pion and kaon up to the $O(p^4)$ terms can be described as

$$f_\pi = F \left[ 1 + \frac{\tilde{M}_p^2}{F^2} (4L_4 + 4L_5) + \frac{\tilde{M}_K^2}{F^2} (8L_4) - 2 \frac{\tilde{\mu}_\pi}{F^2} - \frac{\tilde{\mu}_K}{F^2} \right].$$

(A6)

$$f_K = F \left[ 1 + \frac{\tilde{M}_K^2}{F^2} (8L_4 + 4L_5) + \frac{\tilde{M}_K^2}{F^2} (4L_4) \right].$$

(A7)

$$\zeta^{(1)} = \frac{1}{(16\pi)^2} \left[ -\frac{m_\pi^2 m_K^2}{3(4m_K^2 - m_\pi^2)} \log \left( \frac{m_\pi^2}{\mu^2} \right) - m_K^2 \log \left( \frac{m_K^2}{\mu^2} \right) - \frac{20m_\pi^2 + 11m_\pi^2 m_K^2}{36(m_K^2 - m_\pi^2)} \log \left( \frac{m_\pi^2}{\mu^2} \right) + \frac{10m_\pi^2}{9} \right],$$

(A9)

$$\zeta^{(3/2)} = \frac{1}{(16\pi)^2} \left[ \frac{22m_\pi^2 m_K + 11m_\pi^2 m_K^2 - 5m_\pi^4}{8(m_K^2 - m_\pi^2)} \log \left( \frac{m_\pi^2}{\mu^2} \right) + \frac{9m_\pi^4 - 134m_\pi^2 m_K^2 + 16m_\pi^2 m_K - 55m_\pi^2 m_K}{36(m_K^2 - m_\pi^2)} \log \left( \frac{m_\pi^2}{\mu^2} \right) + \frac{36m_\pi^4 + 48m_\pi^2 m_K - 10m_\pi^2 m_K^2 + 11m_\pi^2 m_K - 9m_\pi^4}{72(m_K^2 - m_\pi^2)} \log \left( \frac{m_\pi^2}{\mu^2} \right) + \frac{43m_\pi^2 m_K}{9} - \frac{8m_\pi^2 m_K}{9} \cdot t_1(m_\pi, m_K) \right],$$

(A10)

$$\zeta^{(1/2)} = \frac{1}{(16\pi)^2} \left[ -\frac{11m_\pi^2 m_K - 11m_\pi^2 m_K^2 + 5m_\pi^4}{4(m_K^2 - m_\pi^2)} \log \left( \frac{m_\pi^2}{\mu^2} \right) - \frac{9m_\pi^4}{18(m_K^2 - m_\pi^2)} \log \left( \frac{m_\pi^2}{\mu^2} \right) - \frac{36m_\pi^4 + 24m_\pi^2 m_K - 5m_\pi^2 m_K^2 + 11m_\pi^2 m_K^2 + 9m_\pi^4}{36(m_K^2 - m_\pi^2)} \log \left( \frac{m_\pi^2}{\mu^2} \right) + \frac{43m_\pi^2 m_K}{9} + \frac{4m_\pi^2 m_K}{9} \cdot t_1(m_\pi, m_K) - \frac{12m_\pi m_K}{9} \cdot t_2(m_\pi, m_K) \right],$$

(A11)

where $t_1(m_\pi, m_K)$, $t_2(m_\pi, m_K)$ can be written as

$$t_1(m_\pi, m_K) = \frac{\sqrt{(m_K + m_\pi)(2m_K - m_\pi)}}{m_K - m_\pi} \arctan \left( \frac{2(m_K - m_\pi)}{m_K + 2m_\pi} \sqrt{\frac{m_K + m_\pi}{2m_K - m_\pi}} \right),$$

(A13)

$$t_2(m_\pi, m_K) = \frac{\sqrt{(m_K - m_\pi)(2m_K + m_\pi)}}{m_K + m_\pi} \arctan \left( \frac{2(m_K + m_\pi)}{m_K - 2m_\pi} \sqrt{\frac{m_K - m_\pi}{2m_K + m_\pi}} \right).$$

(A14)

The difference from the continuum ChPT does not exist because $M_{\pi}^2$ and $M_{K}^2$ in the next-to-leading order are indistinguishable from $M_{\pi}^2$ and $M_{K}^2$, respectively, up to $O(p^4)$ terms.

The scattering lengths of the $\pi\pi(I = 2)$, $KK(I = 1)$, $\pi K(I = 3/2)$, and $\pi K(I = 1/2)$ systems are already given in Eqs. (45), (46), (47), and (48) with Eqs. (37), (38), (39), and (40) except for the definitions of $\zeta^{(2),(1),(3/2),(1/2)}$. They are written as

$$\zeta^{(2)} = \frac{1}{(16\pi)^2} \left[ -\frac{3m_\pi^2}{\mu^2} \log \left( \frac{m_\pi^2}{\mu^2} \right) - \frac{2m_\pi^2}{18} \log \left( \frac{m_\pi^2}{\mu^2} \right) + \frac{4m_\pi^2}{9} \right].$$

(A8)

We used $\tilde{M}_p^2 = m_p^2$, $\tilde{\mu}_p^2 = \frac{1}{12\pi^2} \log (m_p^2/\mu^2)$, and $F^2 = f_\pi^2 = f_K^2$ at the $O(p^4)$ terms to simplify the expression. We also used the tree-level (Gell-Mann-Okubo) relation, $m_\eta^2 = (4m_K^2 - m_\pi^2)/3$ for the mass of the $\eta$ meson. These relations are sufficient if we restrict ourselves up to the $O(p^4)$ expression.