Mammalian cryptochromes impinge on cell cycle progression in a circadian clock-independent manner
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Mammalian cryptochromes impinge on cell cycle progression in a circadian clock-independent manner
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By gating cell cycle progression to specific times of the day, the intracellular circadian clock is thought to reduce the exposure of replicating cells to potentially hazardous environmental and endogenous genotoxic compounds. Although core clock gene defects that eradicate circadian rhythmicity can cause an altered in vivo genotoxic stress response and aberrant proliferation rate, it remains to be determined to what extent these cell cycle related phenotypes are due to a cell-autonomous lack of circadian oscillations. We investigated the DNA damage sensitivity and proliferative capacity of cultured primary Cry1−/− and Cry2−/− fibroblasts. Contrasting previous in vivo studies, we show that the absence of CRY proteins does not affect the cell-autonomous DNA damage response upon exposure of primary cells in vitro to genotoxic agents, but causes cells to proliferate faster. By comparing primary wild-type, Cry1−/−, Cry1−/−CRY2−/− and Cry1−/−Cry2−/− fibroblasts, we provide evidence that CRY proteins influence cell cycle progression in a cell-autonomous, but circadian clock-independent manner and that the accelerated cell cycle progression of CRY-deficient cells is caused by global dysregulation of Bmal1-dependent gene expression. These results suggest that the inconsistency between in vivo and in vitro observations might be attributed to systemic circadian control rather than a direct cell-autonomous control.

Introduction

Oscillatory systems are recurring phenomena in biology. Some well-studied examples are the circadian clock, generating daily rhythms in behavior, physiology and metabolism,1 and the cell cycle, driving the periodic duplication of the genome and subsequent cell division.2

Circadian clocks are present in most organisms and have a periodicity of about (ca.) one day (dies). In mammals, the central clock is located in the suprachiasmatic nucleus (SCN) of the hypothalamus. The SCN transmits information to peripheral organs by releasing humoral factors (e.g., peptides, hormones) that synchronize cell-autonomous clocks in peripheral tissues.1,3 Remarkably, even cultured cells display circadian rhythms that are asynchronous in a population, but can be synchronised by various compounds that impinge on different pathways (e.g., cAMP and glucocorticoid signaling).4,5 The circadian system orchestrates various physiological processes, e.g., sleep-wake cycle, metabolism, blood pressure, hormone secretion, cell cycle division and DNA repair.1,6,7 In the human population and in animal models, chronic desynchrony with the light-dark cycle (e.g., chronic jetlag or frequent shift work) and genetic disruption of circadian rhythmicity have been linked to various pathologies such as cancer, obesity, cardiovascular disease and mental disorders.8–11

At the molecular level, the circadian clock consists of a cell autonomous oscillator, composed of a set of clock genes and proteins that act in interlocked transcription/translation feedback loops. The only essential loop for circadian rhythmicity is a negative feedback loop in which the CLOCK/BMAL1 transcriptional activator drives expression of the Cryptochrome (Cry1 and Cry2) and Period (Per1 and Per2) genes via E-box promoter elements. After a delay, the CRY and PER proteins accumulate in the cytoplasm, heterodimerize, and subsequently enter the nucleus, where they shut down expression of their own genes by inhibiting CLOCK/BMAL1-mediated transcription.12–14 In addition, auxiliary feedback loops such as cyclic expression of the Bmal1 gene, confer robustness and precision to the core negative feedback loop.15,16 The CLOCK/BMAL1 and PER/CRY complexes also underlie cyclic expression of a series of E-box
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containing clock-controlled genes (CCGs), that connect the circadian oscillator to rhythmic output processes. These CCGs vary from tissue to tissue, probably reflecting the specific requirements of each tissue. Among the CCGs are transcription activators and inhibitors, circadian expression of which indirectly drives cyclic expression of other genes. Transcription profiling studies have shown that the circadian clock allows up to 10% of a tissue’s transcriptome to oscillate.

Among these genes are many genes involved in the cell cycle, which may allow the circadian clock to gate cell cycle progression to defined moments of the day. In fact, the evolutionary advantage for an organism to replicate its genome when the risk of DNA damage induction (e.g., through solar UV-radiation or metabolically produced oxidative stress) is lowest, has been postulated to constitute the driving factor for thenaissance of the circadian clock. It has been shown for a variety of mammalian tissues (e.g., human and rodent skin and intestinal tract; mouse bone marrow) that cells preferably divide at a defined time of the day, implying circadian gating of cell cycle progression. Among these genes are many genes involved in the cell cycle, ranging from increased ionizing radiation-induced carcinogenesis to enhanced genotoxic stress sensitivity and an impaired DNA damage Response (DDR). Moreover, most of the core clock genes (especially Per1 and Per2) display altered expression levels in tumors, while oppositely, enforced modulation of clock gene expression can affect the proliferation rate and apoptosis sensitivity of cancer cells. Surprisingly, recent studies have shown that the connection between the clock and the DDR is reciprocal: activation of the DDR by genotoxic exposure leads to phase shifting of the circadian clock in Neurospora, mammalian cells, as well as free-running mice. While the full implications of the latter observations have not yet been elucidated, they are further indications strengthening the intertwinement of the circadian clock and cell cycle related processes.

Despite recent progress, several fundamental questions with respect to the coupling of the circadian clock and the cell cycle remain largely unanswered. For instance, it is not clear whether the observed cell cycle alterations in circadian clock mutant cells or tumor cells with altered clock gene expression levels are due to alterations in the molecular oscillator itself or due to clock-independent functions of core clock proteins. Furthermore, as peripheral clock output processes are not only controlled by a local circadian clock, but also (in)directly by the SCN central clock via cyclically released hormones, peptides or other compounds (including growth factors) that may affect peripheral clock output pathways, it remains to be resolved whether the circadian clock controls cell cycle progression cell-autonomously or systemically.

In the present study, we investigated the DNA damage sensitivity and proliferative capacity of cultured primary fibroblasts from various circadian clock mutant mouse models. Our results show that the circadian clock does not control the cell cycle and DDR at the cell-autonomous level, but rather suggest a systemic mechanism for in vivo circadian control of the cell cycle and DDR.

Results

Normal genotoxic stress response in circadian clock-deficient Cry1−/-Cry2−/- cells. To investigate the impact of the circadian clock on the DDR, we isolated isogenic (C57BL/6J) primary mouse embryonic fibroblasts (MEFs) from wild-type (WT) and circadian clock-deficient Cry1−/-Cry2−/- embryos, as well as primary dermal fibroblasts (MDFs) from the skin of adult mice and maintained the cells at low oxygen (3%) to reduce oxidative stress and delay onset of replicative senescence. Next, cells were exposed to various genotoxic stress conditions. A comparison of the cellular survival of WT and Cry1−/-Cry2−/- MDFs upon exposure to increasing doses of UV light reveals normal UV sensitivity of the mutant cells (Fig. 1A). Likewise, the sensitivity of Cry1−/-Cry2−/- MEFs to chronic oxidative stress (induced by transferring culture dishes to 20% oxygen) or ionizing radiation (IR), determined by measuring the relative proliferation capacity of cells following treatment, is in the WT range (Figs. 1B and C).

Next, we investigated the response of Cry1−/-Cry2−/- MEFs upon exposure to IR (4 Gy) in more detail. Using expression of the key p53-target gene p21 (encoded by Cdkn1a) as a read-out, we show that p53 activation in Cry1−/-Cry2−/- MEFs, is in the WT range (Fig. 1D). Likewise, FACS analysis of the cell cycle distribution of IR exposed Cry1−/-Cry2−/- MEFs revealed a depletion of S-phase cells and an accumulation of G1-phase cells, comparable to that observed in WT cells (Fig. 1E). Together, these results suggest that DNA damage/p53-mediated cell cycle arrest is normal in primary Cry1−/-Cry2−/- cells.

Collectively, these data show that under in vitro conditions, genotoxic stress sensitivity, DDR and cell cycle check points are not perturbed in clock-deficient Cry1−/-Cry2−/- fibroblasts.

Accelerated cell cycle progression of circadian clock-deficient Cry1−/-Cry2−/- cells. Interestingly, while we did not observe any difference in their ability to respond to genotoxic stress, primary Cry1−/-Cry2−/- MEFs displayed a higher proliferation rate than primary WT MEFs under unstressed low oxygen culture conditions (Fig. 2A), although not as profoundly as, for example, the very rapidly growing p53−/- MEFs (see also Fig. S2A). This difference was consistently observed using WT and Cry1−/-Cry2−/- MEF lines (n = 3–4; obtained from different litters) and was independent of cell passage number (Fig. 2B). Similar results were obtained using primary mouse dermal fibroblasts (MDFs) from adult WT and Cry1−/-Cry2−/- mice and an alternative cell proliferation assay method (Fig. S1). To proliferate faster, cells must shorten one or more phases of the cell cycle (mainly G1 or G2). We therefore compared the cell cycle distribution of proliferating cultures of WT, Cry1−/-Cry2−/- and p53−/- MEFs by FACS analysis. In line with their reported shorter G1 phase, p53−/- cell cultures contain a reduced percentage of cells in G1 phase (Fig. 2C). In contrast, Cry1−/-Cry2−/- MEFs showed a phase distribution that strongly
circadian core oscillator or the specific absence of CRY proteins (and accordingly a clock-associated or a yet unknown clock-independent function of these proteins). To distinguish between these two possibilities, we made use of the observation that Cry1+/−|Cry2−/− mice maintain (long period) rhythmicity in constant darkness, while Cry1−/−|Cry2+/− mice become arrhythmic after

time of exposure to 2 Gy of IR. (E) Cell cycle arrest of IR-exposed primary WT and Cry1+/−|Cry2−/− MEFs (n = 3 per genotype) as determined by FACS analysis. Each treated cell line was normalized to its own mock-treated control (set to 100%) for the sensitivity studies. Error bars indicate the standard error of the mean (SEM).

Figure 1. Normal response of primary Cry-deficient fibroblasts to genotoxic stress. (A) UV sensitivity of primary WT and Cry1+/−|Cry2−/− MDFs (n = 3 independent cell lines per genotype). Survival was determined by 3H-Thymidine incorporation 3 d after exposure of cells to increasing doses of UV-B light (254 nm). (B) Oxidative stress sensitivity of WT and Cry1+/−|Cry2−/− MEFs (n = 4 independent cell lines per genotype), as determined by measuring the relative proliferative capacity under 3% and 20% oxygen. Cells were counted 3 d after start of the treatment. (C) Ionizing radiation (IR) sensitivity of WT and Cry1+/−|Cry2−/− MEFs (n = 2 independent cell lines per genotype), as determined by measuring the relative proliferative capacity of cells after exposure to 1 or 2 Gy of IR. (D) G1 checkpoint activation in IR-exposed primary WT (n = 4) and Cry1+/−|Cry2−/− MEFs (n = 3). Activation of p53 was determined by RT-PCR analysis of p21 gene expression 2 and 8 h after exposure of cells to 4 Gy of IR. Two replicate samples per individual cell line were analyzed. Gene expression was normalized against Hprt expression and the p21 expression level at t = 0 was set as 1. (E) Cell cycle arrest of IR-exposed primary WT and Cry1+/−|Cry2−/− MEFs (n = 3 per genotype) as determined by FACS analysis. Each treated cell line was normalized to its own mock-treated control (set to 100%) for the sensitivity studies. Error bars indicate the standard error of the mean (SEM).

resembled that of WT cells (Fig. 2C). The normal G1/G2 phase distribution in Cry1+/−|Cry2−/− MEFs suggests that both cell cycle phases are equally shortened in the absence of CRY proteins.

Accelerated cell cycle progression in Cry1+/−|Cry2−/− cells is clock-independent. The faster cell cycle progression of Cry1+/−|Cry2−/− MEFs might originate from either the inactivation of the circadian core oscillator or the specific absence of CRY proteins (and accordingly a clock-associated or a yet unknown clock-independent function of these proteins). To distinguish between these two possibilities, we made use of the observation that Cry1+/−|Cry2−/− mice maintain (long period) rhythmicity in constant darkness, while Cry1+/−|Cry2+/− mice become arrhythmic after
Per2::luciferase in the SCN, we observed that, like mouse behavior or oscillations, suggesting that cellular circadian phenotypes can be several days. We isolated primary MEFs from Cry1−/− or different passage. Cry1 −/− cells was set to 1 and cell cycle progression phenotype of these data we conclude that the clock-independent accelerated cell cycle progression (causing constitutive low expression of CLOCK/BMAL1- genes). Alternatively, the increased proliferation rate of Cry1−/− cells requires, at

respectively. Cry1−/−|Cry2−/− MEFs show severely impaired/absent oscillations, while Cry1−/−|Cry2−/− MEFs oscillate robustly (Fig. 3A).

We next compared the proliferation rate of the various Cry-deficient MEF lines and observed that Cry1−/−|Cry2−/− and Cry1−/−|Cry2−/− cells both proliferate faster (p < 0.001) than WT MEFs (Fig. 3B). Moreover, the proliferation rate of Cry1−/−|Cry2−/− cells was significantly lower than that of Cry1−/−|Cry2−/− cells (p < 0.01), while the proliferation rate of Cry1−/−|Cry2−/− cells showed a similar trend (p = 0.075). This finding suggests that the increased proliferation rate of Cry1−/−|Cry2−/− MEFs cannot be attributed to the absence of a circadian clock in those cells. Rather, as one active copy of the Cry genes (either Cry1 or Cry2) is sufficient to partially attenuate the accelerated growth associated with Cry1−/−|Cry2−/− MEFs, our results suggest that the Cry gene products impinge on proliferation capacity in a dose-dependent manner, regardless of whether cells are clock-proficient or clock-deficient.

Neither Cry genes nor the circadian clock function as a barrier against hyperproliferation. In view of the previous findings, the question arises whether (circadian clock-proficient) primary cells with a known hyperproliferation phenotype (such as p53−/− MEFs, see Fig. S2A) display reduced expression of the Cry genes. Bioluminescent imaging of p53−/− dermal fibroblasts infected with a lentiviral Per2::luciferase reporter construct reveals robust circadian oscillations under confluent conditions (Fig. S2B). Having shown that p53 deficiency does not affect the circadian clock, we next examined the Cry1 and Cry2 mRNA levels in proliferating primary, p53−/− and WT MEFs by quantitative reverse transcription-PCR (qRT-PCR) analysis. As we used non-clock synchronized cells, the detected expression levels of oscillating genes represent the average expression level. As shown in Figure S2C, p53−/−-deficient MEFs show Cry1 and Cry2 mRNA levels that are indistinguishable from WT MEFs. Along with our finding that p53−/− cells maintain circadian rhythmicity, this suggests that neither reduced expression of Cry genes nor clock disruption is a prerequisite for accelerated cell cycle progression.

Accelerated cell cycle progression in Cry1−/−|Cry2−/− cells is BMAL1-dependent. The CRY proteins are potent inhibitors of CLOCK/BMAL1-induced transcription activation of core clock and clock-controlled E-box genes. Accordingly, the accelerated proliferation rate of Cry1−/−|Cry2−/− MEFs might originate from constitutive high expression of CLOCK/BMAL1-target genes. We therefore asked the question whether inactivation of Bmal1 (causing constitutive low expression of CLOCK/BMAL1-target genes and arrhythmicity) would slow down proliferation of Cry1−/−|Cry2−/− MEFs. To this end, we isolated primary WT and Bmal1−/− MEFs, as well as Bmal1−/−|Cry1−/−|Cry2−/− and Bmal1−/−|Cry1−/−|Cry2−/− MEFs and determined their proliferation rate. Two independent experiments with one cell line indicate that an additional Bmal1 deficiency reduces the proliferation rate of Cry1−/−|Cry2−/− cells (Fig. 3A). Bmal1 deletion alone, causing constitutively low expression of CLOCK/BMAL1-target genes, does not appear to alter the proliferation rate of MEFs (Fig. 3B). From these data we conclude that the clock-independent accelerated cell cycle progression phenotype of Cry1−/−|Cry2−/− cells requires, at

Figure 2. Accelerated cell cycle progression of primary Cry-deficient MEFs. (A) Proliferation curves of WT (n = 4) and Cry1−/−|Cry2−/− (n = 3) primary MEF lines. Cells (1 x 10^5/well) were seeded in triplicate in 6-well plates on day 0 and counted on subsequent days. Curves were compared after fitting an exponential growth curve (**p < 0.001). (B) Quantification of the relative proliferation rate of WT and Cry1−/−|Cry2−/− MEFs from four experiments using cell lines from different litters and/or different passage. To correct for inter-experimental variability, within each experiment the proliferation rate of the WT cells was set to 1 and the proliferation rate of the Cry1−/−|Cry2−/− cells is expressed relative to that (**p < 0.05; column statistics). (C) Cell cycle phase distribution analysis of WT, Cry1−/−|Cry2−/− cells and p53−/− MEFs. Cells were collected and fixed one day after seeding and cell cycle distribution was determined by FACS analysis. Error bars indicate the SEM.
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least in part, the presence of Bmal1, and may thus originate from constitutive high expression of CLOCK/BMAL1-target genes.

Transcriptome analysis of proliferating WT and Cry1−/−|Cry2−/− MEFs. In view of the observed BMAL1-dependency of the accelerated proliferation of Cry1−/−|Cry2−/− cells, and given the finding that various cell cycle-related genes oscillate in vivo and are in part affected by the Clock gene,39 we first determined by qRT-PCR whether core clock and cell cycle genes are differentially expressed in proliferating Cry1−/−|Cry2−/− cells. As shown in Figure 4A, the CLOCK/BMAL1 targets Per2 and Dbp are significantly upregulated in proliferating Cry1−/−|Cry2−/− MEFs, while Bmal1 is downregulated, which is in full agreement with the available data for non-proliferating Cry-deficient cells and tissues.48-50 For clarity, we wish to mention here that in the absence of CRY-mediated negative feedback, the low expression level of Bmal1 is still sufficient to allow intermediate to high expression of CLOCK/BMAL1-driven E-box containing clock(-controlled) genes.39 This includes Rev-erba, upregulation of which in Cry1−/−|Cry2−/− MEFs leads to downregulation of Bmal140 and other ROR-driven genes.34 In addition, we measured the expression of a few clock-controlled cell cycle genes (Fig. 4A). Except for Wee1,30 none of the other genes tested appeared differentially expressed (Fig. 5A), i.e., c-Myc, which has been found to be upregulated in Per2-deficient livers,29 and p21 and Pten, which were downregulated in Cry1−/−|Cry2−/− livers (unpublished data). Yet, as the WEE1 kinase is an inhibitor of G1/M transition (by keeping CDK1/cyclin B inactive during the S and G2 phase), upregulation of Wee1 is unlikely to explain the hyperproliferative phenotype of the Cry-deficient MEFs.

To gain a comprehensive view of gene expression alterations in proliferating Cry1−/−|Cry2−/− MEFs (as compared with WT MEFs), we performed an Affymetrix full mouse genome microarray study. We found ~3,000 out of ~45,000 probe sets to display significantly changed expression levels between WT and proliferating Cry1−/−|Cry2−/− MEFs (p ≤ 0.05 and a ≥1.2-fold change up or downregulated). For the genes initially analyzed by qRT-PCR, the array data well fit the PCR findings (Fig. 4A), except for p21, for which the transcriptome study indicated a slight downregulation in Cry1−/−|Cry2−/− cells. The top 200 up- and downregulated probe sets in Cry1−/−|Cry2−/− MEFs are listed in Table S1. Among the upregulated genes are several cyclins and cyclin-dependent kinases (CDKs), while some CDK-inhibitors are downregulated (Table S2), which is consistent with the hyperproliferative phenotype of these cells. Ingenuity Pathway analysis of the entire data set (significant 2,846 probe sets) revealed that various cell cycle-related processes were among the top dysregulated processes (Fig. 4B and Table S1). The three most significant process maps are graphically represented in Figures S4-S6. Most of the genes that belong to these pathways show only mild expression changes (~1.5 to 2-fold, Table S1), suggesting that altered expression of a larger group of genes is most likely responsible for the increased proliferation in Cry-deficient MEFs.

Discussion

Over the last decade, it has become evident that both cell cycle progression and the DNA damage response (DDR) are linked to the circadian system. The circadian clock is thought to gate cell division and to restrict DNA replication to a defined moment of the day and has been shown to influence the adverse effects of genotoxic compounds (chronotoxicity).8 These notions stem mainly from in vivo observations and accordingly do not discriminate between a cell-autonomous and/or systemic contribution of the circadian clock to these processes. In the present study, we have used primary, arrhythmic Cry1−/−|Cry2−/− MEFs, cultured at low (and accordingly more physiological) oxygen concentration to test whether and how the cell-autonomous clock contributes to the cell cycle and DDR.

The circadian clock and the DNA damage response. When exposing primary Cry1−/−|Cry2−/− cells to several genotoxic challenges (i.e., UV light, IR, increased oxygen), Cry1−/−|Cry2−/− cells turned out to respond in a similar manner as wild-type cells, showing that absence of circadian rhythms and complete loss of Cry expression do not impede the DDR. These findings are consistent with a previous report from the Sancar lab addressing the genotoxic sensitivity of Cry-deficient cells, although the cells
used in that study were spontaneously immortalized cells.\textsuperscript{31} Yet, as shown in the same study, the absence of circadian rhythms and/or \textit{Cry} genes can affect the DDR, but only in the context of an additional p53 deficiency.\textsuperscript{33} The normal genotoxic stress sensitivity of primary \textit{Cry1}^−/−\textit{Cry2}^−/− MEFs markedly contrasts an in vivo study in which \textit{Cry1}^−/−\textit{Cry2}^−/− MEFs, accelerated growth likely involves shortening of both the G1- and G2-phase. This finding contrasts a previous report in which dermal fibroblasts from \textit{Cry1}^−/−\textit{Cry2}^−/− mice were shown to proliferate at the same rate as WT cells.\textsuperscript{31} This discrepancy may well originate from the fact that this study was performed with spontaneously immortalized cells, grown at atmospheric (20\%) oxygen tension (keeping the cell under chronic oxidative stress), whereas we used primary cells cultured at physiological (3\%) oxygen levels.

How do our findings relate to other in vitro studies with circadian clock mutant or knockout models addressing cell cycle related phenotypes? Like the \textit{Cry1}^−/−\textit{Cry2}^−/− fibroblasts, \textit{Per1}^−/−\textit{Per2}^−/−-deficient mouse osteoblasts proliferate faster in a cell-autonomous manner.\textsuperscript{31} In contrast, primary \textit{Clock} mutant MEFs and primary \textit{Bmal1}^−/− mouse hepatocytes were both shown to proliferate at a reduced rate.\textsuperscript{33,34} Taking into consideration that \textit{CLOCK} and BMAL1 activate transcription of E-box genes whereas, oppositely, CRY proteins inhibit \textit{CLOCK}/BMAL1-mediated transcription, the converse phenotype of \textit{Cry1}^−/−\textit{Cry2}^−/− cells (i.e., accelerated proliferation) would be in good agreement with this observation. Yet, in the present study primary \textit{Bmal1}^−/− MEFs fail to show a reduced proliferation rate, which again may be attributed to differences in cell type i.e., fibroblasts vs. hepatocytes or culture conditions (i.e., low vs. high oxygen tension). On the other hand, the data obtained with \textit{Bmal1}^−/− hepatocytes, can also be explained by assuming that it is not the proliferation rate that is altered, but rather the cell cycle re-entry of the hepatocytes, which until the moment of isolation may have been in a quiescent state in the mouse liver. Consistent with this interpretation, the reported decreased proliferation rate of \textit{Clock} mutant MEFs is only observed under conditions where cells in a quiescent state are induced to re-enter the cell cycle.\textsuperscript{33}

At first sight, the increased proliferation rate of \textit{Cry1}^−/−\textit{Cry2}^−/− cells seems consistent with the hypothesis that the circadian clock gates cell cycle progression. This gating would be absent in the arrhythmic \textit{Cry1}^−/−\textit{Cry2}^−/− cells. However, the accelerated proliferation rate of \textit{Cry1}^−/−\textit{Cry2}^−/− cells does not seem to originate from the inactivation of the circadian clock in these cells. Rather it appears determined by the level of \textit{Cry} gene expression, as clock-proficient (\textit{Cry1}^+/+/\textit{Cry2}^+/+) and clock-impaired (\textit{Cry1}^−/−\textit{Cry2}^−/−) MEFs, both carrying one active \textit{Cry} allele, proliferate faster than WT cells, though not as fast as the double knockout cells. The immediate consequence of our finding that it is not the absence of circadian oscillations, and by inference circadian gating, that is causing the increase in proliferation. Although our results do not exclude cell cycle gating in WT cells, a very recent report provides evidence against a correlation between cell cycle division and circadian phase in cultured immortalized rat fibroblasts expressing a luciferase reporter for the cell cycle or the circadian clock.\textsuperscript{28}

**Figure 4.** Gene expression analysis of proliferating primary \textit{Cry}-deficient MEFs. (A) qRT-PCR and microarray analysis of selected clock and cell cycle-related genes in proliferating primary \textit{Cry1}^−/−\textit{Cry2}^−/− MEF lines (\(n = 3\) for qPCR, \(n = 4\) for microarrays), as compared with (non-clock synchronized) proliferating WT MEF lines (\(n = 4\) for both techniques). Note that different cell lines were used for qRT-PCR and microarray analysis. The dashed line indicates the WT level (set to 1). *\(p < 0.05\), **\(p < 0.01\), ***\(p < 0.001\); Student t-test. (B) List of top 5 over-represented molecular and cellular functions. Transcriptome analysis was performed on proliferating primary WT and \textit{Cry1}^−/−\textit{Cry2}^−/− MEF (4 independent cell lines per genotype). The Ingenuity Pathway Analysis tool was used on differentially expressed genes (\(p < 0.05\)) with a ± 1.2-fold change. The p value range (Fisher exact test) indicates the significance range of the various pathways and processes belonging to that function.
Although our results suggest that the increased proliferation of Cry1−/|Cry2−/ cells is independent of an intact circadian clock, by deleting Bmal1 (which encodes the only known transcription factor to be inhibited by the CRY proteins), in a Cry1−/|Cry2−/ background, we found that the hyperproliferative phenotype Cry1−/|Cry2−/ cells is at least in part dependent on the presence of Bmal1. In the absence of a reduced proliferation rate of Bmal1−/ MEFs (as compared with WT MEFs), and given the increased proliferation rate of clock-proficient Cry1+/|Cry2−/ and clock-deficient Cry1−/|Cry2−/ MEFs, we propose that it is the constitutively higher expression of CLOCK/BMAL1-target genes that is driving the increased proliferation in Cry1−/|Cry2−/ MEFs regardless of whether these genes oscillate or not. Since it seems that gene expression changes in circadian genes are less profound in asynchronous, cultured MEFs than they are in vivo (e.g., in the liver), it seems likely that it is the concerted action of a larger number of genes, each with a small change in expression, that underlie the alteration in proliferation in the Cry1−/|Cry2−/ MEFs. Consistent with this, we found widespread differential expression of cell cycle related pathways in the Cry1−/|Cry2−/ MEFs. Another interesting aspect to emerge from our microarray study is the dysregulation of various inflammatory and chemokine signaling genes in Cry1−/|Cry2−/ MEFs. These pathways have recently been linked to oncogene-induced senescence and may thus shed some light on how BMAL1 plays a role in (p53-dependent) oncogene-induced senescence in human fibroblasts, as suggested by results from an RNAi screen.

The circadian clock and cell cycle gating: cell autonomous vs. systemic cues? Seminal experiments from the Okamura lab revealed that liver regeneration after partial hepatectomy is gated by the circadian clock and that this gating is absent in Cry1−/|Cry2−/ mice. Furthermore, they found that the proliferation of Cry1+/|Cry2−/ hepatocytes was slower. As elegant as these experiments are, they do not distinguish between systemic and cell-autonomous control. Based on our results and those of others, we propose that, as also suggested by our data on the control of the circadian central clock over the DDR, that in vivo gating of the cell cycle occurs through a systemic mechanism. In this context it is interesting to note that several studies demonstrate that liver regeneration is affected by systemic signals, some of which (e.g., TNFs and IL-6) are known to be secreted in a circadian manner. Thus, our hypothesis that the circadian system controls cell cycle through systemic cues, could also explain why hepatocytes of Cry-deficient mice proliferate slower after partial hepatectomy in vivo instead of proliferating faster like the primary Cry-deficient fibroblasts in vitro, as we demonstrate here.

In conclusion, our results provide a new view on how the circadian system is connected to the cell cycle and DDR and provide interesting avenues for further investigation.

**Methods**

Mice. Cry1- and Cry2-knockout mice have been described before in reference 47, and were backcrossed > 7 times with C57BL/6J mice. Bmal1-knockout mice in a C57BL/6J background were generated in the Bradfield lab and provided by Prof. Franck Delaunay. Mice lacking p53 were obtained from The Jackson Laboratory. As required by Dutch law, all animal experiments were evaluated and approved by “DEC Consult,” an independent Animal Ethical Committee (Dutch equivalent of the Institutional Animal Care and Use Committee).

Cell culture. Primary wild-type (WT), Cry1+/|Cry2−/ Cry1−/|Cry2−/ Cry1+/|Cry2−/ Cry1+/|Cry2−/ Bmal1−/ Bmal1−/ and Cry1+/|Cry2−/ Cry1−/|Cry2−/ embryonic fibroblasts (MEFs) were isolated from 13.5E embryos and routinely cultured in DMEM/F10 (1:1) medium, containing 10% fetal calf serum and antibiotics, in a mixed gas incubator (5% CO2 and 3% O2) at 37°C as described before in reference 58. Primary p53−/ MEFs have been previously generated in our lab and were kindly provided by Dr. Jay Mitchell.

Genotoxic treatment of cultured MEFs. UV sensitivity was determined as described previously in reference 59, except that the (primary) cells were plated at a higher density. In short, after removing the medium and washing the cells with PBS, Petri dish cultures were exposed to different doses of UV (254 nm, Philips TUV lamp). Mock treated control cultures went through the same procedure, except that the UV lamp was not turned on. After 3 d, the number of proliferating cells was estimated from the amount of radioactivity incorporated during a 2 h pulse with [3H]-thymidine. Cell survival was expressed as the percentage of
radioactivity in exposed cells as compared with the radioactivity in mock-treated cells.

IR sensitivity was assayed by plating early passage cells (passage 2 to 5) in triplicate in six-well plates at a density of 1,00,000 cells. The next day, cells were either gamma-irradiated ($^{37}$Cs γ-radiation, doses as indicated in the text) or mock treated. Cells were counted 3 d after treatment using a Coulter Multisizer Z2 (Beckman Coulter) cell counter and plotted as the percentage of the total number of cells from the corresponding mock-treated cultures.

Oxidative stress sensitivity was determined as described for the IR treatment, except that culture dishes were transferred to a 5% CO$_2$/20% O$_2$ incubator and mock-treated control cultures were kept in the 5% CO$_2$/3% O$_2$ incubator.

**Proliferation and cell cycle distribution assays.** Proliferation assays were performed by counting cells using a Coulter Multisizer Z2 (Beckman Coulter) and seeded in duplicate or triplicate in 6-well plates at a density of 100,000 cells/well. Cells were trypsinized and counted each day for 3–4 d (as indicated in the result section). Data were fitted to an exponential growth curve to determine the slope. To quantify the relative difference between cell lines with various genotypes over multiple experiments, we measured the slope of the proliferation curve. Within each experiment, the WT slope was set to 1. Cell cycle phase distribution was determined by propidium iodide/BrdU staining after 70% ethanol fixation and subsequent cell sorting (BD FACScan or a BD FACSCalibur; BD Biosciences) as described in reference 60. For MDFs, proliferation was measured by pulse-labeling cells with [3H]-thymidine and determining the amount of incorporated radioactivity.

**Real-time bioluminescence imaging.** For real-time bioluminescence monitoring of circadian core oscillator performance, primary MEFs were infected with a lentiviral reporter construct expressing firefly luciferase from the Per2 promoter.$^{38}$ To synchronize cells, confluent cultures were exposed to 50% horse serum for 2 h after which the cells were kept in normal medium with 10% serum for the duration of the experiment. Bioluminescence was recorded for 7 d (75 sec measurements at 10 min intervals) using a LumiCycle 32-channel automated luminometer (Actimetrics) placed in a dry, temperature-controlled incubator (Actimetrics) placed in a dry, temperature-controlled incubator.

**Quantitative RT-PCR analysis.** For each cell line (cultured under the same conditions as used for the proliferation assay) total RNA was isolated in duplicate or triplicate using Trizol (Invitrogen) according to the manufacturer’s instructions. Quantitative RT-PCR analysis was performed by reverse transcribing 1 μg total RNA with oligo(dT) and SuperScript reverse transcriptase (Invitrogen). Subsequently quantitative PCR amplification of cDNA was performed using SYBR green and an iCyclerIQ detection system (Bio-Rad) following the manufacturer’s protocol. Primers were designed to amplify a ~100–250 bp region, spanning at least one intron. Specificity was determined by melt-curve analysis and efficiency was determined by testing the primers with mixed, serially diluted cDNA. Expression levels were normalized using *Hyposaxanthine phosphoribosyltransferase 1* (*Hprt1*) mRNA levels and plotted relative to WT cells.

**Transcriptome analysis.** MEF lines were isolated from four WT embryos (obtained from 1 pregnancy) and four Cry1$^{-/-}$Cry2$^{+/+}$ embryos (from two pregnancies). Each of the eight cell lines, was grown in triplicate and used for RNA isolation. Total RNA was isolated as described for qRT-PCR analysis and quality was assessed by Agilent Bioanalyzer analysis and qRT-PCR-based determination of expression levels for selected clock genes. After confirmation of RNA quality triplicate RNA samples for each cell line were pooled and processed for microarray hybridization. Synthesis of double stranded cDNA and biotin-labeled cRNA was performed according to the instructions of the manufacturer (Affymetrix). Fragmented cRNA preparations were hybridized to full mouse-genome oligonucleotide arrays (Affymetrix 430 V2.0), which were processed as described in detail before in reference 61. Significantly differentially expressed genes (p < 0.05 and fold-change > 1.2 up- or downregulated) were subjected to Ingenuity Pathway Analysis (Ingenuity Systems, www.ingenuity.com) to identify enriched pathways. Significance was assessed by comparing the number of found genes from the data set in a pathway to the total number of genes in that pathway using a Fisher exact test.

**Statistics.** For comparison of proliferative capacity, we fitted the data to an exponential growth curve. To compare groups, we used Student t-test. To compare data obtained from multiple experiments in which the WT group is set to 1 in each experiment (as in Fig. 2B), we used column statistics. All statistics were performed in GraphPad Prism 5.
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