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SUMMARY This paper proposes a method for recognizing hand-shapes by using multi-viewpoint image sets. The recognition of a hand-shape is a difficult problem, as appearance of the hand changes largely depending on viewpoint, illumination conditions and individual characteristics. To overcome this problem, we apply the Kernel Orthogonal Mutual Subspace Method (KOMSM) to shift-invariance features obtained from multi-viewpoint images of a hand. When applying KOMSM to hand recognition with a lot of learning images from each class, it is necessary to consider how to run the KOMSM with heavy computational cost due to the kernel trick technique. We propose a new method that can drastically reduce the computational cost of KOMSM by adopting centroids and the number of images belonging to the centroids, which are obtained by using k-means clustering. The validity of the proposed method is demonstrated through evaluation experiments using multi-viewpoint image sets of 30 classes of hand-shapes.
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1. Introduction

In this paper, we propose a novel hand-shape recognition method that uses sets of hand-image patterns inputted through a multi-camera system. Hand gestures are often used in our daily life to achieve smooth communication with other people. Therefore, it is expected that hand gestures can also be utilized for achieving more natural interaction between humans and computer systems. The recognition of the 3D shape of a hand is the most elementary technique for recognizing hand gestures automatically. Many types of hand-shape recognition methods have been proposed. They can be divided into two categories: model-based methods and appearance-based methods [1], [2].

Model-based methods use a 3D hand model for recognition [3]–[5]. They extract feature points such as edges and corners from a hand-image and match them to a 3D hand model. For example, Imai has proposed a method for estimating 3D hand postures by matching the edges extracted from a hand-image to the silhouette generated from a typical hand model [5]. Although model-based methods are widely used in various trial systems, they often suffer from instability of matching and high computational complexity since a hand is a complex 3D object with 20 degrees of freedom [1]. Appearance-based methods [6]–[9] classify a hand-shape from its appearance, where an \( n \times n \) pixel pattern is treated as a vector \( x \) in \( n^2 \)-dimensional space. Such models can account for variations in appearance due to changes in viewpoint, illumination and differences between individual characteristics by preparing a statistical model representing these variations. There are two problems in appearance-based hand-shape recognition.

The first problem is that the appearance of a hand-shape from one class can be highly similar to that of other classes depending on viewpoint, as shown in Fig. 1. This often leads to false identification in a method using a single-viewpoint image. The problem can be partially avoided by choosing an appropriate camera position and selecting image features. However, the problem may not be solvable with the above techniques since it becomes highly complex when the number of classes is large.

When recognizing complex 3D objects, humans examine them from various viewpoints and make a comprehensive decision. This fact implies that one method for solving the above problem is to measure the similarity of the hand-shapes by using multi-viewpoint image sets. As methods that can effectively classify multiple sets of images, such as multi-viewpoint image sets and image sequences, in this paper, we focus on MSM (Mutual Subspace Method) [10], CMSM (Constrained MSM) [11] and OMSM (Orthogonal Mutual Subspace Method) [12]. A conceptual diagram of these methods is shown in Fig. 2. In these methods, a set of images is repre-
Fig. 2  Conceptual diagram of the subspace-based method. The distributions of multi-viewpoint image sets of hands are represented by linear subspaces, which are generated by PCA. The canonical angles between two subspaces are taken as a measure of the similarity between the distributions.
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Fig. 3  The second problem: Images of hand-shapes. Although appearance differs greatly, these represent the same shape altogether.
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Fig. 4  (a) Differences of appearance depending on a viewpoint. (b) Differences of appearance due to an individual characteristic.
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Fig. 5  (a) Conceptual diagram of the subspace-based method. The distributions of multi-viewpoint image sets of hands are represented by linear subspaces, which are generated by PCA. The canonical angles between two subspaces are taken as a measure of the similarity between the distributions.
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2.2 Algorithm of KOMSM

The framework of KOMSM mentioned in the previous section is able to compute the similarity between two nonlinear distributions. However, high recognition performance can not be achieved since KMSM does not consider the relations between classes. In KOMSM [17], nonlinear subspaces are orthogonalized by using the framework of the transform proposed by Fukunaga and Koontz [22] before measuring the canonical angles between them. This transform emphasizes the differences between classes and significantly improves the recognition performance of KMSM.

The whitening transform $W$ for orthogonalization is calculated as follows: $W = C^{-1/2}BT$, where $C$ is a diagonal matrix with the $i$-th highest eigenvalue of the matrix $P$ as the $i$-th diagonal component, and $B$ is a matrix whose $i$-th column vector is the eigenvector of the matrix $P$ corresponding to the $i$-th highest eigenvalue. Here, the matrix $P = \sum_{i=1}^{C} P_i$ is the sum of the projection matrices corresponding to the projection onto class $i$ subspace. For details regarding KOMSM, please refer to [17].

3. Computational Cost Reduction of KOMSM

In hand-shape recognition, a large number of learning patterns is required to achieve highly accurate recognition. However, since KOMSM uses KPCA, the computational complexity depends on the number of learning patterns. To solve this problem, various computational cost reduction methods for KPCA have been proposed [18], [23]–[25]. In [18], eight types of reduction methods are applied to KMSM. According to the results, the $k$-means based method [18] outperforms the other seven reduction methods.

In the method in [18], all $N$ patterns of each class are replaced with $K$ centroids extracted by $k$-means clustering. The patterns belonging to a centroid are represented by the centroid. As a result, the computational complexity is greatly reduced by applying KPCA to only $K$ centroids ($K \leq N$).

However, although the method is capable of reducing
the computational complexity, there is a disadvantage which must be eliminated. The problem is that the information about the number of the patterns belonging to each centroid is discarded, even though it is important for approximating the pattern distribution.

In this paper, we propose a novel reduction method considering the number of patterns belonging to a centroid. Figure 5 shows a conceptual diagram of the method. The key idea of the proposed method is to move all patterns belonging to a centroid into the position of the centroid. KPCA is applied to these N moved patterns, as shown in Fig. 5 (c) and (d). The size of a Gram matrix to be computed in the proposed method is $K \times K$, which is the same as that of the method only using K-centroids.

The concrete flow of the proposed method is as follows: First, $N$ patterns are partitioned into $K$ clusters ($K \leq N$) by using k-means clustering in input space (Fig. 5 (b)). Next, patterns are moved to their corresponding centroids (Fig. 5 (c)). Kernel PCA is applied to these $N$ moved patterns (Fig. 5 (d)). $N(k)$ is the number of patterns that belong to the $k$-th centroid $x_k$. $f_k$ is a nonlinear map of $x_k$ and $R_\mathcal{F}$ is an autocorrelation matrix in feature space $\mathcal{F}$.

\begin{align}
R_\mathcal{F} &= \sum_{k=1}^{K} \sum_{i=1}^{N(k)} f_k^i f_k^T \\
&= \sum_{k=1}^{K} N(k) f_k f_k^T \\
&= \sum_{k=1}^{K} f_k f_k^T,
\end{align}

where $f_k = \sqrt{N(k)} f_k$. The kernel Gram matrix $G$ corresponding to $R_\mathcal{F}$ is as follows:

\begin{align}
G &= \langle g_{kl}, k, l = 1, \ldots, K \rangle \\
g_{kl} &= f_k^T \hat{f}_l \\
&= \langle \sqrt{N(k)} f_k, \sqrt{N(l)} f_l \rangle \\
&= \sqrt{N(k)} \sqrt{N(l)} k(x_k, x_l),
\end{align}

where $k(x_1, x_2)$ is a kernel function. The $s$-th principal component vector $v_s$ is calculated as follows:

\begin{align}
v_s &= \frac{1}{\sqrt{l_s}} \sum_{k=1}^{K} \alpha_{sk} \sqrt{N(k)} f_k,
\end{align}

where $\lambda_s$ is the $s$-th highest eigenvalue of the matrix $G$ and $\alpha_{sk}$ is the value of the $k$-th element of the eigenvector of the matrix $G$ corresponding to the $s$-th highest eigenvalue. In the proposed method, the basis vectors of a nonlinear subspace of a class are represented by a weighted linear combination of mapped $K$-centroids, where the weight is the square root of the number of patterns belonging to the respective centroid.

The term of $\alpha_{sk} \sqrt{N(k)}$ in Eq. (8) can be calculated in advance. Therefore, the computational complexity of the proposed method and the conventional method [18] are equal in recognition phase. In learning phase, the computational complexity of the proposed method increases slightly to calculate the weighted kernel Gram matrix $G$.

4. Process Flow of Proposed Hand-Shape Recognition

The flow of the proposed method consists of a Learning Phase and a Recognition Phase, as shown in Fig. 6.

**Learning phase**

1. Hand-shape images of each class are collected from various viewpoints for learning with a multi-camera system.
2. Image features are extracted from the learning images.
3. $k$-means clustering is performed on the learning patterns of each class.
4. A kernel whitening matrix is calculated by using the proposed complexity reduction method.
5. The learning patterns are transformed by the kernel whitening matrix.
6. The reference subspace of each class is calculated by applying PCA to the transformed patterns.

**Recognition phase**

1. Multi-viewpoint hand-shape image sets are collected with a multi-camera system.
2. Image features are extracted from the input images in a manner similar to the learning phase.
3. The input patterns are transformed by the kernel whitening matrix.
4. An input subspace is calculated by applying PCA to the transformed input patterns.
5. The canonical angles between the input subspace and the reference subspace are calculated. This process is executed for all classes.
6. The similarity with each class is calculated by using the canonical angles. The set of input images is classified into the class with the highest similarity.

5. Experiments and Considerations

5.1 Experimental Settings

We constructed a multi-camera system which consists of seven IEEE1394-b cameras connected to a Host PC with 3.0 GHz quad-core Xeon and 16 GB RAM, as shown in Fig. 7, to collect evaluation images. The system was designed to capture hand-shape images from various viewpoints with a same distance. The angle between adjacent cameras was 10 degrees, and the distance between camera D and the hand to be recognized was about 36 cm. The images as shown in Fig. 3 (a) were synchronously captured with the seven cameras at a speed of 15 fps.

Gray-scale images with a size of 400 × 400 pixels were collected from 40 subjects (Male: 29, Female: 11) and categorized into 30 classes, as shown in Fig. 8. To increase the diversity of viewpoints, we asked subjects to rotate their
hand at a constant speed in order to obtain image sequences as shown in Fig. 9. As a result, the total number of collected hand-shape images was 504,000 (= 60-images×7-cameras×30-classes×40-subjects). The size of the images was reduced from 400 × 400 to 64 × 64 pixels. HLAC (Higher-order Local Auto-Correlation) [26] is one of the well-known shift-invariance features. Using HLAC enables us to greatly reduce the number of learning patterns since two patterns of the same hand-shape appearing at different positions in an image are represented by the same HLAC features. We extracted 35-dimensional HLAC features from seven-level pyramid structures of the input images after applying the Roberts edge extraction filter, and we joined all features into a single 245-dimensional HLAC feature.

In all experiments, the Gaussian kernel

$$k(x_1, x_2) = \exp\left(-\frac{\|x_1 - x_2\|^2}{2\sigma^2}\right)$$

was used as a kernel function, and the parameter $2\sigma^2$ of the Gaussian kernel was set to 7.0. The dimensionality of the reference subspaces was fixed to 145, and the dimensionality of the input subspace was varied between 1 and 10.

We conducted three types of evaluation experiments to confirm the validity of the proposed method. In experiment-I, we evaluated the effectiveness of using multi-viewpoint image sets by comparing it with a method using a single image. In experiment-II, we compared the proposed method for reducing the computational cost of KOMSM with several other reduction methods. In the final experiment-III, we evaluated the overall performance of the proposed framework.

When the total number of learning patterns was larger than 100,000, KOMSM without the reduction could not conduct its learning process, since the size of the kernel Gram matrix for generating each class subspace became too large. Therefore, in experiment-I and experiment-II, we only used 10 classes selected from class 1 to class 10 in Fig. 8. The images obtained from odd numbered subjects were used as learning patterns, and the remaining images were used as testing patterns. All the experiments were implemented by using MATLAB.

5.2 Experiment I: Effectiveness of Using Multiple Viewpoints

In this experiment, we evaluated the effectiveness of using multi-viewpoint image sets while changing the respective numbers of cameras used and sequential input images inputted from each camera. The number of sequential input images was changed as follows: 1, 5, 10, 15.

Table 1 summarizes the experimental results. From this table, we can see that the performance increased as the number of the cameras and input patterns increased. In particular, the increase of the number of cameras contributed towards a significant improvement of the performance. This result indicates clearly that images taken from various viewpoints can boost the performance of hand-shape recognition.

<table>
<thead>
<tr>
<th>Number of sequential images</th>
<th>1</th>
<th>5</th>
<th>10</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (D)</td>
<td>85.8</td>
<td>86.5</td>
<td>88.3</td>
<td>89.9</td>
</tr>
<tr>
<td>3 (CDE)</td>
<td>88.7</td>
<td>89.8</td>
<td>91.0</td>
<td>92.0</td>
</tr>
<tr>
<td>5 (BCDEF)</td>
<td>91.7</td>
<td>92.1</td>
<td>92.8</td>
<td>93.6</td>
</tr>
<tr>
<td>7 (ABCEFDG)</td>
<td>94.2</td>
<td>94.8</td>
<td>95.2</td>
<td>95.3</td>
</tr>
</tbody>
</table>
Table 2 Comparative experiment of complexity reduction method.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>95.0</td>
<td>94.9</td>
<td>94.3</td>
<td>92.9</td>
<td>92.8</td>
<td>92.4</td>
</tr>
<tr>
<td>400</td>
<td>95.0</td>
<td>95.0</td>
<td>94.8</td>
<td>93.6</td>
<td>93.4</td>
<td>93.3</td>
</tr>
<tr>
<td>800</td>
<td>95.2</td>
<td>94.8</td>
<td>94.9</td>
<td>93.7</td>
<td>93.5</td>
<td>93.5</td>
</tr>
<tr>
<td>1600</td>
<td>95.2</td>
<td>94.6</td>
<td>-</td>
<td>93.7</td>
<td>93.6</td>
<td>-</td>
</tr>
<tr>
<td>3200</td>
<td>95.3</td>
<td>94.7</td>
<td>-</td>
<td>93.7</td>
<td>93.7</td>
<td>-</td>
</tr>
<tr>
<td>ALL (8400)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>93.6</td>
</tr>
</tbody>
</table>

Fig. 10 Recognition rate for each class.

Fig. 11 Histogram of recognition rate.

5.3 Experiment II: Reduction of the Computational Cost of KOMSM

In this experiment, we compared the performance of the proposed reduction method with the $k$-means based method [18] and Greedy KPCA [25], [27]. We used the Greedy KPCA algorithm provided with the Statistical Pattern Recognition Toolbox [25], [27].

We evaluated the performance of all of the above methods while changing the number of patterns to be selected for each class as follows: 200, 400, 800, 1600 and 3200. The numbers of cameras used for input and sequential input images were set to 7 and 15, respectively. Since $k$-means clustering depends on the initial conditions, we conducted this evaluation 15 times, and the average of all obtained recognition rates was used as the final rate.

Table 2 shows the experimental results. In the case of using over 1600 patterns, the rate column is blank since the process of Greedy KPCA had not completed even after 10 days from the starting time. The experimental results show that the proposed method outperforms the conventional methods in the case of both KOMSM and KMSM.

Figure 10 shows the recognition rates for each class when using KOMSM (800 centroids) with the proposed method and the conventional $k$-means based method [18]. The results were obtained by applying a Leave-one-subject-out Cross-Validation. Since the performance of $k$-means clustering depends on its initial values which are determined randomly, we conducted the evaluation 10 times at each subject to use the average value of the 10 recognition rates for the evaluation. The performance of the proposed method equals or even exceeds that of the conventional method for all the classes. From the results, we can see that the proposed method which considers the numbers of patterns belonging to the centroids is working effectively.

5.4 Experiment III: Performance of the Proposed Framework

In this experiment, we evaluated the recognition performance of the proposed method by applying Leave-one-subject-out Cross-Validation. The hand-images collected from 39 subjects were used as learning patterns, and those from the remaining one subject were used as testing patterns. The evaluation was conducted 40 times. All 30 classes of hand-shapes shown in Fig. 8 were classified.

In the proposed reduction method, a set of 16380 learning patterns from each class was compressed to 800 centroids by $k$-means. Since the $k$-means clustering depends on the initial conditions, we conducted the evaluation 5 times. The average of all obtained performance results was used as the final performance score. The number of cameras used for input and the number of sequential input images were set to 7 and 15, respectively.

Figure 11 shows the experimental results. The average recognition rate for all subjects was 95.3% (Male: 96.1%, Female: 93.2%). The average recognition rate for female subjects was lower than that for male subjects. This may be due to the fact that the number of female subjects was less than that of male subjects. It should be noted that the recognition rate was 100% for 6 out of the 40 subjects, even though the set included female subject. From this result, we could improve the performance of the proposed method.

...
even further by collecting learning images from more subjects.

Figure 12 shows the recognition rate for each class. It should be noted that 3 out of 30 classes were classified at 100%. Although most of the recognition rates are acceptable, several classes must be improved. For example, the recognition rate of 82.5% for class 20 was not sufficiently high as compared with other classes since the shape of the images in class 20 is highly similar to that in class 26, as can be seen in Fig. 8, and inevitably class 20 was often misclassified as class 26. To avoid the misclassification, it is necessary to consider how to collect more learning patterns. In addition, more effective features should be considered as well.

The computational time of the recognition phase was 0.57 seconds. The process speed is sufficiently high to construct a real-time system of hand-shape recognition.

6. Conclusion

In this paper, we proposed the framework for recognizing hand-shapes by using multi-viewpoint image sets on the basis of KOMSM. To implement the above framework, we proposed a method for reducing the computational complexity of KOMSM based on information about clusters obtained by using k-means clustering. The experimental results demonstrated that the proposed method is able to recognize 30 classes of complex hand-shapes effectively at a speed suitable for practical application.
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