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SUMMARY With the increasing demand for services provided by communication networks, quality and reliability of such services as well as confidentiality of data transfer are becoming ones of the highest concerns. At the same time, because of growing hacker's activities, quality of provided content and reliability of its continuous delivery strongly depend on integrity of data transmission and availability of communication infrastructure, thus on information security of a given IT landscape. But, the amount of resources allocated to provide information security (like security staff, technical countermeasures and etc.) must be reasonable from the economic point of view. This fact, in turn, leads to the need to employ a forecasting technique in order to make planning of IT budget and short-term planning of potential bottlenecks. In this paper we present an approach to make such a forecasting for a wide class of information security related incidents (ISRI)—unambiguously detectable ISRI. This approach is based on different auto regression models which are widely used in financial time series analysis but can not be directly applied to ISRI time series due to specifics related to information security. We investigate and address this specifics by proposing rules (special conditions) of collection and storage of ISRI time series, adherence to which improves forecasting in this subject field. We present an application of our approach to one type of unambiguously detectable ISRI—amount of spam messages which, if not mitigated properly, could create additional load on communication infrastructure and consume significant amounts of network capacity. Finally we evaluate our approach by simulation and actual measurement.
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1. Introduction

At the current moment web-based services and other type of network based applications are becoming more and more popular. Nowadays users have become very experienced in newest technology and demand not only for new functionality and solutions but also for quality of service in terms of technology and comfort. At the same time, as more and more information is stored in the digital form (sometimes only in digital form), the loss of data, its unauthorized modification or problems with access for authorized users because of technical failures are becoming more and more critical even in terms of utility (for example lack of privacy can lead to lack of comfort of usage of some solution and thus to a negative impression). So in order to attract more customers to use new products and solutions, potential users must be provided with confidence that their data and identity are adequately protected.

At the same time as providing information security is among non-profit earning business processes, it must be organized in the cost effective manner—price of implementation and maintenance of different countermeasures must be strictly evaluated in terms of justifiability of related security investment. For example: is it really necessary to hire more IT security team members in a given enterprise? Is there any sense to buy a honey pod system for your private notebook? Or will the deployment of a fingerprint-based authentication system in a new mobile phone attract new customers for a mobile phone vendor? Thus all security related investments must be compared in terms of mitigation of amount of potentially dangerous events (for own usage) or payback (for a security feature in some product or service which you are offering).

But in order to perform such evaluation there must be a way how to estimate an amount of potential ISRI (and thus losses) related to a given technology and a given type of ISRI. Thus there must be a methodology to make an ISRI forecasting.

According to [1] there are three types of forecasts: long term (concerned with strategic decisions, looking ahead for several years), middle term (concerned with tactical decisions, looking ahead for more then a month but up to several years) and short term (concerned with operational decisions, looking ahead for the next few weeks) forecasts. As to information security, long term forecasting generally is not performed as even now this field of science is not strictly formalized and quantified (except for cryptography and side electronic radiation) and taking into account the speed of development of new technological solutions, in order to forecast severity of some threats in several years first of all it is necessary to forecast which technical solutions, protocols and etc. will be in place in several years. So security managers usually have to focus on middle-term and short-term forecasts to plan required IT budget and estimate potential problems in the nearest future accordingly.

There are many methods to perform forecasting, which are usually divided into two large groups [2]: qualitative and quantitative. Quantitative methods are again divided into two subgroups: projective methods (estimation of future events is made by looking at the pattern of past observations and trying to extend it to future) and causal methods (estimation is made by the analysis of effects of outside influence to obtain equations which are later used for forecasting of future values).

In this paper we are providing an approach to make short-term and middle-term forecasts for a wide class of...
ISRI — unambiguously detectable ISRI, applying projective methods based on different auto regression models which are already widely used for forecasting in financial time series analysis, but can not be directly applied to ISRI data due to some relevant specifics [3] which is considered in detail in Sect. 3. In our approach we address this specifics and resolve problems which it causes by introduction of two special conditions (or rules) according to which ISRI time series data collection should be organized (see Sect. 3).

To illustrate application of our approach we are taking amount of spam messages as a sample data. The spam statistics was selected as the easiest real statistics to be collected without making special efforts (like organizing special sandboxes).

The originality of this paper is summarized as follows: (1) it proposes an easy but comprehensive approach to make efficient quantitative short-term and middle-term forecasting for a wide class of information security related incidents, (2) it describes a way to adapt already well-known auto regression models to another class of time series — ISRI time series and thus to a new subject field -information security, and (3) it points out attention of security practitioners to gaps of currently available approaches for ISRI forecasting and proposes solutions to cover these gaps.

The rest of the paper is organized as follows. In Sect. 2 we provide a survey of related research activities. In Sect. 3 we describe specifics related to information security, discuss potential problems of forecasting in this field and propose our solutions to these problems. In Sect. 4 we present the proposed approach. Section 5 is devoted to example of application of the proposed approach to real ISRI time series — amount of spam messages and evaluation of its performance characteristics. Finally we give summary in Sect. 6.

2. Related Studies

Though the problem of ISRI forecasting is a very important one, it was not covered by research efforts until the very recent time. First attempts to perform forecasting in this field were related to a rather similar problem — forecasting of yet undiscovered vulnerabilities in software and the distribution of their severity levels basing on statistical reports, previously published by vendors or security experts. This task helps to provide an indirect estimation of reliability of a given software solution. Such research work was partially performed in [4] though the authors just made a seasonal analysis of vulnerability discovery process concluding that forecasting is intended to be their future work.

One of the first attempts to make ISRI forecasting was made in [5] where the authors proposed application of Bayesian inference for forecasting a trend of attack signatures, defined by probabilities of increase or decrease of event counts related to signatures of a given type of attack. The differences between our approach and approach from [5] are as follows: (1) difference in input data and outcomes. That is in [5] the authors consider not the actual number of concrete attacks, but number of attack signatures related to a given type of attack and they actually forecast a number of attack signatures. Moreover as they use data aggregation, it could result in information loss problem (see Sect. 3.2). In our approach we consider and forecast a number of information security related incidents (which includes number of all attack efforts) and do not use application of data. (2) Difference in statistical considerations. That is as several different attacks could have same signatures, indirect forecasting of number of attacks by counting a number of attack signatures (instead of number of attacks) as proposed in [5], leads to problem of non-homogeneity of data in input time series (as number of attack signatures time series can contain data related to many different attacks). Thus such forecasting method can lead to potentially ambiguous situations like the following one: suppose there are two attacks: A and B which can be detected by presence of the same attack signature X, but they differ in the frequency of occurrence of X (for example, in a given fixed time period, X occurs one time for attack A, but two times for attack B). Thus if there is a forecast that X is going to appear two times in the next time period, there is no way to distinguish if it means two occurrences of attack A or one occurrence of attack B.

In our approach we pay especial attention to homogeneity of original time series and propose a solution to this problem in Sect. 3. (3) Difference in type of forecasting. That is in [5] the authors are forecasting the trend (increase or decrease) of event counts only for the next time period. We forecast the precise number of security incidents for a set of sequential time periods. So our approach can forecast not only the trend but also the time periods with and without ISRI. (4) Difference in initial assumptions. That is in [5] the authors assume that there could be only two possible types of fluctuations in event counts of attack signatures: cyclic change and rapid increase/rapid decrease. In our approach we do not make any preliminary assumptions regarding behavior of ISRI time series, we assume only that these ISRI are unambiguously detectable (see Sect. 3).

Another interesting approach is proposed in [6] where the authors implemented Maximal Overlap Discrete Wavelet Transform to predict amount of network traffic several hours ahead in the Incident Forecast Engine. The differences between our approach and approach from [6] are as follows: (1) difference in input data and outcomes. Again in [6] the authors consider not the actual number of concrete attacks, but number of attack signatures (in this case some designated IP packets) and again they use aggregation. In our approach we consider direct number of ISRI and do not use aggregation. (2) Difference in statistical considerations. That is in [6] the authors decided considering a number of designated IP packets as an indirect method of detection of a potential ISRI, though again without assurance of explicit interrelation of these two values such assumption can lead to non-homogeneity and potentially ambiguous situations considered above (as it is clear that there can be many different attacks characterized by sending packets to a given TCP port). Thus again direct application of approach from
[6] (forecasting number of attacks by forecasting number of attack signatures) is not always possible. As was already mentioned above, in our approach we pay special attention to the problem of homogeneity and propose a solution in Sect. 3. (3) Difference in usability. The approach presented in [6] requires non-standard software, though our approach can be executed on a wide spread set of software used for financial time series analysis.

Another remarkable attempt was made in [7] where the authors tried to apply an ARIMA (autoregressive integrated moving average) model to make middle term forecasting for several types of security incidents. Unlike our model, which is mainly intended to create short-term forecasts estimating most probable time periods where upcoming incidents can occur (of course, our model can also be used to make middle term forecasts), in [7] the authors are trying to forecast not the precise amount of upcoming incidents, but an average amount of such incidents in an upcoming week. Moreover in order to do it they use aggregated data. But, as the way the authors in [7] were collecting, storing and analyzing the data does not fit special conditions, originally introduced in our model, the applicability and the efficiency of forecasts of their approach are lower than of our approach. Another difference is that in addition, we proposed to test ARCH/GARCH models in order to avoid problems caused by heteroskedasticity (as in general, it is not possible just to assume the homoskedasticity of data related to ISRI and to apply just ARIMA model).

To sum up, we suppose that that there should be some other efforts to solve the task of ISRI forecasting, but most likely the results of these efforts were negative like in [8] because of the problems discussed in the next section.

3. Problems of Information Security Related Incidents Forecasting

In this section, we consider problems of ISRI forecasting process and propose solutions to these problems introducing rules of collection, count and storage of ISRI time series called special conditions. We also discuss the role of these rules and their contribution to forecasting process.

3.1 Problem of Information Security Related Incidents Detection

In order to perform an analysis of ISRI time series for a given type of incidents we must somehow obtain initial data. Thus there must be a detection criterion which for any fixed moment of time and a given type of ISRI can unambiguously determine if there is/was such an incident at this moment of time or not. Thus it is possible to divide all ISRI into two different groups; those which can be unambiguously detected by some criterion either right at the moment of occurrence or some time later (we call such ISRI as unambiguously detectable) and those which can be detected with less than 100% warranty or can not be detected at all (we call such ISRI as unambiguously undetectable). Thus the key features of unambiguously detectable ISRI are that an amount and a time of occurrence of such incidents can be measured precisely. Examples of unambiguously detectable ISRI are: an unscheduled shutdown of a server, a fraudulent transaction in a bank account, an attempt of robbery or a theft of a good in a shop, a user's account locked due to multiple incorrect password input, a spam message in a mailbox etc. As to unambiguously undetectable ISRI, one example is a presence of a new computer virus in a given workstation. The reason is that it is not always possible to detect a new virus if its signature is not yet familiar to any antivirus software and it has not yet made any noticeable activity (for example, it is designed to make such harmful activity at a fixed future date or it just makes this workstation a part of a botnet). Another example is an occurrence of a special network attack. The reason is that sometimes it is difficult to distinguish an attempt to perform a network attack in a network traffic flow unless it leads to any significant damage.

But even though some given class of ISRI must be considered as unambiguously undetectable at the current time, there could be a solution for unambiguous detection in future.

Further in this paper we assume that our approach is applied to any unambiguously detectable ISRI, though, of course, it is possible to try to apply it to unambiguously undetectable ISRI as well. But there is no way to confirm effectiveness of such forecasts because if we can not detect something every time when it occurs, we can not count all of its occurrences and thus make forecasts. But if there is a criterion which makes unambiguous detection possible (like approach proposed in [6] for some network attacks) forecasting of such ISRI becomes effective as well.

3.2 Problem of Non-homogeneity

In order to make an effective forecasting, initial data in time series must come from same probabilistic distribution [9] (otherwise samples from different distributions will suppress each other). This problem is called the problem of homogeneity of original data. In general it is addressed by means of logical considerations but in ISRI forecasting it must be treated in a special way because of specifics related to this subject area. This specifics results in two additional subtasks which must be solved to build an effective forecasting methodology:

- Accurate measurement of amount of ISRI occurrences. A factor which typically leads to inaccurate measurement is an intention to use indirect estimation of amount of ISRI by measurement of related incidents' signatures. This could happen either because of complete infeasibility to measure an amount of incidents (like for some of unambiguously undetectable ISRI) or because by some reasons it is easier to measure an amount of signatures but not an amount incidents. And as we already mentioned above, as such signatures could be correlated with many different ISRI, such measurement potentially results in non-
homogeneity of collected data sample. In our approach we avoid this situation by considering only direct measurement of unambiguously detectable ISRI.

- Loss of homogeneity due to unnoticeable changes of distribution parameters. As we showed in [3], this situation happens because of general properties of all modern IT landscapes: huge heterogeneity (a typical landscape incorporates dozens of solutions from different vendors) and extremely rapid changes in its structure and each of its elements. Thus, as both of the components causing/mitigating failures or ISRI are permanently changing, it makes difficult to directly apply traditional statistical methods to evaluate distribution function of some failures or incidents. A possible solution for this task is temporary stabilization of the state of an IT landscape. In [10] we presented a way how to achieve such stabilization at least for some time by proposal to perform continuous collection of ISRI statistics only for those elements which are not changing their state in terms of being vulnerable to some specific malicious actions — threats leading to ISRI (but if the state has changed, previously collected statistics must be discarded). But as generally state must be changed rather often (as it is impossible just to sit and wait collecting statistics while your systems are being attacked or are expiring technical failures), collection of appropriate amount of statistical data for further analysis is not a trivial task. And if there is a lack of statistical data, there is a lack of reasonable forecasts.

In this paper we improve previous proposal by introduction of a rule of collection of ISRI time series data. We call it special condition 1 (SC-1): we collect data related not only to occurred incidents, but also to those which were successfully mitigated by all implemented countermeasures related to selected type of incidents. It means that for a given module or system (for which the statistics is collected) and for a selected type of ISRI we must understand all mechanisms which protect this module from this selected type of ISRI and we must count all attempts (both occurred and prevented) to damage it. An amount of all attempts is called an amount of potentially dangerous events. In terms of mathematical statistics it means that even if the module/system is changed, we can continue collection of data as we are measuring an amount of potentially dangerous events (in other words, original distribution of a threat related to this ISRI [11]) and it does not depend on a current configuration or set of countermeasures. Afterwards we can use this data for forecasting of both an amount of potentially dangerous events and amount of ISRI. In order to forecast an amount of ISRI we make a correction subtracting from a forecasted amount of potentially dangerous events amount of events, prevented by a newly introduced countermeasures. Thus SC-1 helps us to save significant amount of collected data which, if SC-1 is not met, must be discarded.

3.3 Problem of Information Loss

As for unambiguously detectable ISRI an amount of such incidents is a measurable variable, in terms of signal processing theory it is possible to consider it as an output generated by some random process with some properties. At the same time currently it is very popular to store and to process not the full amount of collected statistical data, but some aggregation of it. For example instead of amounts of incidents for a given hour, minute and second, there will be the whole amount of incidents per hour or per day or even per week. Thus instead of considering continuous-time process, giving mostly zeros but sometimes non-zero values, we are making it discrete by sampling its values in time domain and afterwards additionally aggregate these discrete values taking into account only non-zero values. From the theoretical point of view both of these steps lead to potential loss of information [12]. According to the sampling theorem [13], in order not to loose the information, the sampling frequency must be at least 2 times higher then the Nyquist frequency of the signal we are observing. So only having the Nyquist frequency of the generating process we can select the proper time interval when to measure amount of incidents. Of course most of the measured values will be zeros, but the problem is with the right amount of zeros between informative non-zero values. This fact, in turn, means that we must have some prior information about the Nyquist frequency of the process we are observing. Unfortunately this is usually impossible for processes generating ISRI.

In order to overcome this problem we introduce a rule of count and storage of ISRI time series data. We call it special condition 2 (SC-2): incident statistics should be collected and stored at the highest possible echelon of accuracy over the time domain. It should not be aggregated. This rule helps avoiding unnecessary aggregation in order to be able to distinguish time intervals between different incidents. Such a rule helps us to collect all possible information about a time of occurrence given technical limits of precision of a device used to measure time. Anyhow the amount of data can later be reduced if forecasting works good on the aggregated samples as well.

3.4 Role of Special Conditions in Forecasting of ISRI

Special conditions SC-1 and SC-2 introduced above should be understood as rules which must be used by an implementation team to organize a collection and processing of ISRI time series data.

The contribution of special conditions to ISRI forecasting process is as follows:

- Application of SC-1 together with direct measurement of unambiguously detectable ISRI allows collection of larger amounts of homogenous data which is required for forecasting. Moreover, as this data reflects the distribution of a threat related to selected incident, obtained
forecasts can be adjusted for simulation purposes—prediction of an amount of occurred ISRI with a specified configuration of countermeasures.

- Application of SC-2 protects from information loss caused by discrete sampling and aggregation of collected data.

Special conditions do not imply strict limitations and can be easily applied to any unambiguously detectable ISRI as according to Sect. 3.1 for any of such incidents we can precisely detect its occurrence (thus covering SC-1), measure time of occurrence and amount of such incidents (thus covering SC-2). Of course in order to perform such measurement there must be a detection criterion (which exists for any unambiguously detectable ISRI). In general, detection criteria for occurrence of ISRI are observations of some unclaimed actions. For prevented potentially dangerous events such criteria are usually built directly in countermeasures. Thus selection of a detection criterion is not a difficult task for a security specialist. For example:

- Incident: arrival of a spam message. Countermeasure: antispam system. Amount of prevented ISRI: number of filtered spam messages. Amount of occurred ISRI: number of non-filtered spam messages in mailboxes (can be counted by users).
- Incident: data loss occurred due to malware. Countermeasure: backup procedure. Amount of prevented ISRI: number of times when the data was recovered from a backup medium. Amount of occurred ISRI: number of times when the data was not recovered.
- Incident: fraudulent transaction for a credit card. Countermeasure: policy of a payment system. Amount of prevented ISRI: number of rejected transactions by policy criteria (like incorrect PIN2 code). Amount of occurred ISRI: number of disputed transactions.

To sum up, introduction of SC-1 and SC-2 helps to mitigate problems of non-homogeneity and information loss and to achieve the highest possible accuracy of forecasting provided by selected underlying auto regression mathematical models.

The novelty of these two conditions is that they: (1) help to understand and to correct gaps introduced by currently popular assumptions in the field of ISRI forecasting, thus improving the accuracy of such forecasting, and (2) allow a practical deployment of forecasting methodology without a need to deeply learn underlying statistical theoretical considerations. This makes a deployment of our approach easier as security experts may have no deep knowledge in mathematical statistics.

4. Proposed Approach

In this section, we provide the description of the proposed approach. Its block scheme is presented on Fig. 1.

4.1 Collection of Data

At this stage ISRI time series data must be collected with adherence to special conditions SC-1 and SC-2, so

- Data must be collected with the highest possible accuracy over the time domain and it should not be aggregated.
- Data must be collected for all potentially dangerous events which could lead to ISRI if there is no any countermeasure in place. Afterwards the forecast must be corrected according to the average contribution of all available countermeasures for a given type of ISRI.

4.2 Stationarity Check and Data Adjustment

During these steps we must perform any of possible tests to check the stationarity of data. This step is an essential one as in order to check the significance of the coefficients in the auto regression model to be used for forecasting (introduced in detail below) the variance of the observed data must be estimated and it must be finite [14]. But as it is finite for stationary processes only, the time series to which we are trying to apply these models must be stationary. The most popular stationarity tests are Augmented Dickey Fuller test or Philip Peron tests [14],[15]. If data is stationary, we can go to the next step. If not, we must perform data adjustment taking the difference of order \( d \) \((d = 1, 2, 3 \ldots)\) and perform the check again for adjusted time series until we find \( d \) when the data becomes stationary [16] (see Eq.(1)). Here \( y_t \) is initial ISRI time series at time \( t \), \( y_t^{(d)} \) is an integrated time series order \( d \). We will use this new adjusted time series for all next steps.

\[
y_t^{(1)} = y_t - y_{t-1}
\]
There are several models which should be generated. The detailed description of all these models is provided in [16]. In order to generate auto regression models at the next step, we must find the maximum significant orders of autocorrelation (AC) and partial autocorrelation (PAC) functions. The theoretical background of this technique is described in [15]. In short, we must select the highest value of an AC coefficient which is significant in terms of selected confidence level for the maximum order of autoregressive (AR) part and the highest level of PAC coefficient which is significant in terms of selected confidence level for the maximum order of moving average (MA) part.

4.4 Generate Models

There are several models which should be generated. The detailed description of all these models is provided in [16].

First of all it is necessary to try a simple autoregressive (AR) model, defined in Eq. (2). Here $c$ is the expectation of $y$, $p$ — order of the autoregressive process, $\alpha_i$ are estimated coefficients and $\epsilon_t$ is an error term. In this model error term is assumed to be distributed as $N(0, \sigma^2)$.

$$ y_t = c + \sum_{i=1}^{p} \alpha_i y_{t-i} + \epsilon_t $$

(2)

Then autoregressive models with moving average (ARMA) of order $(p, q)$, defined in Eq. (3), should be generated. Here $p$ is the order of the autoregressive process, $q$ — order of the moving average, $\alpha_i$ are estimated coefficients for autoregressive part, $\beta_i$ are coefficients for moving average part.

$$ y_t = c + \sum_{i=1}^{p} \alpha_i y_{t-i} + \sum_{j=1}^{q} \beta_j \epsilon_{t-j} + \epsilon_t $$

(3)

If original ISRI time series, $y_t$ was non-stationary and ARMA $(p, q)$ model was applied to stationary adjusted time series, $y_t^{(s)}$, such a model is considered as a generalization of ARMA model to autoregressive integrated moving average (ARIMA) model of order $(p, d, q)$ where $d$ is order of adjusted time series [16]. Thus if ARIMA $(p, d, q)$ model is applied to $y_t$ it turns into ARIMA $(p, 0, q)$ which by definition is ARMA $(p, q)$ [16].

As it was pointed out above, ARMA and thus ARIMA model relies on the assumption that an error term has a constant variance. But as there is no way to prove this property for processes generating ISRI, we must consider more general situation. Such cases can be modeled by the following models which should be applied right after ARIMA models.

An autoregressive conditional heteroskedasticity (ARCH) model considers the variance $\sigma^2$ of the current error term $\epsilon_t$ to be a function of the previous time periods’ error terms (see Eq. (4)). Here $\alpha_i$ are estimated coefficients and $w$ is the order of ARCH term. It is commonly used in modeling time series that exhibit time-varying volatility clustering, i.e. periods of swings followed by periods of relative calm.

$$ \sigma_t^2 = \alpha_0 + \sum_{i=1}^{w} \alpha_i \epsilon_{t-i}^2 $$

(4)

ARCH can be generalized to make the conditional variance a function of past conditional variances in which case the model is called generalized autoregressive conditional heteroskedasticity (GARCH). GARCH $(u, w)$ is defined in Eq. (5), where $u$ is the order of GARCH term and $w$ is the order of ARCH term.

$$ \sigma_t^2 = \alpha_0 + \sum_{i=1}^{u} \alpha_i \epsilon_{t-i}^2 + \sum_{j=1}^{w} \beta_j \sigma_{t-j}^2 $$

(5)

The way all these models are generated is as follows [16], [17]: according to the maximum order of AR and MA parts obtained at the correlogram check stage, we start generating models with all possible combinations of AR and MA parts. The total number of ARIMA models is defined in Eq. (6) as multiplication of sum of the corresponding binomial coefficients.

$$ Number_{ARIMA} = \sum_{i=1}^{p} \left( \begin{array}{c} p \\ i \end{array} \right) \times \sum_{j=1}^{q} \left( \begin{array}{c} q \\ j \end{array} \right) $$

(6)

Afterwards, we perform the next step for all generated models. And for the best of them in terms of Sect. 4.5 we perform generation of ARCH and GARCH models. The methodology of selection of orders of ARCH and GARCH terms is described in detail in [18]. In short, we must perform Ljung-Box test for randomness applied to the autocorrelation values of $\epsilon^2$. The ARCH/GARCH order will be given by the number of lags in the Ljung-Box test at which the null hypothesis needs to be rejected. As it is a probabilistic test, it is recommended to take a 5% significance level. Here it is necessary to note, that most of modern statistical software allows automatic fitting of ARCH/GARCH models, so in order to use these models, there is no need to know all the mathematical background of its operation.

The best models are again selected according to the procedure in Sect. 4.5.

4.5 Selection of Best Models

During this step it is necessary to select models with minimum values of Akaike and Schwartz statistics. Related theoretical considerations can be found in [16]. If in short, the coefficients in ARIMA models are estimated according to the maximum likelihood criteria. But these criteria increase together with number of dependant variables. So in order to correct this fact, Akaike and Schwartz criteria were introduced. As in general each of these criteria can select a
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<table>
<thead>
<tr>
<th>Forecasting statement</th>
<th>Real result</th>
<th>Amount of incidents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incident will happen (c-1)</td>
<td>Incident occurred</td>
<td>Correct forecast Situation A</td>
</tr>
<tr>
<td>Incident will not happen (c-2)</td>
<td>Incident did not occur</td>
<td>Error type II (false negative or ( \alpha )) Situation D</td>
</tr>
</tbody>
</table>

### 4.6 Making a Forecast

Having obtained the best model from the previous stages, we apply it to make a forecast (a forecasting statement for each given time period). To do this, we should just put previously observed data in the obtained equation and start generating values of the forecasting function. As all the involved models are standard models for time series analysis, the variance of forecasted values can be estimated by equations related to these models, which can be found, for example in [16] or [19]. We are not providing these equations here as they do not have a direct link with the proposed methodology.

As a result, for each time period \( t \) (defined by the period of sampling used in SC-2) we obtain a value of forecasting function \( f_t \) and its variance \( \sigma_i^2 \). Afterwards we make a forecasting statement according to the following procedure, based on approach presented in [20]:

- **We define two classes:** (c-1) ISRI will happen at time period \( t \), and (c-2) ISRI will not happen at time period \( t \). To make a forecasting statement at a time period \( t \) we need to make a selection of a class for this time period.
- **We define a classification rule to make a class selection by setting a threshold value \( T \) for values of forecasting function (see Eq. (7)).** In our approach we decided to select a constant threshold value for any \( t \). Here \( x \) is a parameter which together with threshold value should be estimated as described in [21].

\[
\text{If } f_t + x \sigma_i \geq T, \text{ select } c-1 \\
\text{If } f_t + x \sigma_i < T, \text{ select } c-2
\]  

### 4.7 Accuracy of Forecasting

While making a forecasting statement we can make either a correct statement (which results in correct forecast) or an incorrect statement (which results in forecasting error). According to [22] there could be two different types of errors (see Table 1). Figure 2 shows graphical representation of possible situations.

For ISRI forecasting we should understand consequences of these errors as follows:

- **Error type I (false positive):** we decided not to prepare for an incident at a given time period \( t \), but it happened and we suffered from loss caused by incident.
- **Error type II (false negative):** we prepared for an incident at a given time period \( t \), but it did not happen and we suffered from loss caused by erroneous preparation.

An ideal, but usually unachievable case is when both \( \alpha \) and \( \beta \) are zeros [23]. In mathematical statistics a task to make a classification rule sounds like "with a given level of false positive (or false negative) develop a selection rule which provides minimum possible value of alternative error type." In information security selection of a classification rule must be made by security manager as it can be different for different types of ISRI. For example, for access control a rule usually is: with a given error type II (when we refuse to legal users), minimize error type I (when we let a fraudster go inside). But for spam detection system a rule usually is: with a given error type I (when we let a spam message go inside a mailbox), minimize error type II (when we drop a proper message).

### 5. Case Study and Evaluation

In this section, we provide an application of the proposed approach to forecasting of spam messages. We also evaluate its performance characteristics and demonstrate contribution of special conditions to forecasting process.

For making forecasts we used spam messages statistics collected during 68 days (07/2009–09/2009) in a small enterprise which is located in Europe and is working in marketing business. This data was collected with adherence to special conditions (introduced above) and was stored on the hourly basis. For the current example this was sufficient as the rate of spam messages was lower. If there were several messages in one single hour, we would have to switch to a shorter period up to the shortest, supported by measuring equipment.
Explanation of all metrics and abbreviations presented in tables below can be found in [24] and [25] and [16].

5.1 Case Study

5.1.1 Contribution of Special Conditions

As it is possible to count precise number of occurred incidents (amount of spam messages) and precise time of incident’s occurrence (time of arrival), an arrival of a spam message from non-free mail server, the list of filtered other mail servers which were previously used to deliver addresses was frequently changing. Thus when we applied this countermeasure to original data it resulted in dropping of more than 95% of it. Thus if SC-1 is not met and we count only amount of spam messages it is clear that spectrums are significantly different from each other. The aggregated data spectrum is much smoother and also does not have some of original harmonics.

Results of Augmented Dickey Fuller test for stationarity of original and aggregated data are presented in Table 2 and Table 3 accordingly. In both cases the data is stationary. So we can proceed with the correlogram analysis.

Correlograms for aggregated and original data are presented in Figs. 3 and 4.

![Fig. 3](image1.png)

**Fig. 3** Fourier transformation for original and aggregated data.

![Fig. 4](image2.png)

**Fig. 4** Correlogram of aggregated data.

### Table 2 Augmented Dickey Fuller test for original data.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.*</th>
</tr>
</thead>
<tbody>
<tr>
<td>INCIDENT(-1)</td>
<td>-0.735758</td>
<td>0.039323</td>
<td>-19.11970</td>
<td>0.0000</td>
</tr>
<tr>
<td>D(INCIDENT(-1))</td>
<td>-0.164641</td>
<td>0.033041</td>
<td>-4.977441</td>
<td>0.0000</td>
</tr>
<tr>
<td>D(INCIDENT(-2))</td>
<td>-0.006622</td>
<td>0.024588</td>
<td>-3.662254</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

### Table 3 Augmented Dickey Fuller test for aggregated data.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.*</th>
</tr>
</thead>
<tbody>
<tr>
<td>INCIDENT(-1)</td>
<td>-0.927221</td>
<td>0.124970</td>
<td>-7.419528</td>
<td>0.0000</td>
</tr>
<tr>
<td>C</td>
<td>2.803010</td>
<td>0.432731</td>
<td>6.323039</td>
<td>0.0000</td>
</tr>
</tbody>
</table>
sented on Fig. 4 and Fig. 5 accordingly. As we can see form correlogram for aggregated data, there are no neither AC nor PAC coefficients which are higher then significance level. This means that obtained data has properties of white noise and there is no way to make any other forecast except to state that the data will fluctuate around its mean value. As to the non-aggregated original data, there are rather many significant AC and PAC coefficients.

5.1.2 Generation of Models and Forecasting

According to Sect. 4, now we need to generate auto regression models. In order to do it, we again use correlogram of original data (Fig. 5).

The highest significant coefficient’s number is 169. So it means that we must generate all combinations with orders $p$ and $q$ of AR and MA up to 169. The result of the best model selection according to both Akaike and Schwartz criteria is shown in Table 4. According to $z$-Statistics values, all the coefficients are significant.

It means that our process is described as a sum of AR(24), AR(72), AR(168), AR(169), MA(24), MA(72), MA(168) and MA(169). As the data was observed on the hourly basis, it means that amount of spam in a given hour depends on amounts of spam one day before (AR(24) and MA(24)), three days ago (AR(72) and MA(72)) and about a week ago (AR(168), AR (169) and MA(168), MA(169)).

This dependency in the spam generating process shows us its internal characteristics. In this case it can indicate that a spam agent which is sending us messages has a regular schedule.

As there are several significant ARCH/GARCH terms, it means that the variance of each error term is changing over the time and can be represented as a sum of ARCH and GARCH terms. According to Table 4 this process is GARCH order (3, 1). It means that the data is heteroskedastic.

Finally we can proceed with forecasting. An example of a real short-term forecasting with obtained model on a one day period ahead is shown on Fig. 6. Here forecasting statements are compared with real result values measured in addition to those initial 68 days considered for building the model. As sampling period in this case study was set to one hour, in total we have 24 time periods for one day ahead forecasting. Here we obtained constant threshold value $T_1=1$ and parameter $x=2$ (see Eq. (7)), standard error values were calculated according to procedure presented in [16].

We can also use Fig. 6 to perform rough estimation of accuracy of the proposed model: we can clearly see that the model has precisely indicated 2 of 3 hours where we should expect the next spam message (so there is only one occurrence of error type I) and all safe hours without spam were successfully detected (there are completely no occurrences of error type II).

A middle-term forecast can be obtained by making

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Best model.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
<td>Coefficient</td>
</tr>
<tr>
<td>AR(24)</td>
<td>0.260788</td>
</tr>
<tr>
<td>AR(72)</td>
<td>0.339384</td>
</tr>
<tr>
<td>AR(168)</td>
<td>0.241110</td>
</tr>
<tr>
<td>AR(169)</td>
<td>0.121930</td>
</tr>
<tr>
<td>MA(24)</td>
<td>-0.273490</td>
</tr>
<tr>
<td>MA(72)</td>
<td>-0.319726</td>
</tr>
<tr>
<td>MA(168)</td>
<td>-0.215960</td>
</tr>
<tr>
<td>MA(169)</td>
<td>-0.121531</td>
</tr>
</tbody>
</table>

Fig. 5 Correlogram of original data.
short-term forecast for a larger sequence of hours and then calculating mean and variance for this sequence taking into account that each value in the sequence has its own variance because of heteroskedasticity.

5.2 Evaluation

In order to evaluate the proposed model, we are using a cross validation technique presented in [26]. With this method, all observed data is divided into two parts: training data and test data. Training data is used as an initial data to start forecasting and test data is supposed to be yet unknown. After the forecasting procedure, forecasted values are compared with test data. There are no recommendations about the length of these parts (but the shorter is the training data the higher could be possible errors in forecasted data), so we selected 15% of all data as training data and 85% as test data. The quality of forecasting can be estimated by parameters introduced in [16].

Root Mean Squared Error (RMSE) allows estimating which forecasting model is the best one for a given set of data. But more critical task is to compare models between different sets of data. For such purpose we decided to use False Positive Rate (FPR) and False Negative Rate (FNR). Comparison of different models is presented in Table 5, which shows that consideration of ARCH and GARCH terms improved the accuracy of forecasting.

Unfortunately, the authors in [7] provide neither their data sets nor FPR/FNR values, so the direct comparison is not possible. But if to apply approach presented in [7] to the type of ISRI we were analyzing (thus collecting data without adherence to special conditions, introduced in our approach) we will have to use aggregated daily statistics (as it is proposed in [7]) which leads us to the series with properties of white noise (see Sect. 5.1), and, in turn, to impossibility to make a meaningful short-term forecast. To conclude, application of approach presented in [4] lead to negative results while our approach helped to resolve this problem.

6. Conclusion

In this paper we have proposed an approach to make a short-term and a middle-term forecasting for a wide class of ISRI — unambiguously detectable ISRI.

In order to do that, we have considered specifics related to ISRI forecasting process and investigated its theoretical background. As a result we proposed solutions to these problems for unambiguously detectable ISRI by introduction of rules of data collection and storage (special conditions) adherence to which improves forecasting in this subject field.

We have confirmed the applicability and effectiveness of the proposed theoretical model to real data by an example of application of our approach to statistics of spam messages. Finally we have made an evaluation of performance characteristics of the proposed approach which confirmed its robustness.

The proposed approach is significantly different from previously available approaches by the way of collection of initial data, its further storage and underlying statistical considerations which makes model applicable in more situations, and by extension of underlying mathematical models to more general heteroskedastic models which help to increase accuracy of forecasting.

The proposed approach improves quality and applicability of previously available approaches and thus can be useful for practical applications.
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