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Abstract

In the design of experiments, combinatorial arrays such as orthogonal arrays and balanced arrays have been used for obtaining proper data with as few experiments as possible. Fractional factorial designs derived from combinatorial arrays offer great economy of time and resources and are used in agricultural, biological and industrial experiments.

A balanced array is an $m \times N$ array $A$ with elements from a set of $s$ symbols such that a $t$-column vector $(x_1, x_2, \ldots, x_t)^T$ appears $\mu_{x_1,x_2,\ldots,x_t}$ times in any $t \times N$ subarray of $A$, where $\mu_{x_1,x_2,\ldots,x_t}$ is invariant under any permutation of $x_1, x_2, \ldots, x_t$. If $\mu_{x_1,x_2,\ldots,x_t}$ is constant for all $t$-vectors, $A$ is called an orthogonal array.

Balanced arrays were introduced by Chakravarti in 1956 as a generalization of orthogonal arrays. The concept of balanced arrays play a key role in the study of several areas of combinatorial theory. For example, the incidence matrices of block designs such as BIB designs and $(r, \lambda)$-designs are balanced arrays with proper specifications of the parameters involved.

The problem of construction of balanced arrays except for orthogonal arrays is tough. Although necessary and sufficient conditions for the existence of balanced arrays have been obtained, they do not give any clue as to how to construct balanced arrays in practice. Recently some construction methods have been given by utilizing the structure of block designs. Here a direct construction of balanced arrays by applying the well-known Bose construction of orthogonal arrays is considered. In Chapter 2 a construction of orthogonal arrays which was proposed by Bose in 1947 is generalized. The construction of Bose utilizes linear transformations over a finite field. On the other hand, non-linear functions over a finite field instead of linear transformations are considered and restrictions of the domain of functions are made. Moreover two kinds of quadratic functions are used to construct balanced arrays.

When $f$ is a homogeneous polynomial, the set of points $x$ on a projective space satisfying $f(x) = 0$ is called a variety. We are interested in finding a
set of varieties such that each variety contains \( p \) points and the number of points in the intersection of two distinct varieties is contained in a set \( M \). This is called a set of mutually \( M \)-intersecting varieties. When \( M \) consists of a singleton, a set of mutually \( M \)-intersecting varieties is useful to construct balanced arrays in Chapter 2. In Chapter 3 sets of mutually \( M \)-intersecting varieties are constructed by using Hermitian forms.
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Notations

The notations, symbols and abbreviations below are used throughout this paper.

\( E(y) \) : Expectation of \( y \).

\( \text{Var}(y) \) : Variance of \( y \).

\( \text{Cov}(y_1, y_2) \) : Covariance of \( y_1 \) and \( y_2 \).

\( \text{Cov}(y) \) : Variance-covariance matrix of vector \( y \).

\( X^T \) : Transpose of matrix \( X \).

\( |S| \) : Cardinality of set \( S \).

\( S_1 - S_2 \) : Difference of two sets \( S_1 \) and \( S_2 \).

\( \binom{n}{m} \) : Binomial coefficient. As a special case, \( \binom{n}{m} = 0 \) if and only if \( m > n \) or \( m < 0 \).

\( \text{GF}(q) \) : A finite field of order \( q \).

\( \text{GF}(q)^\ast \) : The non-zero elements of \( \text{GF}(q) \), i.e. \( \text{GF}(q) \setminus \{0\} \).

\( \text{GF}(q)^n \) : \( n \)-dimensional vector space over \( \text{GF}(q) \).

\( \text{PG}(n, q) \) : \( n \)-dimensional projective geometry over \( \text{GF}(q) \).

\( OA(N, m, s, t) \) : Orthogonal array of strength \( t \) with \( N \) treatment combinations (or assemblies), \( m \) constraints, \( s \) levels.

\( BA(N, m, s, t) \) : Balanced array of strength \( t \) with \( N \) treatment combinations (or assemblies), \( m \) constraints, \( s \) levels.

\( \mu_{x_1, x_2, \ldots, x_t} \) : The number of vectors \( (x_1, x_2, \ldots, x_t)^T \) contained in a \( t \times N \) array as columns.
$w(l_0, l_1, \ldots, l_{s-1})$: The number of $t \times 1$ column vectors containing $l_0$ 0's, $l_1$ 1's, $\ldots$, $l_{s-1}$ (s-1)'s in a $t \times N$ array.

$V(f)$: Variety.

$V(\rho, M)$: A set of mutually M-intersecting varieties.

HV: Hermitian variety.

BFF design: Balanced fractional factorial design.

OA: Orthogonal array.

BA: Balanced array.

PBD: Pairwise balanced design.

BIBD: Balanced incomplete block design.

$(r, \lambda)$-design with MBN: $(r, \lambda)$-design with mutually balanced nested sub-designs.
Chapter 1

Introduction

1.1 Combinatorial Arrays

Fisher (1926) introduced methods of agricultural experiments to obtain required information efficiently which are called the design of experiments. Theory and applications of the design of experiments have been extensively developed and they are now established as an area of statistics. In the design of experiments, a factorial experiment is popularly used in various fields, for example, agricultural, biological and industrial fields. In factorial experiments, we can estimate the main effects and the interactions between different factors. If all $m$ factors have the same number of levels ($s$, say), the factorial design is called an $s^m$ symmetrical factorial design. Otherwise, it is called an asymmetrical factorial design. In an $s^m$ symmetrical factorial design, all possible factor combinations are considered and hence $s^m$ assemblies (treatment combinations) are needed although the designs allow estimation of main effects and all factor interactions. Fractional factorial designs were introduced by Yates (1937) to reduce the total number of assemblies. It is said that a good fractional factorial design should posses each of the following features to a reasonable degree. First, it should be economic, i.e. should involve as few assemblies as desired. Secondly, the correlations among the estimates
of various effects should be small, particularly those involving main effects. Thirdly, the variances for the estimates of different main effects, or those for the interactions should not be widely differ from each of them to another. From this point of view, in fractional factorial designs, combinatorial arrays such as orthogonal arrays and balanced arrays are usually used to obtain a good design.

An orthogonal array is an $m \times N$ array $A$ with elements from a set of $s$ symbols such that any $t \times N$ subarray of $A$ has each $t$-tuple appearing as a column $\mu$ times and denoted by $OA(N, m, s, t)$. Here $N = \mu s^t$. Often $\mu$ is called the index of the array, $t$ the strength of the array, $m$ the number of constraints and $s$ the number of levels. As a generalization of orthogonal arrays, Chakravarti (1956) first introduced balanced arrays. Let $A$ be an $m \times N$ array with elements from a set of $s$ symbols. If every $t$-column vector $(x_1, x_2, \ldots, x_t)^T$ appears $\mu x_1, x_2, \ldots, x_t$ times in any $t \times N$ subarray of $A$ and $\mu x_1, x_2, \ldots, x_t$ is invariant under any permutation of $x_1, x_2, \ldots, x_t$, the array $A$ is called a balanced array and denoted by $BA(N, m, s, t)$.

Fisher (1926) also utilized the Latin square design, which was used for comparing $s$ treatments in $s$ rows and $s$ columns, where rows and columns represent two blocking factors. The Latin square of order $s$ is an arrangement of $s$ Latin letters in a square of $s$ rows and $s$ columns such that every Latin letter occurs once in each row and once in each column. Other extensions of the Latin square design using more than two blocking factors lead to designs in the form of mutually orthogonal Latin squares. Two Latin squares are said to be orthogonal if superimposing one on the other gives a square with every possible ordered pair occurring exactly once. Before the use of Latin squares as the experimental design, Euler (1782) has investigated Latin squares and their properties as a combinatorial problem. Euler’s conjecture that two orthogonal Latin squares of order $4t + 2$ do not exist was very famous. This was disproved for $t \geq 2$ by Bose, Shrikhande and Parker (1960). It is known that the existence of $m - 2$ mutually orthogonal Latin squares of order $s$
is equivalent to the existence of an $OA(s^2, m, s, 2)$ of index unity (see Hall, 1986).

Here examples of fractional factorial designs are illustrated by utilizing an orthogonal array and a balanced array. Let $F_1$, $F_2$, $F_3$ and $F_4$ be four factors occurring at two levels (0 and 1, say). Then the following linear fixed effects model is considered.

$$
\begin{align*}
\varepsilon_{ijkl} &= \mu + \alpha_i + \beta_j + \gamma_k + \delta_l + \epsilon_{ijkl} \quad (i, j, k, l = 0 \text{ or } 1), \\
\alpha_0 + \alpha_1 &= 0, \quad \beta_0 + \beta_1 = 0, \quad \gamma_0 + \gamma_1 = 0, \quad \delta_0 + \delta_1 = 0,
\end{align*}
$$

where $y_{ijkl}$ denotes an observation for the $i$th, $j$th, $k$th and $l$th level of $F_1$, $F_2$, $F_3$ and $F_4$, respectively, $\mu$ is an overall mean, $\alpha_i$ and $\beta_j$ are main effects of the $i$th level of $F_1$ and the $j$th level of $F_2$, respectively, so $\gamma_k$ and $\delta_l$ are. It is assumed that $\epsilon_{ijkl}$ are random variables with $E(\epsilon_{ijkl}) = 0$, $\text{Var}(\epsilon_{ijkl}) = \sigma^2$ and are uncorrelated for $i$, $j$, $k$ and $l$.

First, we use the following $OA(8, 4, 2, 2)$ of index 2 for an experiment.

<table>
<thead>
<tr>
<th></th>
<th>$y_1$</th>
<th>$y_2$</th>
<th>$y_3$</th>
<th>$y_4$</th>
<th>$y_5$</th>
<th>$y_6$</th>
<th>$y_7$</th>
<th>$y_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$F_2$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$F_3$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$F_4$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Assume that the $i$th row of the array corresponds to factor $F_i$ and the $j$th column corresponds to observation $y_j$. Then the linear model based on the above orthogonal array is given by

$$y = E\theta + \varepsilon,$$
where

\[
y = \begin{bmatrix}
y_1 \\
y_2 \\
y_3 \\
y_4 \\
y_5 \\
y_6 \\
y_7 \\
y_8
\end{bmatrix}, \quad E = \begin{bmatrix}
1 & -1 & -1 & -1 & 1 & 1 \\
1 & -1 & 1 & 1 & -1 & 1 \\
1 & -1 & 1 & 1 & -1 & 1 \\
1 & 1 & -1 & -1 & 1 & 1 \\
1 & 1 & 1 & -1 & -1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1
\end{bmatrix}, \quad \theta = \begin{bmatrix}
\mu \\
\alpha_1 \\
\beta_1 \\
\gamma_1 \\
\delta_1
\end{bmatrix}, \quad \epsilon = \begin{bmatrix}
\epsilon_1 \\
\epsilon_2 \\
\epsilon_3 \\
\epsilon_4 \\
\epsilon_5 \\
\epsilon_6 \\
\epsilon_7 \\
\epsilon_8
\end{bmatrix}.
\]

Since \( \alpha_0 + \alpha_1 = 0 \), the main effect \( \alpha_0 \) can be expressed by \( -\alpha_1 \). Hence the entries of \( E \) are denoted by \(-1\) or \(1\) according to the corresponding levels of factors. Here \( E \) is called a design matrix and \( M = E^TE \) is called an information matrix. If \( M \) is nonsingular, the best linear unbiased estimate of \( \theta \) and its covariance matrix are given, respectively, by

\[
\hat{\theta} = M^{-1}E^T y \quad \text{and} \quad \text{Cov}[\hat{\theta}] = \sigma^2 M^{-1}.
\]

The information matrix of the above example is shown to be \( M = 8I_5 \). Here \( I_5 \) denotes the identity matrix of order 5. Since \( M \) is a diagonal matrix, it is easy to compute the estimate \( \hat{\theta} \) of \( \theta \) and its covariance matrix \((\sigma^2/8)I_5\). Hence the estimate of \( \theta \) are all uncorrelated.

Secondly, we use a \( BA(8,4,2,2) \) with indices \( \mu_{0,0} = 1, \mu_{0,1} = 2 \) and \( \mu_{1,1} = 3 \) similarly.

\[
\begin{array}{c|cccccccc}
& y_1 & y_2 & y_3 & y_4 & y_5 & y_6 & y_7 & y_8 \\
F_1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
F_2 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 \\
F_3 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 1 \\
F_4 & 1 & 1 & 0 & 1 & 0 & 0 & 1 & 1
\end{array}
\]
The linear fixed effects model based on the above balanced array is given by

$$y = E\theta + \epsilon,$$

where

$$y = \begin{bmatrix} y_1 \\ y_2 \\ y_3 \\ y_4 \\ y_5 \\ y_6 \\ y_7 \\ y_8 \end{bmatrix}, \quad E = \begin{bmatrix} 1 & -1 & -1 & 1 & 1 \\ 1 & -1 & 1 & -1 & 1 \\ 1 & -1 & 1 & 1 & -1 \\ 1 & 1 & -1 & -1 & 1 \\ 1 & 1 & 1 & -1 & -1 \\ 1 & 1 & 1 & 1 & 1 \end{bmatrix}, \quad \theta = \begin{bmatrix} \mu \\ \alpha_1 \\ \beta_1 \\ \gamma_1 \\ \delta_1 \end{bmatrix}, \quad \epsilon = \begin{bmatrix} \epsilon_1 \\ \epsilon_2 \\ \epsilon_3 \\ \epsilon_4 \\ \epsilon_5 \\ \epsilon_6 \\ \epsilon_7 \\ \epsilon_8 \end{bmatrix}.$$

Then the following symmetric information matrix is obtained:

$$M = \begin{bmatrix} 8 & 2 & 2 & 2 & 2 \\ 8 & 0 & 0 & 0 & 0 \\ \text{sym.} & 8 & 0 & 0 & 0 \\ 8 & 0 & 0 & 0 & 0 \end{bmatrix} = \begin{bmatrix} m_0 & m_1 & m_1 & \cdots & m_1 \\ m_0 & m_2 & m_2 & \cdots & m_2 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ m_0 & m_0 & m_0 & \cdots & m_0 \end{bmatrix},$$

where $m_0 = \mu_{0,0} + 2\mu_{0,1} + \mu_{1,1}$, $m_1 = -\mu_{0,0} + \mu_{1,1}$ and $m_2 = \mu_{0,0} - 2\mu_{0,1} + \mu_{1,1}$. Although the estimates are not uncorrelated, it holds that $\text{Var}(\hat{\alpha}_1) = \text{Var}(\hat{\beta}_1) = \text{Var}(\hat{\gamma}_1) = \text{Var}(\hat{\delta}_1)$ and $\text{Cov}(\hat{\alpha}_1, \hat{\mu}) = \text{Cov}(\hat{\beta}_1, \hat{\mu}) = \text{Cov}(\hat{\gamma}_1, \hat{\mu}) = \text{Cov}(\hat{\delta}_1, \hat{\mu})$ and $\text{Cov}(\hat{\alpha}_1, \hat{\beta}_1) = \text{Cov}(\hat{\beta}_1, \hat{\gamma}_1) = \text{Cov}(\hat{\gamma}_1, \hat{\delta}_1)$, etc.

In general, if the effects involving up to $l$ factors are estimable under a design $T$, a design $T$ is called a fractional factorial design of resolution $2l + 1$. Moreover a design $T$ is called a balanced fractional factorial design of resolution $2l + 1$, if $M^{-1}$ is invariant with respect to any permutation of factors. We can say that the previous examples are balanced fractional factorial designs.
of resolution III (traditionally written in Roman letters instead of Arabic).

1.2 Balanced Fractional Factorial Designs

The principle of factorial designs was elaborated primarily for agricultural field experiments by Fisher (1926). In factorial experiments, several factors may be investigated simultaneously. Yates (1937) described many designs for factors at two or three levels and introduced fractional factorial designs. A further advance in fractional factorial designs was made by Finney (1945). These designs reduce the total number of assemblies in comparison with the full factorial designs, whereby certain interactions are assumed to be negligible and a selection of all possible assemblies is used. Thus fractional factorial designs offer great economy of time and resources and are used in agricultural, biological and industrial experiments.

Rao (1946) defined hypercubes of strength $d$ which are related to Latin squares and orthogonal Latin squares. Later, Rao (1947) extended the definition of hypercubes of strength $d$ to cover a wider class of arrays called orthogonal arrays. He discussed the use of orthogonal arrays as orthogonal fractional factorial designs which permit the estimation of main effects and interactions up to order $d - 1$ when higher order interactions are negligible. Furthermore, Rao (1950) treated the method of construction of orthogonal fractional factorial designs using orthogonal arrays. For some methods of constructions of orthogonal arrays, reference may be made to, for example, Bose (1947), Bose and Bush (1952), Bush (1952b), Addelman and Kempthorne (1961), Seiden (1954), Seiden and Zemach (1966) and others. Some upper bounds on the maximum number of constraints for orthogonal arrays have been obtained by Rao (1947), Bush (1952a), Plackett and Burman (1946) and Bose and Bush (1952).

It is also well known that a necessary and sufficient condition for a $2^n$ fractional factorial design $T$ of resolution V to be orthogonal is that $T$ is an
orthogonal array of strength 4 (see, for example, Yamamoto, Shirakura and Kuwada (1975)). The term “resolution” of a design was introduced by Box and Hunter (1961), as a means of classifying fractional factorial designs. In orthogonal fractional factorial designs, estimates of main effects and interactions are easily obtained and are all uncorrelated. However, orthogonal fractional factorial designs exist only for special values of parameters and are uneconomic in the sense that they involve more than the desirable number of assemblies.

Balanced arrays were introduced as a generalization of orthogonal arrays and first studied by Chakravarti (1956) (see Section 1.1). Balanced arrays have a key role in the construction of symmetrical and asymmetrical factorial designs and fractionally replicated designs. In comparison to designs derived from orthogonal arrays, for example, designs derivable from balanced arrays require fewer assemblies to accommodate a given number of factors.

The study of balanced arrays was divided into two aspects as Figure 1.1 shows. One concerns the statistical applicability of balanced arrays and the other concerns the construction of balanced arrays. Here the statistical characterization is explained in more detail. Balanced fractional factorial

Chakravarti (1956) proposed BA as a generalization of OA

Statistical characterization

Relation between fractional designs and BA (1970-)

Construction (1972-84, 1985-)

Finding optimal designs (1970-86)

Figure 1.1: History of BA
designs have been investigated by Bose and Srivastava (1964a,b), Srivastava (1970), and Srivastava and Chopra (1971a,b). In particular, Srivastava (1970) has established a connection between a balanced array of strength 4 and a balanced fractional $2^m$ factorial (briefly, $2^m$-BFF) design of resolution V. A general connection between a balanced array of strength $2l$ and a $2^m$-BFF design of resolution $2l + 1$ has been given by Yamamoto, Shirakura and Kuwada (1975), where $1 \leq l \leq \lfloor \frac{1}{2}m \rfloor$ and $\lfloor x \rfloor$ denotes the greatest integer not exceeding $x$. Similarly, Kuwada (1979a) has obtained a connection between $3^m$-BFF designs of resolution V and 3-symbol balanced arrays of strength 4. Kuwada and Nishii (1979) have also succeeded in establishing a general connection between $s^m$-BFF designs and $s$-symbol balanced arrays. Furthermore, Srivastava and Anderson (1970), Shirakura (1975,1976a,1977) and Shirakura and Kuwada (1975,1976) investigated the $2^m$-BFF designs of resolution $2l$ and/or $2l + 1$ for general $l$. Hyodo (1992) has established a connection between a simple array, which is a balanced array of strength $m$, and a $2^m$-BFF design of resolution $2l + 1$, where $\lfloor \frac{1}{2}m \rfloor < l \leq m$.

By use of the multidimensional partially balanced (MDPB) association scheme (see Bose and Srivastava,1964b) which is a generalization of the ordinary association scheme, the eigenvalues of the information matrix for a $2^m$-BFF design of resolution V were obtained by Srivastava and Chopra (1971b). Using the algebraic structure of a triangular multidimensional partially balanced (TMDPB) association scheme, Yamamoto, Shirakura and Kuwada (1976) have obtained an explicit formula for the characteristic polynomial of the information matrix $M_T$ of a $2^m$-BFF design $T$ of resolution $2l + 1$. This polynomial is useful for comparing designs by the popular criteria such as the trace ($A$-optimal), the determinant ($D$-optimal) and the largest root ($E$-optimal) of $M_T^{-1}$. For the well-known literature on optimal designs using various criteria, see, for example, Kiefer (1959). $A$- and/or $D$-optimal $2^m$-BFF designs of resolution V or VII were obtained by Chopra (1975a,b), Chopra and Srivastava (1973a,b,1974,1975), Shirakura (1976b,1977) and Sri-
vastava and Chopra (1971a,1974). More precise tables of $A$-optimal $2^m$-BFF designs in Srivastava and Chopra (1971a) have been presented by Nishii and Shirakura (1986) for $4 \leq m \leq 6$, and Chopra, Kipngenom and Ghosh (1986) for $7 \leq m \leq 10$.

### 1.3 Block designs

The concept of balanced arrays is related to combinatorial structures of block designs such as pairwise balanced designs, $(r, \lambda)$-designs and balanced incomplete block designs. In this section some definitions on block designs are given and a connection between block designs and balanced arrays is presented.

Let $V$ be a finite set of points and $\mathcal{B}$ be a collection of subsets, called blocks, of $V$. Then the pair $(V, \mathcal{B})$ is called a block design.

**Definition 1.1 (Pairwise Balanced Design, PBD)** Let $v$ and $\lambda$ be positive integers, and $K$ be a set of positive integers greater than one. A $(v, K, \lambda)$-PBD is a design $(V, \mathcal{B})$ satisfying the following conditions:

1. $|V| = v$,
2. $|B| \in K$ for every $B \in \mathcal{B}$,
3. every pair of distinct points occurs in precisely $\lambda$ blocks.

If $K$ consists of a single positive integer $k \geq 2$, then a $(v, k, \lambda)$-PBD is called a balanced incomplete block design (BIBD) and denoted by $(v, k, \lambda)$-BIBD. A BIB design is further called a $t$-(v, k, $\lambda$) design, if each set of $t$ different points occurs together in $\lambda$ blocks. For convenience, let $\lambda_0 = b$ and $\lambda_1 = r$. Thus, a BIBD has five parameters $v, b, r, k, \lambda$, which are dependent.

**Definition 1.2 ( $(r, \lambda)$-design)** Let $r$ and $\lambda$ be positive integers such that $r > \lambda$. An $(r, \lambda)$-design is a design $(V, \mathcal{B})$ satisfying the following conditions:

1. every point occurs in precisely $r$ blocks,
(ii) every pair of distinct points occurs in precisely $\lambda$ blocks.

Note that some blocks of an $(r, \lambda)$-design may be empty or singletons. It is obvious that the existence of an $(r, \lambda)$-design $(V, \mathcal{B})$ is equivalent to the existence of a $BA(b, v, 2, 2)$ with indices $\mu_{1,1} = \lambda$, $\mu_{0,1} = r - \lambda$ and $\mu_{0,0} = b - 2r + \lambda$, where $b = |\mathcal{B}|$. Kuriki and Fuji-Hara (1994) introduced an $(r, \lambda)$-design with mutually balanced nested subdesigns and showed that a connection between the design and a balanced array of strength 2 with $s$ symbols.

**Definition 1.3** $(r, \lambda)$-design with MBN) Let $(V, \mathcal{B})$ be an $(r, \lambda)$-design. Suppose that each block $B \in \mathcal{B}$ is partitioned into $g$ subblocks $B_1, B_2, \ldots, B_g$ (some of them may be empty). Denote the collection of the $i$th subblocks $B_i$'s for each $B \in \mathcal{B}$ by $\mathcal{B}_i$ and $\Pi = \{B_1, B_2, \ldots, B_g\}$. An $(r, \lambda)$-design with mutually balanced nested subdesigns (for brevity, $(r, \lambda)$-design with MBN) is a triple $(V, \mathcal{B}, \Pi)$ satisfying the following conditions:

(i) $(V, B_i)$ is an $(r_i, \lambda_i)$-design for $i = 1, 2, \ldots, g$,

(ii) for distinct points $x$ and $y$ of $V$, the number of blocks $B$ of $\mathcal{B}$ containing $x$ in the $i$th subblock and $y$ in the $j$th subblock of $B$ is $\lambda_{i,j}$ which is independent of the $x$ and $y$ chosen.

Note that $\lambda_{i,j} = \lambda_{j,i}$ and $\lambda_i = \lambda_{i,i}$. It is easily seen that

$$r = \sum_{i=1}^{g} r_i \quad \text{and} \quad \lambda = \sum_{i=1}^{g} \lambda_i + 2 \sum_{1 \leq i < j \leq g} \lambda_{i,j}.$$  

**Result 1.1** (Kuriki and Fuji-Hara, 1994) The existence of an $(r, \lambda)$-design $(V, \mathcal{B}, \Pi)$ with mutually balanced nested subdesigns is equivalent to the exis-


tence of a $BA(b,v,s,2)$ with indices

$$
\mu_{i,j} = \begin{cases} 
\lambda_{i,j}, & \text{if } i \neq j \text{ and } i, j \neq 0, \\
\lambda_i, & \text{if } i = j \neq 0, \\
\gamma_i - \sum_{u=1}^{\tau-1} \lambda_{i,u}, & \text{if } i \neq 0 \text{ and } j = 0, \\
b - 2r + \lambda_i, & \text{if } i = j = 0,
\end{cases}
$$

where $v = |V|$, $b = |\mathcal{B}|$ and $s = |\Pi| + 1$.

1.4 History of Constructions

The study of construction of balanced arrays is illustrated in Figure 1.2. It may be mainly classified into two classes, one concerns the existence conditions and another concerns construction methods.

First, the existence conditions are mentioned. Balanced arrays of strength $t$ and $m(\geq t)$ constraints may not exist for an arbitrary set of values of parameters. Necessary and sufficient conditions for the existence of 2-symbol balanced arrays were obtained for $m = t+1$ and $t+2$ by Srivastava (1972) and for $m = t+3$ by Shirakura (1977). Srivastava (1972) also gave some necessary conditions in terms of many systems of Diophantine equations, and Srivastava and Chopra (1973) investigated these necessary conditions extensively. For 3-symbol balanced arrays, Srivastava and Wijetunga (1981) investigated a necessary and sufficient condition for the existence of balanced arrays with $t+1$ constraints. Their results, however, involve several errors to be corrected. For $s$-symbol balanced arrays, necessary and sufficient conditions for the existence of a balanced array have been obtained for $m = t+1$ by Yamamoto, Kuriki and Yuan (1983), who also corrected Lemma 7.1 of Srivastava and Wijetunga (1981), and for $m \geq t + 2$ by Kuriki (1984a,1984b,1988). For upper bounds on the maximum number of constraints for balanced arrays, refer to Chopra (1982,1983b), Rafter and Seiden (1974), Saha, Mukerjee and Kageyama (1988), and Yamamoto, Kuwada and Yuan (1985).
Figure 1.2: Constructions of BA
Secondly, we look at another direction of the study, i.e. finding methods of constructions. Many balanced arrays have been constructed by utilizing combinatorial structure. As mentioned before, block designs are related to balanced arrays. The incidence matrices of a BIBD and an \((r, \lambda)\)-design are balanced arrays with appropriate specifications of the parameters involved. Moreover, Chakravarti (1961), Rafter and Seiden (1974), Chakravarti and Dey (1976) and Dey, Kulshreshtha and Saha (1972) have given methods of constructing three-symbol balanced arrays of strength two or three by using BIBDs. Kageyama (1975) constructed \(s\)-symbol balanced arrays of strength \(t\) by generalizing the result of Dey, Kulshreshtha and Saha (1972). Kuriki and Fuji-Hara (1994) showed a connection between \((r, \lambda)\)-designs with MBN and balanced arrays of strength two. Regarding recursive constructions and cyclic constructions, Fuji-Hara, Jimbo and Yuan (1989) presented a recursive construction method of balanced arrays. A cyclic construction, in which the concept of cyclic code of coding theory is used, was given by Fuji-Hara, Kuriki and Miyake (1996).

In the present thesis, we propose a basic idea of algebraic constructions which has not been investigated before. Orthogonal arrays are usually constructed algebraically by using finite fields. We generalize this construction method of orthogonal arrays to obtain balanced arrays in Chapter 2.

### 1.5 Known Constructions

In this section, we introduce major results on constructions of balanced arrays studied last forty years. First, existence conditions for balanced arrays are given. For convenience, the following notation of the indices of a balanced array \(A\) instead of \(\mu_{x_1, x_2, \ldots, x_t}\) is used. Let \(w(l_0, l_1, \ldots, l_{s-1})\) denote the number of \(t\)-column vectors containing \(l_0\) 0’s, \(l_1\) 1’s, \ldots, \(l_{s-1}\) (\(s\)-1)’s in any \(t \times n\) subarray. For example, \(w(2, 0)\), \(w(1, 1)\) and \(w(0, 2)\) mean \(\mu_{0, 0}\), \(\mu_{0, 1}\) and \(\mu_{1, 1}\), respectively. Let \(\Omega = \{1, 2, \ldots, m\}\) denote the set of row
indices of $A$ and let $I_0, I_1, \ldots, I_{s-2}$, $I$ denote $s$ mutually disjoint subsets of $\Omega$. Let $\nu(I_0, I_1, \ldots, I_{s-2}, I)$ denote the number of columns of $T$ with the following entries: in each column, the symbol $j$ occurs at every row of $I_j$ for $j = 0, 1, \ldots, s-2$, and the symbol $s-1$ occurs at the remaining rows. Further let $\nu^*(I_0, I_1, \ldots, I_{s-2}|I)$ be the number of columns of $T$ with the following entries: in each column, the symbol $j$ occurs at every row of $I_j$ for $j = 0, 1, \ldots, s-2$ and the symbol $s-1$ occurs at the remaining rows not in $I$, whereas at each column in $I$ any symbol from 1 to $s-1$ occurs. The following result gives a general condition for the existence of balanced arrays.

**Kuriki (1984b)** A necessary and sufficient condition for the existence of a $BA(n, m, s, t)$ is that there exists a set of

$$
\sum_{j=0}^{e-1} \binom{m}{j} (s-1)^{m-j}
$$

non negative integers $\nu(I_0, I_1, \ldots, I_{s-2})$ with $|I_0| \leq e-1$ such that, for every family of $s-1$ mutually disjoint subsets $I_0 (|I_0| \geq e)$, $I_1, \ldots, I_{s-2}$ of $\Omega$ with respective cardinalities $e + l_0, l_1, \ldots, l_{s-2}$, $\nu(I_0, I_1, \ldots, I_{s-2})$ is not greater than or not less than $\Phi(I_0, I_1, \ldots, I_{s-1})$ according as $l_0$ is even or odd, where $e = m - t$,

$$
\Phi(I_0, I_1, \ldots, I_{s-1})
$$

$$
= \sum_{i_0^{(e)}=0}^{l_0^{(e)}} \cdots \sum_{i_0^{(e)}=0}^{l_0^{(e)}} (-1)^{i_0^{(e)}} \times \sum_{j_1^{(1)}, j_2^{(1)}, \ldots, j_{s-1}^{(1)} \geq 0} \sum_{j_1^{(1)}, j_2^{(1)}, \ldots, j_{s-1}^{(1)} = l_0^{(e)} - l_0^{(e)}} \binom{l_0^{(1)} - l_0^{(e)} - x}{j_1^{(1)}, j_2^{(1)}, \ldots, j_{s-1}^{(1)}}
$$

$$
\times \sum_{j_0^{(e)} = \min(l_0^{(1)}, l_0^{(2)}, \ldots, l_0^{(s-1)})}^{l_0^{(e)}} \binom{l_0^{(e)} - j_0^{(e)}}{j_1^{(e)}, j_2^{(e)}, \ldots, j_{s-1}^{(e)}}
$$

$$
\times w(l_0^{(e)}, l_1^{(1)} + \cdots + l_1^{(e)}, \ldots, l_{s-1}^{(1)} + \cdots + l_{s-1}^{(e)}),
$$
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In 2-symbol balanced arrays, the index \( w(l_0, l_1) \) is denoted by \( w_j \) with \( j = l_1 \). Shirakura (1977) considered a balanced array of strength \( m \) and called it a simple array. The above result yields a necessary and sufficient condition for the existence of a simple array.

\[
\nu(I_0, I_1, \ldots, I_{s-2}) = \sum_{j=0}^{e-1} \binom{l_0 + e - j - 1}{l_0} \sum_{l_0 \in \mathcal{R}_j(I)} \nu^*(I_0', I_1, \ldots, I_{s-2}|I_0 - I_0')
\]

\[|I_0| = e + I_0, \quad |I_j| = l_j \quad (j = 1, 2, \ldots, s - 2) \] and \( \mathcal{R}_j(I) \) denotes a collection of all subsets of \( I \) with cardinality \( j \).

Kuriki (1993) A necessary and sufficient condition for the existence of a simple \( BA(n, m, 2, t) \) is that there exists a non negative integers \( \nu_0, \nu_1, \ldots, \nu_{e-1} \) such that, for \( l = 0, 1, \ldots, t \),

\[
\sum_{j=0}^{e-1} \binom{l + e - j - 1}{l} \binom{l + e}{j} \nu_j
\]

is not greater than or not less than \( \Phi(l, t - l) \) according as \( l_0 \) is even or odd, where

\[
\Phi(l, t - l) = \sum_{l^{(1)}=0}^{l} \cdots \sum_{l^{(e-1)}=0}^{l} (-1)^{l^{(e-1)}} w_{l-l^{(e)}}
\]

and \( e = m - t \).

An existence condition for 2-symbol balanced arrays with \( t+2 \) constraints was given by Srivastava (1972). This condition corresponds to the case \( s = 2 \) and \( e = 2 \) in Theorem 2.2 of Kuriki (1984b). An existence condition for simple arrays with \( m = t + 2 \) can be given by Theorem 2.2 of Kuriki (1993) with \( e = 2 \).

Srivastava (1972) A necessary and sufficient condition for the existence of
a $BA(n, t + 2, 2, t)$ is that there exists a set of $t + 3$ non negative integers $
u(\phi), \nu(1), \ldots, \nu(t + 2)$ such that

$$\nu(1) \leq \nu(2) \leq \cdots \leq \nu(t + 2)$$

and that, for $l = 0, 1, \ldots, t$,

$$(l + 1)\nu(\phi) + \sum_{l' = 0}^{l+1} \nu(t - l' + 2) \leq \psi_l, \quad \text{if} \quad l \text{ is even},$$

$$(l + 1)\nu(\phi) + \sum_{l' = 0}^{l+1} \nu(l' + 1) \geq \psi_l, \quad \text{if} \quad l \text{ is odd},$$

where

$$\psi_l = \sum_{l' = 0}^{l} (-1)^{l'} (l - l' + 1)w_{l-l'}.$$

Here $\nu(\{i\})$ is denoted by $\nu(i)$ for brevity.

**Kuriki (1993)** A necessary and sufficient condition for the existence of a simple $BA(n, t + 2, 2, t)$ is that there exist two non negative integers $\nu_0$ and $\nu_1$ such that for $l = 0, 1, \ldots, t$, $(l + 1)\nu_0 + (l + 2)\nu_1$ is not greater than or not less than $\psi_l$ according as $l$ is even or odd, where $\psi_l$ is given by Srivastava (1972).

For 2-symbol balanced arrays of strength $t$ with $t + 2$ constraints, Kuriki (1988) showed that the existence of balanced arrays can be determined by the existence of simple arrays.

**Kuriki (1988)** There exists a $BA(n, t + 2, 2, t)$ if and only if there exists a simple $BA(n', t + 2, 2, t)$ with indices $w'_j$ such that, for some integer $h$ ($0 \leq h \leq t + 1$),

$$w'_j = w'_j - w''_j(h)$$
holds for all $j = 0, 1, \ldots, t$, where

$$w_{ij}^m(h) = \begin{cases} 
\min\{t - j + 2, h\} - 2 \max\{0, h - j - 1\} + \min\{t - j, h\}, & \text{if } t - j \text{ is even}, \\
- \max\{0, h - j\} + 2 \min\{t - j + 1, h\} - \max\{0, h - j - 2\}, & \text{if } t - j \text{ is odd}.
\end{cases}$$

Furthermore, Kuriki (1988) improved the existence condition for a $BA(n, t + 2, 2, t)$ given by Srivastava (1972) as follows.

**Kuriki (1988)** A necessary and sufficient condition for the existence of a $BA(n, t + 2, 2, t)$ is that there exist two non negative integers $\nu_0$ and $\nu_1$ such that for $l = 0, 1, \ldots, t$ and some integer $h \ (0 \leq h \leq t + 1), \ (l + 1)\nu_0 + (l + 2)\nu_1$ is not greater than or not less than $\psi_l$ according as $l$ is even or odd, where

$$\psi_l = \begin{cases} 
\psi_l - \min\{l + 2, h\}, & \text{if } l \text{ is even}, \\
\psi_l - \max\{0, h - t + 1\}, & \text{if } l \text{ is odd},
\end{cases}$$

where $\psi_l$ is given in Srivastava (1972).

Secondly, a list of some useful known constructions of balanced arrays is given.

**Chakravarti (1961)** There exists a $BA(b, v, 2, t)$ with indices $\mu_{x_1, x_2, \ldots, x_t}$ and which is obtained from a $t$-(v, k, $\lambda_t$) design. When $x_i = 1$ for $i = 1, 2, \ldots, r$ and $x_i = 0$ for $i = r + 1, \ldots, t$,

$$\mu_{x_1, x_2, \ldots, x_t} = \lambda(x_1, x_2, \ldots, x_t) = \lambda_r - \binom{t - r}{1}\lambda_{r + 1} + \binom{t - r}{2}\lambda_{r + 2} - \cdots + (-1)^{r - t}\binom{t - r}{t - r}\lambda_t,$$

where $\lambda_0 = b$, $\lambda_1 = r$.  
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Kageyama (1975) There exists a $BA(2b, v, 3, t)$ with indices

$$
\mu_{x_1, x_2, \ldots, x_t} = \begin{cases} 
\lambda(x_1, x_2, \ldots, x_t), & \text{if } x_i = 0 \text{ or } 1 \text{ for } i = 1, 2, \ldots, t, \\
\lambda(\epsilon(x_1), \epsilon(x_2), \ldots, \epsilon(x_t)), & \text{if } x_i = 1 \text{ or } 2 \text{ for } i = 1, 2, \ldots, t, \\
2\lambda_t, & \text{if } x_i = 1 \text{ for all } i = 1, 2, \ldots, t, \\
0, & \text{if } x_i = 0 \text{ and } x_j = 2 \text{ for some } i, j = 1, 2, \ldots, t,
\end{cases}
$$

where $\lambda(x_1, x_2, \ldots, x_t)$ is given in Chakravarti (1961).

The cases that $t = 2$ and $t = 3$ in the above result were given in Dey, Kulshreshtha and Saha (1972).

Rafter and Seiden (1976) There exists a $BA(b - r, r, k, 2)$ with indices

$$
\mu_{i,j} = \begin{cases} 
1, & \text{if } i, j \neq 0, \\
r - k, & \text{if } i \neq 0 \text{ and } j = 0, \\
b - r - (k - 1)(2r - k - 1), & \text{if } i = j = 0,
\end{cases}
$$

which is obtained from a $(v, k, 1)$-BIBD with the usual parameters $r, b$.

Chakravarti and Dey (1976) There exists a $BA(8t + 6, 4t + 3, 3, 2)$ with indices $\mu_{0,0} = \mu_{2,2} = t$, $\mu_{0,1} = \mu_{1,2} = t + 1$, $\mu_{1,1} = 2t$ and $\mu_{0,2} = 1$.

Chakravarti and Dey (1976) There exists a $BA(8t + 2, 4t + 1, 3, 2)$ with indices $\mu_{0,0} = \mu_{1,1} = 2t - 1$, $\mu_{0,1} = 2t$, $\mu_{0,2} = \mu_{1,2} = 1$ and $\mu_{2,2} = 0$.

Kuriki and Fuji-Hara (1994) There exists a $BA((s - 1)(s - 2)b, v, s, 2)$
with indices

\[
\mu_{i,j} = \begin{cases} 
\lambda - \lambda', & \text{if } i \neq j \text{ and } i, j \neq 0, \\
(s-2)\lambda', & \text{if } i = j \neq 0, \\
(s-2)(r - \lambda), & \text{if } i \neq 0 \text{ and } j = 0, \\
(s-1)(s-2)(b-2r + \lambda), & \text{if } i = j = 0,
\end{cases}
\]

which is obtained from an \((r, \lambda)\)-design \((V, B, \Pi)\) with MBN, where \(|V| = v, |B| = b, |\Pi| = s - 1, r_i = s - 2, \lambda_i = (s - 2)\lambda', \lambda_{i,j} = \lambda - \lambda'\) and \(\lambda'\) is the number of blocks of \(\Pi\) containing any pair of distinct points of \(V\).

Kuriki and Fuji-Hara (1994) There exists a \(BA(q^d(q^{d-d'}-1), \phi(n-1, d'-1, q), q^{d-d'} + 1, 2)\) with indices

\[
\mu_{i,j} = \begin{cases} 
\{q^d/(q^{d'-1})\} \Phi, & \text{if } i \neq j \text{ and } i, j \neq 0, \\
\Phi, & \text{if } i = j \neq 0, \\
q^d \Phi, & \text{if } i \neq 0 \text{ and } j = 0, \\
q^{d-d'}(q^n - q^d - 1), & \text{if } i = j = 0,
\end{cases}
\]

for a prime power \(q\) and all positive integers \(d\) and \(d'\) such that \(d > d'\), where \(n = d + d', \Phi = (q^{d-d'} - 1) \phi(n - 2, d' - 2, q), \) and

\[
\phi(n-1, d-1, q) = \frac{(q^{n-1}-1)(q^{n-2}-1)\cdots(q^{n-d'+1}-1)}{(q^d-1)(q^{d'-1}-1)\cdots(q-1)}.
\]

Kuriki and Fuji-Hara (1994) There exists a \(BA(pv, v, s, 2)\) with indices

\[
\mu_{i,j} = \begin{cases} 
f_l l_j, & \text{if } i \neq j \text{ and } i, j \neq 0, \\
l_i(f - f_l - 1), & \text{if } i = j \neq 0, \\
l_i(f(p-l) + 1) & \text{if } i \neq 0 \text{ and } j = 0, \\
(p - l)(f(p-l) + 1) & \text{if } i = j = 0,
\end{cases}
\]
for a prime power $v = pf + 1$, where $l_1, l_2, \ldots, l_{s-1}$ are positive integers such that $l = \sum_{i=1}^{s-1} l_i \leq p$.

In any column $(x_1, x_2, \ldots, x_m)^T$ of a balanced array $A$, if $A$ contains $(x_m, x_1, \ldots, x_{m-1})^T$, $A$ is said to be cyclic.

**Fuji-Hara, Kuriki and Miyake (1996)** There exists a cyclic $BA((p\lambda_0 n + p')nv, nv, s, 2)$ with indices

$$
\mu_{i,j} = \begin{cases} 
\lambda_0 f_i l_j, & \text{if } i \neq j \text{ and } i, j \neq 0 , \\
\lambda_0 l_i (f l_i - 1), & \text{if } i = j \neq 0 , \\
\lambda_0 (nv - f l_i) l_i, & \text{if } i \neq 0 \text{ and } j = 0 , \\
(p\lambda_0 - 2\lambda_0 l + p') nm + \lambda_0 l (f l_i + 1), & \text{if } i = j = 0 ,
\end{cases}
$$

for odd prime powers $v = pf + 1$ and $n = p' f' + 1$, where $l_1, l_2, \ldots, l_{s-1}, l'_1, l'_2, \ldots, l'_{s-1}$, $\lambda_0$ are positive integers such that $l = \sum_{i=1}^{s-1} l_i \leq p$, $\sum_{i=1}^{s-1} l'_i \leq p'$, $f = \lambda_0 f'$ and $l'_i = \lambda_0 l_i$ for $i = 1, 2, \ldots s - 1$.

**Fuji-Hara, Kuriki and Miyake (1996)** There exists a cyclic $BA(p v^2 (v^h - 1) / (v - 1), v^h, s, 2)$ with indices

$$
\mu_{i,j} = \begin{cases} 
 f_i l_j, & \text{if } i \neq j \text{ and } i, j \neq 0 , \\
l_i (f l_i - 1), & \text{if } i = j \neq 0 , \\
 (v^h - f l_i) l_i, & \text{if } i \neq 0 \text{ and } j = 0 , \\
 p v^2 (v^h - 1) / (v - 1) - 2 l v^h + l (f l_i + 1), & \text{if } i = j = 0 ,
\end{cases}
$$

for an odd prime powers $v = pf + 1$, where $l_1, l_2, \ldots, l_{s-1}$ are positive integers such that $l = \sum_{i=1}^{s-1} l_i \leq p$.

At last, a recursive construction of balanced arrays is given. A balanced array $A$ of strength $t$ can be expressed in terms of block designs. A balanced array of strength $t$ is an incidence structure $(V, G, B)$ which satisfies the
following conditions:

(i) $V$ is a set of $kg$ points.

(ii) $\mathcal{G}$ is a partition of $V$ into $k$ subsets with $g$ points, called groups. The point set $V$ may be denoted by $V = \{< i, q > | i \in N_k, q \in N_g \}$, where $N_f = \{1, 2, \ldots, f\}$.

(iii) $\mathcal{B}$ is a collection of $k$-subsets, called blocks, of $V$ each containing exactly one point from each group.

(iv) For any $i_1, i_2 \in N_k$ ($i_1 \neq i_2$), $q_1, q_2 \in N_g$, there are exactly $\eta(q_1, q_2)$ blocks containing a pair of points $< i_1, q_1 >$ and $< i_2, q_2 >$. Here $\eta(q_1, q_2)$ is independent of the choice of $i_1$ and $i_2$ and is called an index function.

A balanced array of strength two is also denoted by $BA_n[k; g]$. If $\eta(q_1, q_2) = \mu$ for all $q_1, q_2 \in N_g$, $BA_n[k; g]$ is further called a transversal design $TD_\mu[k; g]$.

Fuji-Hara, Jimbo and Yuan (1989) Let $A = (V, G, B)$ be a $BA_n[k + l; g]$ with group set $G = \{G_1, \ldots, G_k; H_1, \ldots, H_l\}$. Let $S$ be an $s$-subset of $H_1 \cup H_2 \cup \cdots \cup H_l$ and $u_B = |B \cap S|$ for each block $B \in B$. Denote $\{u_B | B \in B\}$ by $\{u_j | u_1 < u_2 < \cdots < u_4\}$. Assume the existence of $BA_n[k; m + u_j]$'s for $j = 1, 2, \ldots, d$, where $\eta_j$ is the index function satisfying the following conditions:

\begin{align*}
\text{a)} & \quad \eta_j(p, q) = \eta_j(p, q) \quad \text{for any } p, q \in N_{m+u_j}, \\
\text{b)} & \quad \eta_d(p, q_1) = \eta_d(p, q_2) \quad \text{for all } p \in N_m, q_1, q_2 \in N_{m+u_d} \setminus L_m, \\
\text{c)} & \quad \eta_d(p_1, q_1) = \eta_d(p_2, q_2) \quad \text{for any } P_1, p_2, q_1, q_2 \in N_{m+u_d} \setminus N_m, \\
& \quad (p_1 \neq q_1, p_2 \neq q_2), \\
\text{d)} & \quad \eta_d(p, p) = \eta_d(q, q) \quad \text{for any } p, q \in N_{m+u_d} \setminus N_m.
\end{align*}
Then there exists a $BA_{\eta^*}[k; mg + s]$ with an index function $\eta^*$, where

$$
\eta^*((x, p), (y, q)) = \eta(x, y)\eta_d(p, q) \quad \text{if} \quad (x, p), (y, q) \in N_g \times N_m,
$$

$$
\eta^*((x, p), s') = \eta(x, y)\eta_d(p, q) \quad \text{if} \quad (x, p) \in N_g \times N_m, \ s' = \langle v, y \rangle \in S, \ (p, q \in N_{m+u_d} \setminus N_m),
$$

$$
\eta^*(s', s'') = \eta(x, y)\eta_d(p, q) \quad \text{if} \quad s' = \langle u, x \rangle, s'' = \langle v, y \rangle \in S, \ u \neq v,
$$

$$
(p, q \in N_{m+u_d} \setminus N_m, p \neq q),
$$

$$
\eta^*(s', s'') = 0 \quad \text{if} \quad s' = \langle u, x \rangle, s'' = \langle v, y \rangle \in S, \ x \neq y,
$$

$$
\eta^*(s', s'') = \sum_{x \in N_g} \eta(x, x)\eta_d(p, p) \quad \text{if} \quad s' = \langle u, x \rangle \in S, \ (p \in N_{m+u_d} \setminus N_m).
$$

The above result can be generalized to a case of balanced arrays of strength $t$ (see Fuji-Hara, Jimbo and Yuan, 1989).
Chapter 2

Construction of Balanced Arrays

Bose (1947) proposed a construction of orthogonal arrays. The construction uses linear transformations over a finite field (see Result 2.3). Fuji-Hara and Miyamoto (1995) generalized this method by considering non-linear functions, i.e. elliptic or hyperbolic, instead of linear transformations to construct combinatorial arrays such as orthogonal arrays and balanced arrays. In particular, Fuji-Hara and Miyamoto (1995) constructed combinatorial arrays by using quadratic functions over finite fields of even prime power orders. This method was generalized for prime power orders by Fuji-Hara and Miyamoto (1997a).

2.1 Geometric properties

Some definitions and properties about the finite projective geometries for constructions of combinatorial arrays are presented in this section. Notations and symbols are due to Hirschfeld (1979, 1985), and Hughes and Piper (1973).

An incidence structure is defined by a triple \((V, \mathcal{B}, I)\), where \(V\), \(\mathcal{B}\), \(I\) are sets with \(I \subseteq V \times \mathcal{B}\). The elements of \(V\) are called points, those of \(\mathcal{B}\) lines.
If \((p, B) \in I\) for \(p \in V\) and \(B \in \mathcal{B}\), then it is said that \(p\) is incident with \(B\), or \(B\) is incident with \(p\), or \(p\) lies on \(B\), or \(B\) contains \(p\). Of course block designs \((V, \mathcal{B})\) themselves are incidence structures, although we omit \(I\) from the notation \((V, \mathcal{B}, I)\).

The incidence structure of a projective plane is first reviewed.

**Definition 2.1** An incidence structure \(\mathcal{P} = (V, \mathcal{B}, I)\) is called a **projective plane** if and only if the following axioms are satisfied:

(i) any two distinct points are incident with a unique common line;

(ii) any two distinct lines are incident with a unique common point;

(iii) \(\mathcal{P}\) contains a set of four points with the property that no three of them lie on a common line.

In particular, when \(V\) and \(\mathcal{B}\) are finite sets, \(\mathcal{P}\) is called a **finite projective plane**. The following result is shown in Hughes and Piper (1973).

**Result 2.1** Let \(\mathcal{P} = (V, \mathcal{B}, I)\) be a finite projective plane. There exists a positive integer \(n \geq 2\), which is called the **order** of \(\mathcal{P}\), such that

1. each line contains exactly \(n + 1\) points,

2. each points lies on exactly \(n + 1\) lines,

3. \(\mathcal{P}\) contains \(n^2 + n + 1\) points and \(n^2 + n + 1\) lines.

A projective plane can be constructed as follows. Let \(V\) be a 3-dimensional vector space over \(GF(q)\). Choose as a set of points \(V\) all 1-dimensional subspaces and as a family of lines \(\mathcal{B}\) all 2-dimensional subspaces of \(V\). Then the incidence structure \((V, \mathcal{B}, I)\) is a finite projective plane of order \(q\) and denoted by \(PG(2, q)\). Note that a projective plane is not necessarily \(PG(2, q)\). There are projective planes non-isomorphic to \(PG(2, q)\).

Secondly, an **n-dimensional projective geometry** \(PG(n, q)\) over \(GF(q)\) is defined. Let \(V\) be an \((n+1)\)-dimensional vector space over \(GF(q)\). The one-
two-, three- and \( n \)-dimensional subspaces of \( V \) are called a point, line, plane, and \emph{hyperplane} of \( \text{PG}(n, q) \), respectively. In general, the \((r + 1)\)-dimensional subspaces are called \emph{r-flats}. For any two distinct points \( p \) and \( q \) in an \( r \)-flat, all points on the line through \( p \) and \( q \) are also contained in the \( r \)-flat. A projective geometry is the system of all flats satisfying the conditions given in Definition 2.1. For \( n > 2 \), all projective geometries are isomorphic.

The set of \( r \)-flats of \( \text{PG}(n, q) \), written by \( \text{PG}^{(r)}(n, q) \), is examined. Recall the definition of \( \phi(n; r, q) \) in Kuriki and Fuji-Hara (1994) in Chapter 1, i.e.

\[
\phi(n, r, q) = \frac{(q^{n+1} - 1)(q^n - 1) \cdots (q^{n-r+1} - 1)}{(q^{r+1} - 1)(q^r - 1) \cdots (q - 1)}.
\]

**Result 2.2**

1. The number of points in \( \text{PG}(n, q) \) is \( \phi(n, 0, q) \).

2. \( |\text{PG}^{(r)}(n, q)| = \phi(n, r, q) \).

3. The number of \( r \)-flats through an \( s \)-flat in \( \text{PG}(n, q) \) is \( \phi(n - s - 1, n - r - 1, q) \).

Next define a set of points which is called a variety or quadric as follows.

**Definition 2.2 (Variety)** Let \( f \) be a homogeneous polynomial. Then the set of all points \( x \) of \( \text{PG}(n, q) \) satisfying \( f(x) = 0 \) is called a \emph{variety} and denoted by \( V(f) \).

In \( \text{PG}(n, q) \), all points are represented by \( (n + 1) \)-column vectors \( x \). Let \( f \) be a quadratic form, that is, \( f(x) = x^T Q x \), where \( x \in \text{PG}(n, q) \) and \( Q \) is a triangular matrix of order \( n + 1 \) over \( \text{GF}(q) \). Then the variety \( V(f) \) is called a \emph{quadric}. If there does not exist a non-singular transformation \( x = By \) which will transform a quadric to the form

\[
\sum_{i=0, j \geq i}^l c_{ij} y_i y_j \quad \text{where} \quad l \leq n + 1 \quad \text{and} \quad c_{ij} \in \text{GF}(q),
\]
then a quadric is said to be non-degenerate, otherwise a quadric is called degenerate.

For \(q\) odd, a triangular matrix \(Q\) is transformed to a symmetric matrix \(T\) of order \(n+1\) over \(\text{GF}(q)\). Hence a quadric which is defined by \(x^T Tx\) is non-degenerate if and only if \(T\) is a non-singular matrix on \(\text{GF}(q)\).

Non-degenerate quadrics in \(\text{PG}(3,q)\) are here considered to utilize the present construction method:

Elliptic quadric : \(V(dx_0^2 + x_0x_1 + x_1^2 + x_2x_3)\), where

\[ (1) \text{ for } q \text{ even}, \quad d \in \{t \in \text{GF}(2^h); \ D(t) = t + t^2 + \cdots + t^{2^h-1} = 1\}, \]

\[ (2) \text{ for } q \text{ odd}, \quad d \in \{t \in \text{GF}(q); \ 1 - 4t \text{ is a non-square} \}. \]

Hyperbolic quadric : \(V(x_0x_1 + x_2x_3)\).

Throughout this thesis, \(d\) is used in the above meaning. Finally a bijection over \(\text{PG}(n,q)\) is defined.

**Definition 2.3 (projectivity)** When \(S\) and \(S'\) are two spaces of \(\text{PG}(n,q)\), then a projectivity \(\alpha : S \rightarrow S'\) is a bijection given by matrix \(T\) in the sense that if \(P' = P^\alpha\), then \(tx' = Tx\), where \(x'\) and \(x\) are vector representations of points \(P'\) and \(P\) respectively, and \(t\) is a non-zero element of \(\text{GF}(q)\).

A projectivity preserves incidence structure of points and lines; that is, if a point \(P\) on \(l\), then \(P^\alpha\) on \(l^\alpha\).

### 2.2 A Generalization of Bose’s Construction

A balanced array was first introduced by Chakravarti (1956) in connection with some class of statistical designs as follows.

**Definition 2.4 (Balanced array)** Let \(S\) be a set \(\{0,1,\ldots,s-1\}\) of \(s\) symbols and let \(S^t\) be the set of all \(t\)-dimensional column vectors over \(S\). A
balanced array $BA(N, m, s, t)$ is an $m \times N$ array $A$ whose elements are from $S$ satisfying the following conditions:

(i) in any $t$-rowed subarray $A_0$ of $A$, $x \in S^t$ appears $\mu_x$ times in $A_0$,

(ii) for any permutation $\sigma$ on the coordinates of the vector $x \in S^t$, $\mu_{\sigma(x)} = \mu_x$.

Here $m$ is called the number of constraints, $s$ the number of levels, $t$ the strength and $\mu_x$ the indices of the array. If $\mu_x = \mu$ for every $x \in S^t$, then the array is called an orthogonal array of strength $t$, and denoted by $OA(N, m, s, t)$, where $N = m^t$.

As a special case of balanced arrays, Horton (1974) defined an incomplete orthogonal array satisfying the conditions (i') below and (ii), denoted by $IOA(N, m, s, h, t)$. Let $H$ be a $h$-subset of $S$ and $H^t$ the set of all $t$-dimensional column vectors over $H$.

(i') in any $t$-rowed subarray $A_0$ of $A$, every $x \in S^t \setminus H^t$ appears $\mu_x$ times in $A_0$ and every $x \in H^t$ appears no times in $A_0$.

In order to construct balanced arrays, a construction method of orthogonal arrays, proposed by Bose (1947), will be generalized by using multivariate functions and restricting a domain of the functions.

**Result 2.3 (The construction of Bose)** Let $G$ be an $m \times n$ matrix over $GF(q)$, a finite field of order $q$. If any $t$ rows of $G$ are linearly independent, then the $m$-dimensional column vector space $\{Gx; x \in GF(q)^n\}$ is an $OA(q^m, m, q, t)$ with $\mu = q^{n-t}$.

We consider the linear combination $g^T x$ as a linear function $f(x) = g_1 x_1 + g_2 x_2 + \cdots + g_n x_n$ where $g = (g_1, g_2, \ldots, g_n)^T$, $x = (x_1, x_2, \ldots, x_n)^T$. Then
we interpret the method of Bose as follows. For all $\mathbf{x} \in \mathbb{GF}(q)^n$, 

$$
G\mathbf{x} = \left( \begin{array}{c}
  f_1(\mathbf{x}) = g_{11}x_1 + g_{12}x_2 + \cdots + g_{1n}x_n \\
  f_2(\mathbf{x}) = g_{21}x_1 + g_{22}x_2 + \cdots + g_{2n}x_n \\
  \vdots \\
  f_m(\mathbf{x}) = g_{m1}x_1 + g_{m2}x_2 + \cdots + g_{mn}x_n
\end{array} \right),
$$

where $g_{ij}$ is the $(i, j)$-th element of a matrix $G$ over $\mathbb{GF}(q)$.

Moreover this method will be generalized by letting $f_1, f_2, \ldots, f_m$ be distinct multivariate functions with a domain $W \subseteq \mathbb{GF}(q)^n$ in common, and taking the collection $A$ as

$$
A = \left\{ \begin{pmatrix}
  f_1(\mathbf{x}) \\
  f_2(\mathbf{x}) \\
  \vdots \\
  f_m(\mathbf{x})
\end{pmatrix} ; \quad \mathbf{x} \in W \right\},
$$

denoted by $A(f_1, f_2, \ldots, f_m; W)$. This may be regarded as an array consisting of an arbitrary juxtaposition of column vectors.

Some constructions are first given by restricting a domain $W$ and letting $f_i$ be linear functions.

**Theorem 2.1** Let $W$ be $\mathbb{GF}(q^n)^t - \mathbb{GF}(q)^t$ and $f_1, f_2, \ldots, f_m$ be linear functions over $\mathbb{GF}(q)$, where any $t$ functions of them are independent. Then $A(f_1, f_2, \ldots, f_m; W)$ is an $\text{IOA}(q^{nt} - q^t, m, q^n, q, t)$ with $\mu = 1$.

**Proof.** It will be shown that $A(f_1, f_2, \ldots, f_m; W)$ contains every $t$-column vector from $\mathbb{GF}(q^n)^t - \mathbb{GF}(q)^t$ precisely once. First, we consider a domain $W$ as $\mathbb{GF}(q^n)^t$. Let $(a_1, a_2, \ldots, a_t)^T$ be a $t$-vector from $\mathbb{GF}(q^n)^t$. Since
$f_1, f_2, \ldots, f_t$ are linearly independent, the number of solutions $x$ which satisfy
\[
\begin{pmatrix}
f_1(x) \\
f_2(x) \\
\vdots \\
f_t(x)
\end{pmatrix} =
\begin{pmatrix}
a_1 \\
a_2 \\
\vdots \\
a_t
\end{pmatrix}
\]
is one for every $(a_1, a_2, \ldots, a_t)^T \in \mathbb{GF}(q^n)^t$. Secondly, we consider a domain $W'$ as $\mathbb{GF}(q)^t$. Let $(a_1, a_2, \ldots, a_t)^T$ be any $t$-vector from $\mathbb{GF}(q)^t$. The number of solutions $x$ which satisfy the above equation is also one. Finally, restrict a domain to $\mathbb{GF}(q^n)^t - \mathbb{GF}(q)^t = W - W'$. Then for each $(a_1, a_2, \ldots, a_t)^T \in \mathbb{GF}(q^n)^t - \mathbb{GF}(q)^t$, there is exactly one solution.

**Theorem 2.2** Let $W$ be a hyperplane $\mathcal{H}$ of $\mathbb{GF}(q)^n$ and let $f_1, f_2, \ldots, f_m$ be linear functions, and the intersection of null spaces of any two $f_i, f_j$ ($i \neq j$) is not parallel to $\mathcal{H}$. Then $A(f_1, f_2, \ldots, f_m; W)$ is an $OA(q^{n-1}, m, q, 2)$ with $\mu = q^{n-3}$.

**Proof.** A hyperplane $\mathcal{H}$ is an $(n-1)$-dimensional subspace over $\mathbb{GF}(q)$ which contains $q^{n-1}$ points. The subspace which is generated by $f_i(x), x \in \mathcal{H}$, is also an $(n-1)$-dimensional subspace $\mathcal{H}_i$. The intersection of $\mathcal{H} \cap \mathcal{H}_i$ is an $(n-2)$-dimensional subspace. Hence the set of $x$ satisfying
\[
\begin{pmatrix}
f_i(x) \\
f_j(x)
\end{pmatrix} =
\begin{pmatrix}
a \\
b
\end{pmatrix}
\]
for any $a, b \in \mathbb{GF}(q)$ forms an $(n - 3)$-dimensional subspace over $\mathbb{GF}(q)$. Hence the cardinality of the set is $q^{n-3}$. 
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2.3 Generation of non-linear functions

In $\text{PG}(3, q)$, all points are represented by 4-tuples $\mathbf{x} = (x_0, x_1, x_2, x_3)^T$, where $x_i \in \text{GF}(q)$ for $0 \leq i \leq 3$. The 4-tuples $t\mathbf{x} = (tx_0, tx_1, tx_2, tx_3)^T$ is regarded as the same point as $\mathbf{x}$ for any nonzero $t \in \text{GF}(q)^*$. Recall (Definition 2.3) that a projectivity $\alpha : \text{PG}(3, q) \rightarrow \text{PG}(3, q)$ is a bijection given by a matrix $\mathbf{T}$ of order 4 over $\text{GF}(q)$.

We consider non-degenerate quadrics in $\text{PG}(3, q)$, which have the canonical forms: $V(dx_0^2 + x_0x_1 + x_1^2 + x_2x_3)$ (for an elliptic quadric) and $V(x_0x_1 + x_2x_3)$ (for a Hyperbolic quadric) (see Section 2.1). An elliptic quadric and a hyperbolic quadric consist of $q^2 + 1$ and $(q + 1)^2$ points in $\text{PG}(3, q)$, respectively. If a plane of $\text{PG}(3, q)$ meets an elliptic quadric at one point, it is called a tangent plane. In a hyperbolic quadric, if a plane meets it in two lines, the plane and lines are called a tangent plane and generators, respectively.

When $A(f_1, f_2, \ldots, f_m; W)$ is a balanced array of strength 2, $\mathbf{x} \in S^2$ appears $\mu_{\mathbf{x}}$ times in any 2-rowed subarray of $A(f_1, f_2, \ldots, f_m; W)$. Hence we can obtain a necessary condition for the existence of a balanced array using varieties.

**Theorem 2.3** Suppose the cardinalities of $V(f_i)$ in $W$ are the same for all $i$. If $A(f_1, f_2, \ldots, f_m; W)$ is a balanced array of strength 2, then $|V(f_i) \cap V(f_j)|$ in $W$ is constant independently of $i, j$, $i \neq j$ chosen.

**Proof.** For $1 \leq i, j \leq m$ and $i \neq j$, $|V(f_i) \cap V(f_j)|$ is equal to the frequency of $(0, 0)^T$ in any $i$-th, $j$-th rows of $A(f_1, f_2, \ldots, f_m; W)$. Since $A(f_1, f_2, \ldots, f_m; W)$ is a balanced array, $|V(f_i) \cap V(f_j)|$ in $W$ must be constant $\mu_{0,0}$.

Therefore a projective group on $\text{PG}(3, q)$ is used to generate varieties systematically as many as possible. Let $V(f)$ be a quadric in $\text{PG}(3, q)$ and $\Gamma = \{\alpha_1 = 1, \alpha_2, \cdots, \alpha_g\}$ be a projective group of order $g$ on $\text{PG}(3, q)$. For any $\alpha_i \in \Gamma$, $V(f_i) = V(f)^{\alpha_i}$ is given by $f_i(\mathbf{x}) = \mathbf{x}^T \mathbf{T}_i^T \mathbf{Q}_i \mathbf{x}$ for $1 \leq i \leq g$.
where $f(x) = x^T Q x$ and $T_i$ is a matrix representation of $\alpha_i$. Then $g$ quadrics can be constructed as

$$V(f_1), V(f_2), \ldots, V(f_g)$$

such that $|V(f_i)| = |V(f_j)|, 1 \leq i, j \leq g$.

In order to satisfy a condition $|V(f_i) \cap V(f_j)| = \mu_{00}$, $i \neq j$, we define a projective group on $\text{PG}(3, q)$ as follows:

Let $\alpha_{(\pi, P)}$ be a projectivity on $\text{PG}(3, q)$ which fixes a plane $\pi$ pointwise and a point $P \in \pi$ linewise. There are $q$ such projectivities on $\text{PG}(3, q)$ for given $\pi$ and $P$. The set of $q$ projectivities forms a projective group $\Gamma_{(\pi, P)}$ of order $q$. Moreover, let $\Gamma_{(\pi, l)} = \bigcup_{P \in l} \Gamma_{(\pi, P)}$, where $l$ is a line on $\pi$, which is also a projective group of order $q(q+1) - q = q^2$. Then $q^2$ quadratic functions $G = \{f_1, f_2, \ldots, f_{q^2}\}$ can be constructed by using $\Gamma_{(\pi, l)}$.

In the next section it will be shown that $G = \{f_1, f_2, \ldots, f_{q^2}\}$ is useful to construct a balanced array of strength 2, where $V(f_i)$'s are elliptic or hyperbolic quadrics.

### 2.4 Main Constructions

The discriminant of a quadratic equation plays a key role in the construction here. To solve the quadratic equation

$$ax^2 + bx + c = 0, \quad a \neq 0$$

over $\text{GF}(q)$ with $q = p^h$, $h \geq 1$, the two cases of odd and even characteristic are separately considered.

(i) Let $p \neq 2$. The discriminant of the equation (2.1) is given by $\Delta =$
\[ b^2 - 4ac. \] The number of solutions of (2.1) is

\[
\begin{cases}
1 & \text{if } \Delta = 0, \\
0 & \text{if } \Delta \text{ is a non-square element of } \text{GF}(q), \\
2 & \text{if } \Delta \text{ is a square element of } \text{GF}(q).
\end{cases}
\]

(ii) Let \( p = 2 \). If \( b = 0 \), then the equation (2.1) has one solution \( x = \sqrt{\frac{c}{a}} \). If \( b \neq 0 \), let \( \delta = ac/b^2 \) and \( D(t) = t + t^2 + \cdots + t^{2^{b-1}} \). The number of solutions of (2.1) is 0 if \( D(\delta) = 1 \), and 2 if \( D(\delta) = 0 \).

The quadratic character \( \chi \) of \( \text{GF}(q) \), \( q \) an odd prime power, is defined by

\[
\chi(x) = \begin{cases} 
0 & \text{if } x = 0, \\
1 & \text{if } x \neq 0 \text{ is a square}, \\
-1 & \text{otherwise}.
\end{cases}
\]

Then for any \( a \neq 0 \),

\[
\sum_{x \in \text{GF}(q)} \chi(x) \chi(x-a) = -1. \tag{2.2}
\]

The set \( \chi_a = \{(\chi(x), \chi(x-a)) : x \in \text{GF}(q)\} \) is considered for an element \( a \in \text{GF}(q) \). Let \( x, y, z, w \) be the numbers of elements \((1, 1), (1, -1), (-1, 1), (-1, -1)\), respectively, of \( \chi_a \). Then the next two lemmas are obtained.

**Lemma 2.1** For \( q \equiv 1 \mod 4 \), it holds that

\[
x = y = z = \frac{q-1}{4}, \quad w = \frac{q-5}{4} \quad \text{if } a \text{ is a square},
\]

\[
x = \frac{q-5}{4}, \quad y = z = w = \frac{q-1}{4} \quad \text{if } a \text{ is a non-square}.
\]
Proof. If $a$ is a square, $\chi(-a) = 1$. Each of $(1, 0)$ and $(0, 1)$ appears exactly once in $\chi_a$. Hence it follows that

\begin{align*}
x + y + 1 &= \frac{q-1}{2}, \quad z + w = \frac{q-1}{2}, \quad x + z + 1 = \frac{q-1}{2}, \\
y + w = \frac{q-1}{2}, \quad x + w + 1 = y + z,
\end{align*}

the last of which is from (2.2). Its unique solution is given by $x = y = z = (q - 1)/4$ and $w = (q - 5)/4$.

If $a$ is a non-square, $\chi(-a) = -1$. Similarly it follows that

\begin{align*}
x + y &= \frac{q-1}{2}, \quad z + w + 1 = \frac{q-1}{2}, \quad x + z = \frac{q-1}{2}, \\
y + w + 1 = \frac{q-1}{2}, \quad x + w + 1 = y + z.
\end{align*}

Thus there exists an unique solution $x = (q-5)/4$, and $y = z = w = (q-1)/4$.

Lemma 2.2 For $q \equiv 3 \mod 4$, it holds that

\begin{align*}
x &= y = w = \frac{q-3}{4}, \quad z = \frac{q+1}{4}, \quad \text{if } a \text{ is a square} \\
x &= z = w = \frac{q-3}{4}, \quad y = \frac{q+1}{4}, \quad \text{if } a \text{ is a non-square}
\end{align*}

Proof. This follows from the same manner as Lemma 2.1. \hfill \blacksquare

Moreover the following well-known results over $\text{GF}(q)$ with $q = 2^h$, $h \geq 1$, are obtained (see Hirschfeld, 1979).

Result 2.4 Let $C_0 = \{t \in \text{GF}(q) ; D(t) = 0\}$ and $C_1 = \{t \in \text{GF}(q) ; D(t) = 1\}$ for $q = 2^h$. Then

1. $0 \in C_0$, 
2. $t \in C_i \Rightarrow t^\sigma \in C_i$ for any automorphism $\sigma$ of $\text{GF}(q)$, 
3. $s \in C_i, t \in C_j \Rightarrow s + t \in C_0$ if $i = j$, $s + t \in C_1$ if $i \neq j$, 
4. $|C_0| = |C_1| = q/2$. 
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Lemma 2.3  Let \( t = kx/(ax + b)^2 \) \((k, a, b \neq 0)\) for \( x \in \mathbf{GF}(q) \) with \( q = 2^h, \ h \geq 2 \). Then \( | \{ t \in \mathbf{GF}(q) ; t \in C_1 \} | \) is zero if \( k = ab \) and \( q/4 \) if \( k \neq ab \).

Proof. Suppose \( t \in C_1 \). A quadratic equation \( ta^2x^2 + kx + tb^2 = 0 \) on \( x \) must have two solutions. Let \( \delta = t^2a^2b^2/k^2 \). Since \( \delta \in C_0 \), we have a condition \((ab/k)t \in C_0\). Consider the following two cases.

(I) \( k = ab \).

In this case \( t \in C_0 \) which contradicts the assumption. Hence there is no \( t \) such that \( t \in C_1 \).

(II) \( k \neq ab \).

We now consider the intersection of \( \{ t \in \mathbf{GF}(q) ; t \in C_1 \} \) and \( \{ t \in \mathbf{GF}(q) ; (ab/k)t \in C_0 \} \). Since \( \mathbf{GF}(2^h) \cong \mathbf{GF}(2)^h \), let \( S = \{ \xi \in \mathbf{GF}(2)^h ; \xi \in C_0 \} \). Then \( S \) is a subspace of \( \mathbf{GF}(2)^h \) and \( |S| = q/2 \). Thus \( S \) is regarded as a hyperplane of \( \mathbf{GF}(2)^h \). That is, the incidence matrix of elements of \( \mathbf{GF}(2)^h \setminus \{0\} \) and the hyperplanes shows an Hadamard \( 2-(2^h-1, 2^{h-1}-1, 2^{h-2}) \) design. Hence \( | \{ t \in \mathbf{GF}(q) ; t \in C_1 \} \cap \{ t \in \mathbf{GF}(q) ; (ab/k)t \in C_0 \} | = 2^{h-2} = q/4. \)

Recall that a projective group \( \Gamma_{(\pi, l)} \) and a set of quadratic forms \( G = \{ f_1, f_2, \ldots, f_q^2 \} \) which are defined in Section 2.3. Now the following three cases are considered to construct arrays \( A(f_1, f_2, \ldots, f_m; W) \).

Case 1

\( G_1 = \{ f_1, f_2, \ldots, f_q \} \) is given by an elliptic quadric \( V(f_1) \) in \( \mathbf{PG}(3, q) \) and \( \Gamma_{(\pi_0, l)} \), where \( l \) is an external line and \( \pi_0 \) is a tangent plane through \( l \) of \( V(f_1) \).

\( W_1 = \pi_1 - l \), where \( \pi_1 \) is a non-fixed tangent plane of \( V(f_1) \) by \( \Gamma_{(\pi_0, l)} \).

Case 2

\( G_1 \) is the same as in Case 1.

\( W_2 \) is a coset of \( L(\pi_0) \) distinct from \( L(\pi_0) \), where \( L(\pi_0) = \{ tx ; t \in \mathbf{GF}(q), x \in \pi_0 \} \).
Case 3

\( G_2 = \{f_1, f_2, \ldots, f_q^2\} \) is given by a hyperbolic quadric \( V(f_1) \) in \( \text{PG}(3,q) \) and \( \Gamma_{(\pi_0,l)} \), where \( l \) is a generator and \( \pi_0 \) is a tangent plane through \( l \) of \( V(f_1) \).

\( W_2 \) is the same as in Case 2.

Without loss of generality, we may assume that \( f_1 \) of \( G_1 \) or \( G_2 \) is given by

(i) \( f_1(x) \in G_1 \); \( f_1(x) = dx_0^2 + x_0x_1 + x_1^2 + x_2x_3 \) or

(ii) \( f_1(x) \in G_2 \); \( f_1(x) = x_0x_1 + x_2x_3 \)

and a projective group \( \Gamma_{(\pi_0,l)} \) is represented by

\[
T = \begin{pmatrix}
1 & 0 & a & 0 \\
0 & 1 & b & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\quad \forall a, b \in \text{GF}(q),
\]

where \( l = \{(1,0,0,0)^T \cup (t,1,0,0)^T \}; t \in \text{GF}(q) \}, \pi_0 = \{(x_0,x_1,x_2,x_3)^T \in \text{PG}(3,q) ; x_2 = 0 \text{ and } x_0,x_1,x_3 \in \text{GF}(q) \}. \) Then the quadratic forms which are constructed by \( \Gamma_{(\pi_0,l)} \) is expressed by

(i) \( f_i(x) \in G_1 \) for \( 1 \leq i \leq q^2 \); \( f_i(x) = dx_0^2 + x_0x_1 + (b+2ad)x_0x_2 + x_1^2 + (a+2b)x_1x_2 + (ab+b^2 + a^2d)x_2^2 + x_2x_3, \)

(ii) \( f_i(x) \in G_2 \) for \( 1 \leq i \leq q^2 \); \( f_i(x) = x_0x_1 + bx_0x_2 + ax_1x_2 + abx_2^2 + x_2x_3, \)

Furthermore, \( W_1 \) and \( W_2 \) are given by

\( W_1 = \{x = (x_0,x_1,x_2,x_3)^T \in \text{GF}(q)^4 ; x_2 = 1, x_3 = 0 \text{ and } x_0,x_1 \in \text{GF}(q) \}, \)

\( W_2 = \{x = (x_0,x_1,x_2,x_3)^T \in \text{GF}(q)^4 ; x_2 = 1 \text{ and } x_0,x_1,x_3 \in \text{GF}(q) \}. \)
When \( x \) extends over the elements of \( W \), \( Tx \) also extends over the elements of \( W \). Hence it follows that the number of solutions to the system of equations for \( x \)

\[
\begin{align*}
  f_i(x) &= \alpha, \\
  f_j(x) &= \beta,
\end{align*}
\]
is equal to the number of solutions to

\[
\begin{align*}
  f_i(x) &= \alpha, \\
  f_k(x) &= \beta,
\end{align*}
\]

by using linear transformation, where \( 2 \leq k \leq q^2 \) and \( 1 \leq i, j \leq q^2, i \neq j \).

Here it will be shown that Case 1 produces a balanced array of strength 2. For the collection \( A(f_1, f_2, \ldots, f_m; W) \), let \( A^* \) denotes a juxtaposition of \( wA \) for \( w \in \text{GF}(q)^* \), where \( \text{GF}(q)^* = \text{GF}(q) \setminus \{0\} \). Then \( A^* \) is described as \( A^*(f_1, f_2, \ldots, f_m; W) \). To show that \( A^*(f_1, f_2, \ldots, f_{q^2}; W) \) is a balanced array of strength two, we may count the number of solutions \( x \) for the system of equations

\[
\begin{align*}
  f_1(x) &= dx_0^2 + x_0x_1 + x_1^2 + x_2x_3 = w\alpha, \\
  f_k(x) &= dx_0^2 + x_0x_1 + (b + 2ad)x_0x_2 + x_1^2 \\
  &\quad + (a + 2b)x_1x_2 + (ab + b^2 + a^2d)x_2^2 + x_2x_3 = w\beta,
\end{align*}
\]

depending on values of the parameter \( w \in \text{GF}(q)^* \), where \( 2 \leq k \leq q^2 \). This procedure will be taken in the proof of the following theorem.

**Theorem 2.4** Let \( W_1 = \pi_1 - l \) and \( f_1, \ldots, f_{q^2} \) be quadratic functions of \( G_1 \). Then \( A^*(f_1, f_2, \ldots, f_{q^2}; W_1) \) is a \( BA(q^2(q - 1), q^2, q, 2) \), for an odd prime
power $q$ with indices

$$
\mu_{\alpha,\beta} = \begin{cases} 
0 & \text{if } \alpha = \beta = 0, \\
1 & \text{if } \alpha \neq 0 \text{ and } \beta = 0, \\
q & \text{if } \alpha = \beta \neq 0, \\
q + 1 & \text{if } \alpha \neq \beta \text{ and } \alpha, \beta \neq 0.
\end{cases} \quad (2.3)
$$

**Proof.** It is sufficient to show that the number of elements in

$$
\bigcup_{w \in \text{GF}(q)^*} \{ x \in W_1 : f_1^*(x) = 0 \text{ and } f_k^*(x) = 0 \}
$$

satisfies (2.3) for any $\alpha, \beta$, where

$$
f_1^*(x) = dx_0^2 + x_0x_1 + x_1^2 - w\alpha x_2^2 + x_2x_3 = 0, \quad (2.4)
$$

$$
f_k^*(x) = dx_0^2 + x_0x_1 + (b + 2ad)x_0x_2 + x_1^2 + (a + 2b)x_1x_2 + (ab + b^2 + a^2d - w\beta)x_2^2 + x_2x_3 = 0. \quad (2.5)
$$

By subtracting (2.4) from (2.5) and taking $x_2 = 1$ and $x_3 = 0$, it holds that

$$
(b + 2ad)x_0 + (a + 2b)x_1 + u + w(\alpha - \beta) = 0, \quad (2.6)
$$

where $u = ab + b^2 + a^2d$.

(1) Let us assume that $a + 2b \neq 0$. From (2.4) and (2.6), we obtain the following quadratic equation on $x_0$:

$$
u(1 - 4d)x_0^2 + a(1 - 4d)[u + w(\alpha - \beta)]x_0 \\
+ w\alpha(a + 2b)^2 - [u + w(\alpha - \beta)]^2 = 0. \quad (2.7)
$$
The discriminant $\Delta$ of (2.7) is given by
\[
\Delta = (1 - 4d)(a + 2b)^2 \{[u + w(\alpha - \beta)]^2 - 4uw\alpha\}.
\]

In order to have a solution of (2.7), $\Delta$ must be zero or a square element of $\mathbb{GF}(q)$. That is, $\Delta' = [u + w(\alpha - \beta)]^2 - 4uw\alpha$ should be zero or a non-square.

We now consider the number of solutions of (2.7) depending on values of $w$.

**Case 1:** $\alpha = \beta = 0$.

Since $\Delta' = u^2$ and $u \neq 0$, (2.7) has no solution.

**Case 2:** $\alpha = 0$ or $\beta = 0$.

If $\alpha = 0$, then $\Delta' = (u - w\beta)^2$. Hence (2.7) has one solution when $w = u\beta^{-1}$. Similarly, if $\beta = 0$, (2.7) has one solution when $w = u\alpha^{-1}$.

**Case 3:** $\alpha = \beta \neq 0$.

There are two solutions of (2.7) when the $w$ is one of $(q - 1)/2$ different values such that $\Delta' = u^2 - 4uw\alpha$ is a non-square. Moreover there is one solution when $w = u(4\alpha)^{-1}$ such that $\Delta'$ is zero. Hence there exist totally $q$ solutions in the domain $W_1$.

**Case 4:** $\alpha \neq \beta$ and $\alpha, \beta \neq 0$.

Without loss of generality we can put $\alpha = 1$, then $\Delta' = (u + w(1 - \beta))^2 - 4uw$. Consider a solution $w$ of $(1 - \beta)^2w^2 - 2u(1 + \beta)w + u^2 - \Delta' = 0$. Then its discriminant $\Delta'' = (1 - \beta)^2\Delta' + 4\beta u^2$ must be zero or a square element of $\mathbb{GF}(q)$. If $\Delta' = 0$ and $\beta$ is a square, then $\Delta'' = 4\beta u^2$ becomes a square. Hence there are two solutions for $w$.

Next consider the case that $\Delta'$ is a non-square. Let
\[
n_1 = |\{\Delta' \in \mathbb{GF}(q)^*; \chi(\Delta') = -1 \text{ and } \chi((1 - \beta)^2\Delta' + 4\beta u^2) = 0\}|,
\]
\[
n_2 = |\{\Delta' \in \mathbb{GF}(q)^*; \chi(\Delta') = -1 \text{ and } \chi((1 - \beta)^2\Delta' + 4\beta u^2) = 1\}|.
\]
In case of \( q \equiv 1 \pmod{4} \), \( n_1 = 1 \) if \( \beta \) is a non-square, while \( n_1 = 0 \) if \( \beta \) is a square. Since \( \chi((1 - \beta)^2 \Delta') = \chi(\Delta') \) for all \( \Delta' \in \text{GF}(q) \), by Lemma 2.1, \( n_2 = (q - 1)/4 \). When \( w \) is one of \( [(q - 1)/4] \times 2 + 1 = (q + 1)/2 \) different values and \( \beta \) is a non-square, (2.7) has two solutions. When \( w \) is one of \( [(q - 1)/4] \times 2 \) distinct values and \( \beta \) is a square, (2.7) has also two solutions. Hence there exist \( q + 1 \) solutions in the domain \( W_1 \) when \( \beta \) is a non-zero element of \( \text{GF}(q) \).

In case of \( q \equiv 3 \pmod{4} \), \( n_1 = 0 \) if \( \beta \) is a non-square, while \( n_1 = 1 \) if \( \beta \) is a square. It follows from Lemma 2.2 that \( n_2 = (q + 1)/4 \) if \( \beta \) is a non-square and \( n_2 = (q - 3)/4 \) if \( \beta \) is a square. When \( w \) is one of \( (q + 1)/4 \times 2 = (q + 1)/2 \) distinct values and \( \beta \) is a non-square, (2.7) has two solutions. When \( w \) is one of \( [(q - 3)/4] \times 2 + 1 = (q - 1)/2 \) distinct values and \( \beta \) is a square, (2.7) has two solutions. Thus, in both cases, \( \beta \) is a square or a non-square, we have totally \( q + 1 \) solutions in the domain \( W_1 \).

(II) Next, assume that \( a + 2b = 0 \). The equation (2.6) becomes

\[
b(1 - 4d)x_0 + u + w(\alpha - \beta) = 0,
\]

which, with (2.4), yields the quadratic equation of \( x_1 \) as

\[
\begin{align*}
b^2(1 - 4d)^2x_1^2 - b(1 - 4d)(u + w(\alpha - \beta))x_1 \\
+ - w\alpha b^2(1 - 4d)^2 + d(u + w(\alpha - \beta))^2 = 0.
\end{align*}
\]

The discriminant \( \Delta \) of (2.9) is given by

\[
\begin{align*}
\Delta = b^2(1 - 4d)^3\{[u + w(\alpha - \beta)]^2 - 4uw\alpha \}
\end{align*}
\]

since \( u = ab + b^2 + a^2d = -b^2(1 - 4d) \). Similarly to the previous four cases on \( \alpha \) and \( \beta \), we can determine the number of solutions of (2.9).

Therefore we complete the proof for any \( \alpha, \beta \in \text{GF}(q) \).
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Theorem 2.5 Let $W_1 = \pi_1 - l$ and $f_1, \ldots, f_{q^2}$ be quadratic functions of $G_1$. Then $A^*(f_1, f_2, \ldots, f_{q^2}; W_1)$ is a BA($q^2(q-1), q^2, q, 2$), for an even prime power $q$ with indices

$$\mu_{\alpha, \beta} = \begin{cases} 
0 & \text{if } \alpha = \beta = 0, \\
1 & \text{if } \alpha \neq 0 \text{ and } \beta = 0, \\
q & \text{if } \alpha = \beta \neq 0, \\
q + 1 & \text{if } \alpha \neq \beta \text{ and } \alpha, \beta \neq 0. 
\end{cases} \quad (2.10)$$

Proof. For an even prime power $q$, a quadratic function of $G_1$ is given by $f_k(x) = dx_0^2 + x_0x_1 + bx_0x_2 + x_1^2 + ax_1x_2 + (ab + b^2 + a^2d)x_2^2 + x_2x_3$.

Similarly to the proof of Theorem 2.4, it can be shown that, the number of elements in

$$\bigcup_{w \in GF(q)^*} \{x \in W_1; f_1^*(x) = 0 \text{ and } f_k^*(x) = 0\}$$

satisfies (2.10) for any $\alpha, \beta$, where

$$f_1^*(x) = dx_0^2 + x_0x_1 + x_1^2 + w\alpha x_2^2 + x_2x_3 = 0, \quad (2.11)$$

$$f_k^*(x) = dx_0^2 + x_0x_1 + bx_0x_2 + x_1^2 + ax_1x_2 + (ab + b^2 + a^2d + w\beta)x_2^2 + x_2x_3 = 0. \quad (2.12)$$

By subtracting (2.11) from (2.12) and taking $x_2 = 1$ and $x_3 = 0$, it holds that

$$bx_0 + ax_1 + u + w(\alpha + \beta) = 0, \quad (2.13)$$

where $u = ab + b^2 + a^2d$. 

40
(I) Assume \( a \neq 0 \). From (2.11) and (2.13), we obtain the quadratic equation of \( x_0 \)

\[ ux_0^2 + a[u + w(\alpha + \beta)]x_0 + w\alpha u^2 + [u + w(\alpha + \beta)]^2 = 0. \tag{2.14} \]

If \( w = u(\alpha + \beta)^{-1} \), (2.14) have one solution for \( \alpha \neq \beta \). Let \( u + w(\alpha + \beta) \neq 0 \). In order to have two solutions of the equation (2.14), the discriminant \( \delta \) of (2.14) must be an element of \( C_0 \) (see Result 2.4), where

\[ \delta = \frac{uw\alpha}{(u + w(\alpha + \beta))^2} + \frac{u}{a^2}. \]

By Result 2.4, it can be shown that \( u/a^2 = b/a + b^2/a^2 + d \in C_1 \) and \( d \in C_1 \). Hence we will find the number of \( w \) such that \((uw\alpha)/(u + w(\alpha + \beta))^2 \) (\( = \delta' \), say) \( \in C_1 \). By Lemma 2.3, we have

\[ |\{ w \in GF(q) * ; \delta' \in C_1 \}| = \begin{cases} 0 & \text{if } \alpha = 0 \text{ or } \beta = 0, \\ q & \text{if } \alpha, \beta \neq 0. \end{cases} \]

Hence the number of elements in \( \bigcup_{w \in GF(q) * } \{ x \in W_1 ; f_1^*(x) = 0 \text{ and } f_k^*(x) = 0 \} \) is given by

\[ \mu_{\alpha,\beta} = \begin{cases} 0 & \text{if } \alpha = \beta = 0, \\ 1 & \text{if } \alpha \neq 0 \text{ and } \beta = 0, \\ q & \text{if } \alpha = \beta \neq 0, \\ q + 1 & \text{if } \alpha \neq \beta \text{ and } \alpha, \beta \neq 0. \end{cases} \]

(II) Assume \( a = 0 \). Then \( u = b^2 \). From (2.11) and (2.13), we obtain the quadratic equation of \( x_1 \) as

\[ ux_1^2 + b(u + w(\alpha + \beta))x_1 + w\alpha u + d(u + w(\alpha + \beta))^2 = 0. \tag{2.15} \]

We can prove the number of solutions by a technique similar to (I).
Therefore $A^*(f_1, f_2, \ldots, f_{q^2}; W_1)$ is a $BA(q^2(q - 1), q^2, q, 2)$ with indices given by (2.10).

Next we consider Cases 2 and 3. It will be shown that these constructions give orthogonal arrays. The following result is a generalized case of the theorem of Bézout (see Semple and Roth, 1986).

**Result 2.5** If the intersection of $V(f_1)$ and $V(f_2)$ is a curve $C$, then the degree of $C$ is $m_1m_2$, where $m_1$ and $m_2$ are the degree of $f_1$ and $f_2$, respectively.

This is useful to derive the next two lemmas.

**Lemma 2.4** Let $W_2$ be a coset of $L(\pi_0)$ distinct from $L(\pi_0)$, and let $f_1, \ldots, f_{q^2}$ be quadratic functions of $G_1$. Then $A(f_1, f_2, \ldots, f_{q^2}; W_2)$ is an $OA(q^3, q^2, q, 2)$ of index $q$ for any prime power $q$.

**Proof.** It will be shown that the number of solutions to the system of equations for $x \in \text{GF}(q)^4$ as

$$
\begin{align*}
\begin{cases}
f_1(x) & = dx_0^2 + x_0x_1 + x_1^2 + x_2x_3 = \alpha, \\
f_k(x) & = dx_k^2 + x_0x_1 + (b + 2ad)x_0x_2 + x_1^2 \\
& + (a + 2b)x_1x_2 + (ab + b^2 + a^2d)x_2 + x_2x_3 = \beta.
\end{cases}
\end{align*}
$$

is $q$ for any $\alpha, \beta \in \text{GF}(q)$. Since we the domain $W_2 = \{x = (x_0, x_1, x_2, x_3)^T \in \text{GF}(q)^4 ; x_2 = 1\}$ is considered, the number of solutions of (2.16) is the same as that of the system of equations as

$$
\begin{align*}
\begin{cases}
f_1^*(x) & = dx_0^2 + x_0x_1 + x_1^2 - \alpha x_2^2 + x_2x_3 = 0, \\
f_k^*(x) & = dx_k^2 + x_0x_1 + (b + 2ad)x_0x_2 + x_1^2 \\
& + (a + 2b)x_1x_2 + (ab + b^2 + a^2d - \beta)x_2 + x_2x_3 = 0,
\end{cases}
\end{align*}
$$

for $2 \leq k \leq q^2$. Hence it is sufficient to consider the intersection of elliptic quadrics $V(f_1^*)$ and $V(f_k^*)$ in $\text{PG}(3, q)$. Extend the space $\text{PG}(3, q)$ to
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\( PG(3, q^2) \), then \( V(f_1^* \) becomes a hyperbolic quadric in \( PG(3, q^2) \). In the quadratic extension \( PG(3, q^2) \) of \( PG(3, q) \), the tangent plane \( \pi_0 \) of the hyperbolic quadric \( V(f_1^* \) intersects \( V(f_1^* \) in two lines \( l_1 \) and \( l_2 \). Since \( \pi_0 \) is fixed by \( \Gamma_{(\pi_0, l)} \) pointwise, \( l_1 \) and \( l_2 \) lie in \( V(f_k^* \). So \( V(f_1^* \) and \( V(f_k^* \) have two lines \( l_1 \) and \( l_2 \) of \( PG(3, q^2) \) in common.

By Result 2.5, \( V(f_1^* \) and \( V(f_k^* \) intersect in a curve of degree 4. Since the curve of degree 4 contains two lines \( l_1 \) and \( l_2 \), the remaining part of the intersection in \( PG(3, q^2) \) is a curve of degree 2. The curve of degree 2 is the union of two lines or a conic in a plane. But each of \( V(f_1^* \) and \( V(f_k^* \) contains no line of \( PG(3, q) \). Therefore, in \( PG(3, q) \), \( V(f_1^* \) meets \( V(f_k^* \) in a conic which consists of \( q \) points and the fixed point \( l_1 \cap l_2 \). Thus the number of solutions of (2.16) is \( q \) in \( W_2 \) for any \( \alpha, \beta \in GF(q) \).

**Lemma 2.5** Let \( W_2 \) be a coset of \( L(\pi_0) \) distinct from \( L(\pi_0) \), and let \( f_1, \ldots, f_q \) be quadratic functions of \( G_2 \). Then \( A(f_1, f_2, \ldots, f_q; W_2) \) is an \( OA(q^3, q^2, q, 2) \) of index \( q \) for any prime power \( q \).

**Proof.** Similarly to Lemma 2.4, it will be shown that the hyperbolic quadrics \( V(f_1^* \) and \( V(f_k^* \) have \( 3q + 1 \) points of \( PG(3, q) \) in common, where

\[
\begin{align*}
f_1^*(x) &= x_0 x_1 - \alpha x_2^2 + x_2 x_3 = 0, \\
f_k^*(x) &= x_0 x_1 + b x_0 x_2 + a x_1 x_2 + (ab - \beta) x_2^2 + x_2 x_3 = 0.
\end{align*}
\]

Note that \( V(f_1^* \) and \( V(f_k^* \) are hyperbolic quadrics also in the quadratic extension \( PG(3, q^2) \). By using the same argument as the proof of Lemma 2.4, the intersections of \( V(f_1^* \) and \( V(f_k^* \) consist of two lines \( l_1 \), \( l_2 \) on \( \pi_0 \) and a curve of degree 2 in \( PG(3, q^2) \). If the curve is the union of two lines, then one of them is \( l_1 \) or \( l_2 \). Hence in both cases, \( V(f_1^* \) meets \( V(f_k^* \) in \( 3q + 1 \) points of \( PG(3, q) \). Therefore the number of solutions in \( W_2 \) to the system of equations, \( f_1(x) = \alpha \) and \( f_k(x) = \beta \), for \( x \), is \( q \) for any \( \alpha, \beta \in GF(q) \).
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The OAs given in Lemmas 2.4 and 2.5 do not form linear subspace themselves and their parameters are not new. However, they may be a cosets of a linear subspace.

Now, we consider a domain $W_3$ on $\text{PG}(3, q^2)$. Let $\bar{\pi}_0 = \{x \in \text{PG}(3, q^2); x \in \pi_0\}$ and $\bar{L}(\bar{\pi}_0) = \{tx; t \in \text{GF}(q^2), x \in \bar{\pi}_0\}$. Then we define $W_3$ as a coset of $\bar{L}(\bar{\pi}_0)$ distinct from $\bar{L}(\bar{\pi}_0)$. In this case the following two theorems are immediate from Lemmas 2.4 and 2.5.

**Theorem 2.6** Let $W_2$ be a coset of $L(\pi_0)$ distinct from $L(\pi_0)$, let $W_3$ be a coset of $\bar{L}(\bar{\pi}_0)$ distinct from $\bar{L}(\bar{\pi}_0)$, and let $f_1, \ldots, f_{q^2}$ be quadratic functions of $G_1$. Then $A(f_1, f_2, \ldots, f_{q^2}; W_3 - W_2)$ is a $BA(q^6 - q^3, q^2, q^2, 2)$, for any prime power $q$, with indices

$$
\mu_{\alpha, \beta} = \begin{cases} 
q^2 - q & \text{if } \alpha, \beta \in \text{GF}(q), \\
q^2 & \text{otherwise}.
\end{cases}
$$

**Proof.** By Lemma 2.4, the number of solutions of (2.16) in $W_3$ is $q^2$ for any $\alpha, \beta \in \text{GF}(q^2)$, while the number of solutions of (2.16) in $W_2$ is $q$ for any $\alpha, \beta \in \text{GF}(q)$. Therefore the number of solutions of (2.16) in $W_3 - W_2$ is $q^2 - q$ for any $\alpha, \beta \in \text{GF}(q)$. $\blacksquare$

**Theorem 2.7** Let $W_2$ be a coset of $L(\pi_0)$ distinct from $L(\pi_0)$, let $W_3$ be a coset of $\bar{L}(\bar{\pi}_0)$ distinct from $\bar{L}(\bar{\pi}_0)$, and let $f_1, \ldots, f_{q^2}$ be quadratic functions of $G_2$. Then $A(f_1, f_2, \ldots, f_{q^2}; W_3 - W_2)$ is a $BA(q^6 - q^3, q^2, q^2, 2)$, for any prime power $q$, with indices

$$
\mu_{\alpha, \beta} = \begin{cases} 
q^2 - q & \text{if } \alpha, \beta \in \text{GF}(q), \\
q^2 & \text{otherwise}.
\end{cases}
$$

**Proof.** It follows from an argument similar to Theorem 2.6. $\blacksquare$
Chapter 3

Mutually $M$-intersecting Varieties

Let $f$ be a homogeneous polynomial. Then a set of all points $x$ of $\text{PG}(n, q)$ satisfying $f(x) = 0$ is called a variety and denoted by $V(f)$. We consider a set of varieties in $\text{PG}(n, q)$, called a set of mutually $M$-intersecting varieties, such that each variety contains $\rho$ points and the number of points in the intersection of two distinct varieties is contained in a set $M$. We are interested in finding varieties as many as possible which are mutually $M$-intersecting. This is not only an interesting geometrical problem but also an important problem with combinatorial applications.

When $M = \{\mu\}$, we can use the varieties to construct combinatorial designs such as $(r, \lambda)$-design and arrays like orthogonal, incomplete orthogonal or balanced arrays. When $|M| = 2$, a set of mutually $M$-intersecting varieties is related to a particular graph called a strongly regular graph which is sometimes used in the design of experiments. This chapter is based on Fuji-Hara and Miyamoto (1997b,c).
3.1 Introduction

Let $f$ be a homogeneous polynomial. The set of points $x$ of $\text{PG}(n,q)$ satisfying $f(x) = 0$ is called a variety and denoted by $V(f)$. Consider a set of varieties $V(f_1), V(f_2), \cdots, V(f_g)$ which satisfies the following three conditions:

(i) $M$ is a set of non-negative integers.

(ii) $|V(f_i)| = \rho$ for $1 \leq i \leq g$.

(iii) $|V(f_i) \cap V(f_j)| \in M$ for $1 \leq i, j \leq g, i \neq j$.

The set is denoted by $\mathcal{V}(\rho, M)$. In particular, it is denoted by $\mathcal{V}(\rho, \mu)$ when $M$ is a singleton $\{\mu \}$. Note $g = |\mathcal{V}(\rho, M)|$. Of course, $\mathcal{V}(\rho, \mu)$ satisfies a necessary condition for the existence of a balanced array given in Theorem 2.3.

We first find the maximal number of mutually $M$-intersecting varieties in $\mathcal{V}(\rho, M)$. In case that $M$ consists of greater than or equals to two elements, the problem of finding the maximal number has not been solved. But in case $M = \{\mu \}$, it is not difficult to derive its upper bound. Let $\mathcal{V}$ be a set of all points of $\text{PG}(n,q)$ and $B = \{B_1, B_2, \cdots, B_g\}$ be a set $\mathcal{V}(\rho, \mu)$, where $B_i = V(f_i)$ for $i = 1, 2, \ldots, g$. Then there exists an incidence structure represented by the $v \times g$ incidence matrix $N$ between $\mathcal{V}$ and $B$, and a dual structure of it is an $(r, \lambda)$-design, where $r = |B_i| = \rho$ and $\lambda = |B_i \cap B_j| = \mu$. Hence $s = \text{rank} N^T N = \text{rank} N N^T \leq |\mathcal{V}| = v$, i.e. the number of points on $\text{PG}(n,q)$. Thus it is easy to show the following.

**Theorem 3.1** For any prime power $q$, the maximal number of mutually $\{\mu\}$-intersecting varieties in $\mathcal{V}(\rho, \mu)$ on $\text{PG}(n,q)$ is $(q^{n+1} - 1)/(q - 1)$.

We present an example, i.e. $\mathcal{V}(q+1,1)$ in $\text{PG}(2,q)$, which attains the bound. Let $f = x_0^2 + x_1x_2$. Then $V(f)$ in $\text{PG}(2,q)$ is called a conic. The conic consists of $q + 1$ points.
Example 3.1 Let $V(f)$ be a conic in $\text{PG}(2, q)$ and $\Gamma = \{\alpha_1, \alpha_2, \cdots, \alpha_g\}$ be the Singer automorphism of $\text{PG}(2, q)$, where $g = q^2 + q + 1$. If $V(f_i) = \{x : f(\alpha_i x) = 0\}$ for any $\alpha_i \in \Gamma$, $i = 1, 2, \ldots, g$, then a set of conics $V(f_1), V(f_2), \cdots, V(f_g)$ forms a $\mathcal{V}(q + 1, 1)$ consisting $q^2 + q + 1$ conics.

Lemmas 2.4 and 2.5 present constructions of orthogonal arrays by using elliptic quadrics or hyperbolic quadrics in $\text{PG}(3, q)$. Recall that two sets of quadratic functions $G_1$ and $G_2$ are given by elliptic quadrics and hyperbolic quadrics respectively. Using $G_1$ and $G_2$, the next two theorems will be shown.

Theorem 3.2 There exists a set of $q^2$ mutually $(q + 1)$-intersecting varieties, $\mathcal{V}(q^2 + 1, q + 1)$, in $\text{PG}(3, q)$, where $q$ is any prime power.

Proof. It is sufficient to consider the intersection of elliptic quadrics $V(f_1)$ and $V(f_k)$ in $\text{PG}(3, q)$, where

$$
\begin{align*}
f_1(x) &= dx_0^2 + x_0x_1 + x_1^2 + x_2x_3, \\
f_k(x) &= dx_0^2 + x_0x_1 + (b + 2ad)x_0x_2 + x_1^2 \\
&
+(a + 2b)x_1x_2 + (ab + b^2 + a^2d)x_2^2 + x_2x_3,
\end{align*}
$$

for $a, b \in \text{GF}(q)$. Similarly to Lemma 2.4, it can be seen that $V(f_1)$ meets $V(f_k)$ in a conic which consists of $q$ points and one fixed point. Therefore, for any distinct two functions $f_i, f_j \in G_1$, $V(f_i)$ and $V(f_j)$ have $q + 1$ points in common.

Theorem 3.3 When $q$ is any prime power, there exists a set of $q^2$ mutually $(3q + 1)$-intersecting varieties, $\mathcal{V}((q^2 + 1)^2, 3q + 1)$, in $\text{PG}(3, q)$.

Proof. Consider a set of hyperbolic quadrics $V(f_1), V(f_2), \ldots, V(f_q)$, where $f_i \in G_2$, $1 \leq i \leq q^2$. In the proof of Lemma 2.5, it is shown that $V(f_1)$ and $V(f_k)$, where

$$
\begin{align*}
f_1(x) &= x_0x_1 + x_2x_3, \\
f_k(x) &= x_0x_1 + bx_0x_2 + ax_1x_2 + abx_2^2 + x_2x_3,
\end{align*}
$$
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have $3q + 1$ points in common. Hence this completes the proof.

3.2 Hermitian Varieties

An $(n+1) \times (n+1)$ square matrix $H = (h_{ij})$ with elements from $\text{GF}(q^2)$ is called a Hermitian matrix if $h_{ij} = h_{ji}^*$ for all $i, j$. Let $A^{(q)} = (a_{ij}^q)$ for a matrix $A = (a_{ij})$, $a_{ij} \in \text{GF}(q^2)$. A Hermitian variety (abbreviated to HV) is defined as $\{x \in \text{PG}(2, q^2) ; f(x) = x^THx^{(q)} = 0\}$, where $H$ is a Hermitian matrix. Here we use $V(H)$ instead of $V(f)$ to denote the Hermitian variety.

Two Hermitian matrices $H$ and $G$ are said to be equivalent if there exists a non-singular matrix $P$ over $\text{GF}(q^2)$ such that $P^THP^{(q)} = G$. When $H$ is a Hermitian matrix of rank $r$, $V(H)$ is called a HV of rank $r$. A HV of rank $n + 1$ in $\text{PG}(n, q^2)$ is said to be non-degenerate. The properties of a HV in $\text{PG}(2, q^2)$ have been studied by Bose and Chakravarti (1966) and Kestenband (1981). A HV in $\text{PG}(2, q^2)$ contains $q^2 + 1$, $q^3 + q^2 + 1$ or $q^8 + 1$ points, according to its rank 1, 2, or 3, respectively. It is known that any non-singular Hermitian matrix is equivalent to the identity matrix $I$.

Note that the minimal polynomial $m(x)$ of a matrix $H$ satisfies $m(H) = 0$ and $m'(H) \neq 0$ for any polynomial $m'(x)$ with $\text{deg}(m'(x)) < \text{deg}(m(x))$.

Kestenband (1981) has showed the following classification of $V(H)$ in $\text{PG}(2, q^2)$ with respect to intersections with $V(I)$.

**Result 3.1** (Kestenband, 1981) *Let $H$ be a non-singular Hermitian matrix. Let $m(x)$ and $g(x)$ be minimal and characteristic polynomial of $H$ respectively. Then $V(H) \cap V(I)$ contains*

1. $(q+1)^2$ points, if $m(x) = g(x) = (x-\alpha)(x-\beta)(x-\gamma)$, $\alpha, \beta, \gamma$ distinct elements of $\text{GF}(q)$.
2. $q^2 + q + 1$ points, if $m(x) = g(x) = (x-\alpha)(x-\beta)^2$, $\alpha, \beta$, distinct elements of $\text{GF}(q)$.
3. $q+1$ collinear points, if $m(x) = (x - \alpha)(x - \beta)$, $\alpha, \beta$, distinct elements of $\mathbf{GF}(q)$.

4. $q^2 + 1$ points, if $m(x) = g(x) = (x - \alpha)p(x)$ for $\alpha \in \mathbf{GF}(q)$ and $p(x)$ is irreducible over $\mathbf{GF}(q)$.

5. $q^2 + 1$ points, if $m(x) = g(x) = (x - \lambda)^3$, $\lambda \in \mathbf{GF}(q)^*$.

6. one point, if $m(x) = (x - \lambda)^2$, $\lambda \in \mathbf{GF}(q)^*$.

7. $q^2 - q + 1$ points, no three of which are collinear, if $g(x)$ is irreducible over $\mathbf{GF}(q^2)$.

In addition to Result 3.1, Kestenband (1980) generated a set $\mathcal{F}$ consisting of $q^2 + q + 1$ Hermitian matrices with irreducible characteristic polynomials over $\mathbf{GF}(q)$. Let $H'$ be a Hermitian matrix with irreducible characteristic polynomials $p(x)$ over $\mathbf{GF}(q)$. Since $H'$ satisfies $p(H') = 0$, the polynomials $p'(H')$ over $\mathbf{GF}(q)$ with $\deg(p'(H')) < \deg(p(H'))$ form a field $\mathbf{GF}(q^3)$. Let $H$ be a primitive root of this field. Then $\mathcal{F}$ is defined by

$$\mathcal{F} = \{H^i ; 0 \leq i \leq q^2 + q\}.$$

**Result 3.2** (Kestenband, 1980) Any two Hermitian varieties $V(H^k)$ and $V(H^l)$ intersect on $q^2 - q + 1$ points, where $H^k$ and $H^l$ are from $\mathcal{F}$, $k \neq l$.

The set of varieties derivable from Hermitian matrices in $\mathcal{F}$ directly forms $\mathcal{V}(q^3 + 1, q^2 - q + 1)$. Since the set is isomorphic to $\mathbf{PG}(2, q)$, the incidence matrix of the varieties $\mathcal{V}(q^3 + 1, q^2 - q + 1)$ and the points on $\mathbf{PG}(2, q^2)$ consists of $q^2 - q + 1$ copies of $\mathbf{PG}(2, q)$.

Next a Hermitian matrix with minimal polynomial $(x - 1)^3$ is used to construct new mutually $M$-intersecting varieties which are different from Result 3.2 of Kestenband. We assume in the rest of this section that $q$ is an even prime power. A matrix $U$ is said to be unitary if $U^T U = I$. Consider
the following unitary matrix $U$ and group $\mathcal{U}$ of order $q+1$ over $\mathbb{GF}(q^2)$ as

$$U = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \alpha & 0 \\ 0 & 0 & \alpha^2 \end{pmatrix}, \quad \mathcal{U} = \{I, U, U^2, \ldots, U^q\},$$

where $\alpha^{q+1} = 1$, $\alpha \neq 1$ over $\mathbb{GF}(q^2)$. Let $H$ be a non-singular Hermitian matrix with minimal polynomial $m(x) = (x-1)^3$. Without loss of generality we can put

$$H = \begin{pmatrix} 1 & a & 0 \\ a^q & 1 & b \\ 0 & b^q & 1 \end{pmatrix}, \quad a^{q+1} + b^{q+1} = 0,$$

where $a, b \in \mathbb{GF}(q^2) \setminus \{0\}$. Using the unitary group $\mathcal{U}$, a set of HV's is defined by $\mathcal{H} = \{V(H_1), V(H_2), \ldots, V(H_{q^2})\}$ with $H_i = U_i^T H U_i^{(q)}$ and $U_i \in \mathcal{U}$. Then $H_i$ is expressed by

$$H_i = \begin{pmatrix} 1 & a^{i^q} & 0 \\ a^q \alpha^i & 1 & b \alpha^{i^q} \\ 0 & b^q \alpha^i & 1 \end{pmatrix}.$$ 

Note that any $V(H_i) \in \mathcal{H}$ is a nondegenerate HV which contains $q^3 + 1$ points.

**Theorem 3.4** Let $q$ be an even prime power. Then $\mathcal{H}$ is a set of mutually $M$-intersecting varieties, $\mathcal{V}(q^3 + 1, q^2 + 1)$, where $|\mathcal{V}(q^3 + 1, q^2 + 1)| = q + 1$.

**Proof.** It will be shown that any distinct two HV's $V(H_i)$ and $V(H_j)$ of $\mathcal{H}$ have $q^2 + 1$ points in common. It follows that $|V(H_i) \cap V(H_j)| = |V(U_i^T H U_i^{(q)}) \cap V(U_j^T H U_j^{(q)})| = |V(U_i^{i+k} H U_i^{i+k(q)}) \cap V(H)|$ for some $k$ such that $U_j^{j+k} = I_3$. Hence we only show that the number of points of $V(H_i) \cap V(H)$ for any $V(H_i) \in \mathcal{H}$, $H_i \neq H$, is $q^2 + 1$. Moreover we have $|V(H_i) \cap V(H)| = |V(P^T H_i P^{(q)}) \cap V(I)|$, where $P$ is a non-singular matrix.
such that $P^tHP^{(q)} = I$:

$$P = \begin{pmatrix} 1 & \alpha^q & \alpha^q \beta^q t \\ t & 0 & \beta t \\ 0 & 0 & t^{-1} \end{pmatrix},$$

where $\alpha^{q+1} + 1 = 1$ over $\mathbb{GF}(q^2)$. The characteristic polynomial of $P^tH_1P^{(q)}$ is $\det(P^tH_1P^{(q)} - xI) = \det(P^tH_1P^{q(q)} - xP^tHP^{(q)}) = \det(P^T)$

$\det(H_i - xH_j) \det(P^{(q)}) = \det(H_i - xH_j) = (x - 1)^3$. When the first row of $P^tH_1P^{(q)}$ is expressed by $p^T = (1, \alpha t^q(1 + \alpha^q), abt(1 + \alpha^q)^q)$, the $(1,1)$-entry of $(P^tH_1P^{(q)} - I)^2$ is $p^T p^{(q)} + 1 = 1 + \alpha^{q+1}t^q(1 + \alpha^q)^q + \alpha^q + \alpha^q b^q + 1 = \alpha^{q+1}(1 + \alpha^q)^q + 1 = \alpha^{q+1} + 1 = 0$ by using $t^{q+1}(1 + \beta^{q+1}) = 1$. Since $(P^tH_1P^{(q)} - I)^2 \neq 0$, the minimal polynomial of $P^tH_1P^{(q)}$ is $(x - 1)^3$.

Hence we have $|V(H_i) \cap V(H)| = q^2 + 1$ from Result 3.1.

Next consider two non-singular Hermitian matrices $H$ and $H'$ both having the minimal polynomial $m(x) = (x-1)^3$. Then as mentioned before Theorem 3.4, two sets can be defined as follows:

$\mathcal{H}_{a,b} = \{ V(H_1), V(H_2), \ldots, V(H_{q+1}) \}$ with $H_i = U_i^T H U_i^{(q)}$ and $U_i \in \mathcal{U}$,

$\mathcal{H}_{c,d} = \{ V(H'_1), V(H'_2), \ldots, V(H'_{q+1}) \}$ with $H'_j = U_j^T H' U_j^{(q)}$ and $U_j \in \mathcal{U}$,

where

$$H = \begin{pmatrix} 1 & a & 0 \\ a^q & 1 & b \\ 0 & b^q & 1 \end{pmatrix}, \quad H' = \begin{pmatrix} 1 & c & 0 \\ c^q & 1 & d \\ 0 & d^q & 1 \end{pmatrix},$$

$a^{q+1} + b^{q+1} = 0, \quad c^{q+1} + d^{q+1} = 0, \quad a, b, c, d \in \mathbb{GF}(q^2) \setminus \{0\}$.

In order to obtain $\mathcal{H}_{a,b}$ and $\mathcal{H}_{c,d}$ which are disjoint, we have to restrict $a, b, c,$ and $d$. Let $w$ be a primitive element of the multiplicative group $\mathbb{GF}(q^2) \setminus \{0\}$ of order $q^2 - 1$. Let $K = \{1, w, w^2, \ldots, w^{q(q-1)}\}$ be a multiplicative subgroup of order $q + 1$ and $K_k = K \cdot w^k$ for $k$ cosets of $K$, $0 \leq k \leq q - 2$. Suppose
$a \in K_i$, $0 \leq l \leq q - 2$. Then the $(2,2)$-entry $a\alpha^q$ of $H_i$, $1 \leq i \leq q + 1$, is also an element of $K_i$ since $\alpha$ is included in $K$. Hence for $1 \leq i \leq q + 1$, $a\alpha^q$ extends over all the elements of $K_i$. Since $a^{q+1} + b^{q+1} = 0$, $b \in K_i$. Hence we have to choose $c$ and $d$ from cosets $K_k$, $k \neq l$, to satisfy $\mathcal{H}_{a,b} \cap \mathcal{H}_{c,d} = \phi$.

**Theorem 3.5** Let $q$ be an even prime power. If $a$ and $c$ belong to different cosets $K_k$ and $K_l$ respectively, then $\mathcal{H}_{a,b} \cup \mathcal{H}_{c,d}$ is a set of mutually $M$-intersecting varieties, $\mathcal{V}(q^3 + 1, M)$, where $M \subseteq \{q^2 + 1, (q + 1)^2\}$ and $|\mathcal{V}(q^3 + 1, M)| = 2(q + 1)$.

**Proof.** It follows from Theorem 3.4 that $\mathcal{H}_{a,b}$ and $\mathcal{H}_{c,d}$ are both $\mathcal{V}(q^3 + 1, q^2 + 1)$. Now consider the number of points in the intersection of $V(H_i)$ and $V(H'_j)$ for $H_i \in \mathcal{H}_{a,b}$ and $H'_j \in \mathcal{H}_{c,d}$. It is easily seen that $|V(H_i) \cap V(H'_j)| = |V(H) \cap V(H_{j+k})|$ for some $k$ such that $U_{i+k} = I_3$. Furthermore, we have $|V(H) \cap V(H'_j)| = |V(I_3) \cap V(P^T H'_j P(q))|$, where $P$ is a non-singular matrix such that $P^T H P(q) = I$. The characteristic polynomial $g(x)$ of $P^T H'_j P(q)$ is $(x - 1)(x^2 + \delta x + 1)$, where $\delta = (a\alpha^q + b\alpha^q)\alpha^q + (a\alpha^q + b\alpha^q)\alpha^q$. The quadratic equation $x^2 + \delta x + 1 = 0$ has one solution over $\mathbb{GF}(q)$ if $\delta = 0$. Then we have $g(x) = (x - 1)^3$ and $(P^T H_j P(q) - x I)^2 \neq 0$. Hence the minimal polynomial $m(x)$ of $P^T H'_j P(q)$ is $m(x) = (x - 1)^3$. When the equation $x^2 + \delta x + 1 = 0$ has two solutions, $m(x) = g(x) = (x - 1)(x - \beta)(x - \gamma)$, where $\beta, \gamma \in \mathbb{GF}(q)$ such that $\beta \neq \gamma$, $\beta \neq 1$ and $\gamma \neq 1$. When the equation has no solutions, $m(x) = g(x) = (x - 1)(x^2 + \delta x + 1)$; that is, $x^2 + \delta x + 1$ is irreducible over $\mathbb{GF}(q)$. Therefore $V(P^T H'_j P(q))$ and $V(I)$ intersect on $q^2 + 1$ or $(q + 1)^2$ points. \hfill $\blacksquare$

In the proof of Theorem 3.5, if $\delta = 0$, the minimal polynomial $m(x)$ of $P^T H'_j P(q)$ is $(x - 1)^3$. When $a = b$ and $c = d$, we always obtain $\delta = 0$. Since $|V(H) \cap V(H'_j)| = q^2 + 1$ for $H_i \in \mathcal{H}_{a,b}$ and $H'_j \in \mathcal{H}_{c,d}$, the following can be obtained.
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Corollary 3.1 Let $q$ be an even prime power. If $a = b$ and $c = d$, then $\mathcal{H}_{a,b} \cup \mathcal{H}_{c,d}$ is a set of $2(q + 1)$ mutually $M$-intersecting varieties, $\mathcal{V}(q^3 + 1, q^2 + 1)$.

Finally we want to get a set of Hermitian varieties $\mathcal{H}_{a,b}$ as many as possible by choosing the values of $a$ and $b$ in $H$.

Theorem 3.6 Let $q$ be an even prime power. There exists a set of $q^2 - 1$ mutually $M$-intersecting varieties, $\mathcal{V}(q^3 + 1, q^2 + 1)$.

Proof. Let $J = \{1, w, \ldots, w^{q-2}\}$ be a set of representatives of the cosets $K_k = K \cdot w^k$, $0 \leq k \leq q - 2$. Consider a set of varieties $\bigcup_{a \in J} \mathcal{H}_{a,a}$. If we choose $a, c \in J$, $a \neq c$, then $\mathcal{H}_{a,a} \cup \mathcal{H}_{c,c}$ is $\mathcal{V}(q^3 + 1, q^2 + 1)$ by Corollary 3.1. Hence $\bigcup_{a \in J} \mathcal{H}_{a,a}$ is $\mathcal{V}(q^3 + 1, q^2 + 1)$ consisting of $(q + 1)(q - 1)$ varieties.

Theorem 3.7 Let $q$ be an even prime power. There exists a set of $(q + 1)^2(q - 1)$ mutually $M$-intersecting varieties $\mathcal{V}(q^3 + 1, \{q^2 + 1, (q + 1)^2\})$.

Proof. Let $J = \{1, w, \ldots, w^{q-2}\}$ be a set of representatives of the cosets $K_k$. Let $L = \{(a, b) \mid a^{q+1} + b^{q+1} = 0, a \in J, b \in \text{GF}(q^2)\}$. Then $L$ consists of $(q - 1)(q + 1)$ elements and $\mathcal{H}_{a,b} \cap \mathcal{H}_{c,d} = \emptyset$ for $(a, b), (c, d) \in L, (a, b) \neq (c, d)$. Therefore Theorem 3.5 implies that $\bigcup_{(a,b) \in L} \mathcal{H}_{a,b}$ is $\mathcal{V}(q^3 + 1, \{q^2 + 1, (q + 1)^2\})$.

We remark that we can add $V(I)$ to $\mathcal{V}(\rho, M)$ in all the theorems given in this section because we can show $|V(H_i) \cap V(I)| = q^2 + 1$ for any $V(H_i) \in \mathcal{H}$.
Since Chakravarti introduced balanced arrays in 1956, many methods of constructions have been investigated. Some of them depend on the existence of block designs with proper parameters. However, some of such methods do not give algebraic constructions which are used for orthogonal arrays. This is a reason why we have studied an algebraic method for constructing balanced arrays. First, we generalized the construction of orthogonal arrays which was proposed by Bose in 1947. In the generalization, we used multivariate functions instead of linear transformations and a subset of $\mathbb{GF}(q)^n$ instead of $\mathbb{GF}(q)^n$ itself as their domain. Secondly, we utilized two kinds of quadratic functions on a projective geometry as multivariate functions in Chapter 2. In the application of the present method, we found a necessary condition for the existence of balanced arrays. It was deeply related to a set of points called a variety on projective geometry. We generated a set of varieties satisfying the necessary condition by using a projective group to construct balanced arrays. Thirdly, we proposed an interesting mathematical problem to find a set of varieties such that each variety contains $\rho$ points and the number of points in the intersection of two distinct varieties, called mutually $M$-intersecting varieties, is contained in a set $M$. When $M$ consists of a singleton, a set of mutually $M$-intersecting varieties is very useful to construct
balanced arrays. In Chapter 3, we showed constructions of some sets of mutually $M$-intersecting varieties by using Hermitian forms on a projective plane, however, $s$-symbols balanced arrays have not been obtained yet.

Lastly, we give a list of balanced arrays and a set of mutually $M$-intersecting varieties obtained in this thesis.

- $BA(q^2(q-1), q^2, q, 2)$ for any odd prime power $q$ with indices

$$
\mu_{\alpha, \beta} = \begin{cases} 
0 & \text{if } \alpha = \beta = 0, \\
1 & \text{if } \alpha \neq 0 \text{ and } \beta = 0, \\
q & \text{if } \alpha = \beta \neq 0, \\
q + 1 & \text{if } \alpha \neq \beta \text{ and } \alpha, \beta \neq 0.
\end{cases} \quad \text{(Theorem 2.4)}.
$$

- $BA(q^2(q-1), q^2, q, 2)$ for any $q = 2^h$, $h \geq 1$, with indices

$$
\mu_{\alpha, \beta} = \begin{cases} 
0 & \text{if } \alpha = \beta = 0, \\
1 & \text{if } \alpha \neq 0 \text{ and } \beta = 0, \\
q & \text{if } \alpha = \beta \neq 0, \\
q + 1 & \text{if } \alpha \neq \beta \text{ and } \alpha, \beta \neq 0.
\end{cases} \quad \text{(Theorem 2.5)}.
$$

- $OA(q^3, q^2, q, 2)$ for any prime power $q$ with index $\mu = q$ (Lemmas 2.4 and 2.5).

- $BA(q^6 - q^3, q^2, q^2, 2)$ for any prime power $q$ with indices

$$
\mu_{\alpha, \beta} = \begin{cases} 
q^2 - q & \text{if } \alpha, \beta \in \text{GF}(q), \\
q^2 & \text{otherwise},
\end{cases} \quad \text{(Theorems 2.6 and 2.7)}
$$

For any prime power $q$,

- $\mathcal{V}(q^2 + 1, q + 1)$ in $\text{PG}(3, q)$, where $|\mathcal{V}| = q^2$, (Theorem 3.2).

- $\mathcal{V}((q + 1)^2, 3q + 1)$ in $\text{PG}(3, q)$, where $|\mathcal{V}| = q^2$ (Theorem 3.3).
For any $q = 2^h$, $h \geq 1$,

- $\mathcal{V}(q^3 + 1, q^2 + 1)$ in $\mathbf{PG}(2, q^2)$, where $|\mathcal{V}| = q + 1$ (Theorem 3.4).

- $\mathcal{V}(q^3 + 1, M)$ in $\mathbf{PG}(2, q^2)$, where $M \subseteq \{q^2 + 1, (q + 1)^2\}$ and $|\mathcal{V}| = 2(q + 1)$ (Theorem 3.5).

- $\mathcal{V}(q^3 + 1, q^2 + 1)$ in $\mathbf{PG}(2, q^2)$, where $|\mathcal{V}| = 2(q + 1)$ (Corollary 3.1).

- $\mathcal{V}(q^3 + 1, q^2 + 1)$ in $\mathbf{PG}(2, q^2)$, where $|\mathcal{V}| = q^2 - 1$ (Theorem 3.6).

- $\mathcal{V}(q^3 + 1, \{q^2 + 1, (q + 1)^2\})$ in $\mathbf{PG}(2, q^2)$, where $|\mathcal{V}| = (q + 1)^2(q - 1)$ (Theorem 3.7).
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