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Abstract. In this paper, we shall consider normal forms for derivations in $\text{AI}_\xi^-$, where $\text{AI}_\xi^-$ is a system introduced by Arai (cf. [4]) and its consistency implies the consistency of Feferman's $\text{ID}_\xi$ (cf. [6]). We shall give two normal form theorems for derivations in $\text{AI}_\xi^-$. One (Theorem 1) implies the consistency of $\text{AI}_\xi^-$. The other (Theorem 2) implies the $\omega$-consistency of $\text{AI}_\xi^-$. 

0. Introduction

In this paper, we shall consider normal forms for derivations in $\text{AI}_\xi^-$, where $\text{AI}_\xi^-$ is a system introduced by Arai (cf. [4]) and its consistency implies the consistency of Feferman's $\text{ID}_\xi$ (cf. [6]).

Normal forms for derivations in LK have been studied by several authors (for example, Gentzen [7], Mints [10], Arai and Mints [5]). Gentzen's cut elimination theorem (cf. [7], [11]) is one of the most famous normal form theorems for derivations in LK. In [10], Mints gave an extended form of Gentzen's theorem. Moreover, extended forms of Mints' theorem were given by Arai and Mints (cf. [5]).

And also, normal forms for derivations in arithmetic formalized in the sequent style have been studied by several authors (for instance, Hinata [8], the author [9]). Hinata's theorem (cf. [8]) is considered as an analogue of Gentzen's theorem and implies the consistency of arithmetic. In [9], the author gave an extended form of Hinata's theorem, which is also considered as an analogue of Mints' theorem and implies the $\omega$-consistency of arithmetic.

In this paper, we shall give some normal form theorems for derivations in $\text{AI}_\xi^-$. To prove these theorems, Takeuti's system of ordinal diagrams $\mathcal{O}(\xi + 1, 2)$
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(cf. [11]) will be used. \( O(\xi + 1, 2) \) is the structure consisting of the set of objects called *ordinal diagrams* and the well-orderings \(<_i \ (i \in I)\) over the ordinal diagrams, where \( I \) is the well-ordering set \((\xi + 1) \cup \{\infty\}\), whose ordering is that of \( \xi + 1 \) with the largest element \( \infty \).

In [1] and [4], Arai showed that the consistency of \( \text{AI}_\xi^< \) can be proved by transfinite induction along \(<_0 \) up to the ordinal diagram \((\xi, 1, 0)\) but cannot be proved by transfinite induction along \(<_0 \) up to any \( \alpha \), where \( \alpha <_0 (\xi, 1, 0) \).

So, we want to give a normal form theorem for derivations in \( \text{AI}_\xi^< \), which implies the fact that the consistency of \( \text{AI}_\xi^< \) can be proved by transfinite induction along \(<_0 \) up to the ordinal diagram \((\xi, 1, 0)\). Theorem 1 given in Section 2 below is just such a theorem. Moreover, it is considered as an analogue of Hinata's theorem (cf. [8]). Furthermore, we shall give another normal form theorem (Theorem 2) for derivations in \( \text{AI}_\xi^< \) in Section 2 below. It implies the \( \omega \)-consistency of \( \text{AI}_\xi^< \) and is proved by transfinite induction along \(<_0 \) up to the ordinal diagram \((\xi, 1, 0\#0\). Moreover, it is considered as an analogue of author's theorem (cf. [9]).

1. **The system \( \text{AI}_\xi^< \)**

The system considered here is obtained from Arai's original \( \text{AI}_\xi^< \) (cf. [3], [4]) by some modifications. In this section, we explain the system \( \text{AI}_\xi^< \) in detail.

**Definition 1.1.** The language \( \mathcal{L} \) is the first order language whose non-logical symbols consist of the following symbols:

1. Individual constant: \( 0 \);
2. Function constant: \( ' \) (successor) and \( f \) for each primitive recursive function \( f \);
3. Predicate constant: \( = \).

The language \( \mathcal{L} + \{Y_0, Y_1, c_0, c_1\} \) is the language obtained from \( \mathcal{L} \) by adding a unary predicate variable \( Y_0 \) and a binary predicate variable \( Y_1 \) and individual constants \( c_0 \) and \( c_1 \).

Let \( \xi \) be a fixed ordinal and let \( < \) be a primitive recursive well-ordering on a primitive recursive subset of the set of natural numbers and \( \lambda x : x \oplus 1 \) a primitive recursive successor function with respect to \( < \). We assume that the order type of \( < \) is \( \xi + 1 \) and the least element of \( < \) is the natural number 0. Moreover, we assume the same properties with respect to \( < \) and \( \oplus \) as ones assumed in [4]. We denote the largest element of \( < \) by \( \xi \). Furthermore, "\( \xi \)" is also used to denote the numeral corresponding to the largest element with respect to \( < \). Let \( f_\xi \) be the
characteristic function of <. Then, to denote the formula "\( \tilde{f}_\prec(s, t) = 0 \)", we use the expression "\( s \prec t \)". Let \( t \) be a closed term in \( \mathcal{L} \). Then \( v(t) \) is used to denote the value of \( t \) under the standard interpretation.

**Definition 1.2.** A formula \( \mathfrak{B}(Y_0, Y_1, c_0, c_1) \) in \( \mathcal{L} + \{Y_0, Y_1, c_0, c_1\} \) is said to be an *arithmetical form* if it includes no free individual variables.

**Definition 1.3.** The language \( \mathcal{L}' \) is the language obtained from \( \mathcal{L} \) by adding unary predicate variables \( X_i(i \in \omega) \) and adding binary predicate constants \( Q^\mathcal{B} \) and ternary predicate constants \( Q^\mathcal{B}_1 \) for each arithmetical form \( \mathfrak{B} \) in \( \mathcal{L} + \{Y_0, Y_1, c_0, c_1\} \). We write \( Q^\mathcal{B}_u \)s for \( Q^\mathcal{B}_u t \)s.

**Definition 1.4.** \( \mathcal{AL}^\mathcal{I} \) is a system formalized in the language \( \mathcal{L}' \) and consists of the following initial sequents and inference rules:

1. Initial sequents
   (a) Logical initial sequents:
   \( D \rightarrow D \), where \( D \) is an arbitrary atomic formula.

   (b) Mathematical initial sequents:
   The sequents which consist of atomic formulas in \( \mathcal{L} \) and are true under the standard interpretation.

2. Inference rules
   (a) Inference rules of \( \mathcal{LK} \) without inference rules for \( \vdash \).
   (b) Cut:
   \[
   \frac{\Gamma \rightarrow \Delta, D \quad D, \Lambda \rightarrow \Pi}{\Gamma, \Lambda \rightarrow \Delta, \Pi}
   \]
   \( D \) is called the *cut formula* of this inference. This inference is said to be *inessential* if its cut formulas are of the form \( Q^\mathcal{B}_u t \)s and include at least one free individual variable.

   (c) Inference rules for \( \vdash \):
   \[
   \vdash : \text{left} \quad \text{and} \quad \vdash : \text{right}
   \]
   \[
   \frac{\Gamma \rightarrow \Delta, A \quad B, \Gamma \rightarrow \Delta}{A \vdash B, \Gamma \rightarrow \Delta} \quad \frac{A, \Gamma \rightarrow \Delta}{\Gamma \rightarrow \Delta, A \vdash B} \quad \text{and} \quad \frac{\Gamma \rightarrow \Delta, B}{\Gamma \rightarrow \Delta, A \vdash B}
   \]
(d) Term-replacement:
\[
\begin{align*}
\Gamma(s) & \rightarrow \Delta(s) \\
\Gamma(t) & \rightarrow \Delta(t)
\end{align*}
\]

$s$ and $t$ are closed terms such that $v(s) = v(t)$

This inference is considered as a structural inference.

(e) Equality rule:
\[
\begin{align*}
\Gamma & \rightarrow \Delta, t = s \\
\Gamma & \rightarrow \Delta, F(t), F(s), \Gamma & \rightarrow \Delta
\end{align*}
\]

$t$ and $s$ are arbitrary terms

$t = s$, $F(t)$ and $F(s)$ are called the *auxiliary formulas* and also $F(t)$ and $F(s)$ are called the *equality formulas*. This inference is said to be *inessential* if $t = s$ includes at least one free individual variable and $F(t)$ is not identical with $F(s)$.

(f) Induction rule:
\[
\begin{align*}
\Gamma & \rightarrow \Delta, A(0), A(a), \Gamma & \rightarrow \Delta, A(a'), A(t), \Gamma & \rightarrow \Delta
\end{align*}
\]

$a$ does not occur in the lower sequent and $t$ is an arbitrary term

$A(0)$, $A(a)$, $A(a')$ and $A(t)$ are called the *auxiliary formulas* and also $A(a)$ is called the *induction formula*. $a$ and $t$ are said to be the *eigenvariable* and the *induction term*, respectively. This inference is said to be *constant normal* if its induction formula contains at least one occurrence of its eigenvariable and its induction term contains at least one free individual variable.

(g) Inference rules for $Q^B$:

\[Q^B: \text{left}\]
\[
\begin{align*}
\Gamma & \rightarrow \Delta, t < \xi \\
\mathcal{B}(V, Q^B_{<\xi}, t, s), \Gamma & \rightarrow \Delta
\end{align*}
\]

$V$ is an arbitrary unary abstract and $t$, $s$ are arbitrary terms

\[Q^B: \text{right}\]
\[
\begin{align*}
\Gamma & \rightarrow \Delta, t < \xi \\
\Gamma & \rightarrow \Delta, \mathcal{B}(X, Q^B_{<\xi}, t, s)
\end{align*}
\]

$X$ does not occur in the lower sequent and $t$, $s$ are arbitrary terms
In $Q^\mathbb{B}$: left, $t < \xi$ and $\mathbb{B}(V, Q^\mathbb{B}_{<\xi} t, s)$ are called the \textit{auxiliary formulas} and $Q^\mathbb{B}_{<\xi} ts$ is called the \textit{principal formula}. In $Q^\mathbb{B}$: right, $t < \xi$ and $\mathbb{B}(X, Q^\mathbb{B}_{<\xi} t, s)$ are called the \textit{auxiliary formulas}, $Q^\mathbb{B}_{<\xi} ts$ is called the \textit{principal formula} and $X$ is called the \textit{eigenvariable} of this inference.

(h) \textbf{Inference rules for $Q^\mathbb{B}$:}

$$Q^\mathbb{B}_{<\xi} : \text{left} \quad \quad \quad Q^\mathbb{B}_{<\xi} : \text{right}$$

$$\frac{t < u, \Gamma \rightarrow \Delta}{Q^\mathbb{B}_{<\xi} ts, \Gamma \rightarrow \Delta} \quad \quad \quad \frac{\Gamma \rightarrow \Delta, t < u}{\Gamma \rightarrow \Delta, Q^\mathbb{B}_{<\xi} ts}$$

$s, t$ and $u$ are arbitrary terms

$t < u$ and $Q^\mathbb{B}_{<\xi} ts$ are called the \textit{auxiliary formulas} and $Q^\mathbb{B}_{<\xi} ts$ is called the \textit{principal formula}.

2. Normal form theorems and their applications

In this section, we explain our normal form theorems and their applications. First of all, we give definitions necessary to state our theorems.

**Definition 2.1.** Let $\Gamma$ be a sequence $A_1, \ldots, A_n$ of formulas. Let $\langle i_1, i_2, \ldots, i_k \rangle$ be a sequence of natural numbers such that $1 \leq i_1 < i_2 < \cdots < i_k \leq n$. Then, the sequence $A_{i_1}, \ldots, A_{i_k}$ is called a \textit{part} of $\Gamma$. $\Gamma^*$ is used to denote a part of $\Gamma$. Let $\Lambda \rightarrow \Pi$ be a sequent. Then $\Lambda^* \rightarrow \Pi^*$ is called a \textit{part} of $\Lambda \rightarrow \Pi$.

**Definition 2.2.** Let $\pi$ be a derivation with the end sequent $S$ in $A\mathbb{L}_{<\xi}$. And let $S^*$ be a part of $S$ and $C$ a formula in $\pi$. Then $C$ is said to be $(S^*)$-\textit{implicit} if a descendant (cf. [11]) of $C$ satisfies one of the following conditions:

1. It is a cut formula.
2. It is an auxiliary formula of an equality or an induction.
3. It is in $S^*$.
4. It is an atomic formula.

Otherwise $C$ is said to be $(S^*)$-\textit{explicit}. And also $C$ is said to be \textit{implicit} if a descendant of $C$ satisfies one of the above conditions 1,2. Otherwise $C$ is said to be \textit{explicit}.

Let $I$ be an inference in $\pi$. Then $I$ is called $(S^*)$-\textit{implicit} or $(S^*)$-\textit{explicit} according as its principal formula is $(S^*)$-implicit or $(S^*)$-explicit. And also $I$ is called \textit{implicit} or \textit{explicit} according as its principal formula is implicit or explicit.
DEFINITION 2.3. Let \( \pi \) be a derivation and let \( v \) be a free individual variable or a unary predicate variable in \( \pi \). Then \( v \) is said to be redundant in \( \pi \) if it occurs in an upper sequent of an inference \( I \) and does not occur in the lower sequent of \( I \) and is not used as the eigenvariable of \( I \).

DEFINITION 2.4. Let \( T \) be a subtheory of \( \text{AI}_\xi^- \) and let \( \pi \) be a derivation in \( \text{AI}_\xi^- \). Then a logical inference \( I \) in \( \pi \) is said to be reducible with respect to \( T \) if one of the auxiliary formulas of \( I \) is derivable (refutable) in \( T \) provided that it belongs to the antecedent (succedent) of the sequent in which it occurs.

DEFINITION 2.5. Let \( \pi \) be a derivation with the end sequent \( S \) in \( \text{AI}_\xi^- \). Then \( \pi \) is said to be normal if it satisfies the following conditions:

1. It includes no cuts except inessential ones.
2. It includes no redundant variables.
3. It includes no inductions except constant normal ones.
4. It includes no equalities except inessential ones.

Let \( S^* \) be a part of \( S \). Then \( \pi \) is said to be \((S^*)\)-strongly normal if it is normal and satisfies the following condition:

5. It includes no \((S^*)\)-explicit inferences which are reducible with respect to \( \text{AI}_\xi^- \).

Especially, we say that \( \pi \) is strongly normal if it is \((\rightarrow)\)-strongly normal.

REMARK. Let \( \pi \) be a derivation with the end sequent \( S \) in \( \text{AI}_\xi^- \). Then, \( \pi \) is \((S)\)-strongly normal if it is normal.

Then we have the following theorems.

THEOREM 1. We can transform any derivation in \( \text{AI}_\xi^- \) into a normal one with the same end sequent.

THEOREM 2. We can transform any derivation in \( \text{AI}_\xi^- \) into a strongly normal one with the same end sequent.

In Section 4, Theorem 1 will be proved by transfinite induction along \( <_0 \) up to \((\xi,1,0)\) and Theorem 2 will be proved by transfinite induction along \( <_0 \) up to \((\xi,1,0\#0)\), where \((\xi,1,0)\) and \((\xi,1,0\#0)\) are ordinal diagrams and \( <_0 \) is a well-ordering over the ordinal diagrams in Takeuti's system of ordinal diagrams \( O(\xi+1,2) \) (cf. [11]).
Theorem 1 implies the following corollary. Thus, by transfinite induction along $<_0$ up to $(\xi,1,0)$ we can show that $\text{AI}^-_\xi$ is consistent.

**Corollary 1.** $\text{AI}^-_\xi$ is consistent.

**Proof.** Similar to corollary 2 below.

Theorem 2 implies the following corollary. Thus, by transfinite induction along $<_0$ up to $(\xi,1,0\#0)$ we can show that $\text{AI}^-_\xi$ is $\omega$-consistent.

**Corollary 2.** $\text{AI}^-_\xi$ is $\omega$-consistent.

**Proof.** Let $A(a)$ be an arbitrary formula which includes no free individual variable other than $a$ and $\rightarrow A(\bar{a})$ is derivable in $\text{AI}^-_\xi$ for all numeral $\bar{a}$. Then it suffices to show that $\forall x A(x) \rightarrow$ is not derivable in $\text{AI}^-_\xi$. Now, we suppose that $\forall x A(x) \rightarrow$ is derivable in $\text{AI}^-_\xi$. Then there exists a strongly normal derivation $\pi$ of $\forall x A(x) \rightarrow$. Assume that $\pi$ includes at least one non-structural inference. Note that the end-place of $\pi$ includes no free individual variables and hence it includes no cuts. If an inference is an induction or an equality or an inference for $Q^B$ or an inference for $Q^B_{<}$, then it does not belong to the boundary of $\pi$. Thus every boundary inference is a $\forall$ left whose auxiliary formula is of the form $A(t)$ where $t$ is a closed term. But it is impossible, because $\pi$ is strongly normal and $\rightarrow A(t)$ is derivable in $\text{AI}^-_\xi$ by our assumption. Thus $\pi$ does not include non-structural inferences. But it is clear that there does not exist such a derivation. So $\text{AI}^-_\xi$ is $\omega$-consistent.

3. Preliminaries

In order to prove our theorems, we shall consider the system $\text{AI}^-_\xi$ obtained from $\text{AI}^-_\xi$ by adding the following inference rule, called *substitution rule*,

\[
\Gamma(Y) \rightarrow \Delta(X) \\
\Gamma(V) \rightarrow \Delta(V),
\]

where $X$ does not occur in the lower sequent and $\Gamma(V) \rightarrow \Delta(V)$ is the sequent obtained from $\Gamma(X) \rightarrow \Delta(X)$ by substituting a unary abstract $V$ for $X$. Then $X$ is called the *eigenvariable* of this inference and $V$ is called the *substituted abstract* of this inference. This inference is considered as a structural inference.
**Definition 3.1.** The grade of a formula \( A \), denoted by \( g(A) \), is defined as follows:
1. \( g(A) = 0 \), if \( A \) is an atomic formula which is not of the form \( Q^u \), \( ts. \)
2. \( g(Q^u \), \( ts) = 1 \), where \( s, t \) and \( u \) are arbitrary terms.
3. \( g(B \land C) = g(B \lor C) = g(B \supset C) = \max \{ g(B), g(C) \} + 1. \)
4. \( g(\neg B) = g(\forall x B) = g(\exists x B) = g(B) + 1. \)

**Definition 3.2.** The grade of an inference \( I \), denoted by \( g(I) \), is defined as follows:
\[
g(I) = \begin{cases} 
\max \{ g(A) | A \text{ is an auxiliary formula of } I \} & \text{if } I \text{ is non-structural,} \\
\text{the grade of a cut formula of } I & \text{if } I \text{ is a cut,} \\
0 & \text{otherwise.}
\end{cases}
\]

**Definition 3.3.** Let \( \pi \) be a derivation in \( \mathcal{AI}_{\xi} \) and \( S \) a sequent in \( \pi \). For any natural number \( \rho \), the height based on \( \rho \) of \( S \) in \( \pi \), denoted by \( h_\rho(S; \pi) \) or simply \( h_\rho(S) \), is defined as follows:
1. \( h_\rho(S) = \rho \), if \( S \) is the end sequent of \( \pi \).
2. Let \( S \) be one of the upper sequents of an inference \( I \) in \( \pi \) and \( S' \) the lower sequent of \( I \). Assume that \( h_\rho(S') \) is defined. Then
\[
h_\rho(S) = \begin{cases} 
0 & \text{if } I \text{ is a substitution,} \\
\max \{ h_\rho(S'), g(I) \} & \text{otherwise.}
\end{cases}
\]

**Definition 3.4.** The degree of a formula \( A \), denoted by \( dg(A) \), is defined as follows:
1. \( dg(t = s) = dg(X t) = 0 \), where \( s \) and \( t \) are arbitrary terms and \( X \) is an arbitrary unary predicate variable.
2. \( dg(Q^u \), \( ts) = \begin{cases} 
v(t) \oplus 1 & \text{if } Q^u \text{ ts is closed and } v(t) \prec \xi, \\
\xi & \text{otherwise.}
\end{cases} \)
3. \( dg(Q^u \), \( \neg ts) = \begin{cases} 
v(u) & \text{if } Q^u \neg ts is closed and } v(u) \prec \xi, \\
\xi & \text{otherwise.}
\end{cases} \)
4. \( dg(\neg B) = dg(B). \)
5. \( dg(B \land C) = dg(B \lor C) = dg(B \supset C) = \max \{ dg(B), dg(C) \} \), where \( \max \prec \) is used to denote the maximum with respect to \( \prec \).
6. \( dg(\forall x B) = dg(\exists x B) = dg(B). \)
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Let $\pi$ be a derivation in $\mathbb{A}_1^\xi$. Then the degree of a formula $F$ in $\pi$, denoted by $d(F;\pi)$ or simply $d(F)$, is defined as follows:

$$d(F) = \begin{cases} dg(F) & \text{if } F \text{ is implicit in } \pi, \\ 0 & \text{otherwise}. \end{cases}$$

**Definition 3.5.** Let $\pi$ be a derivation in $\mathbb{A}_1^\xi$. We say that a sequent $S$ in $\pi$ belongs to the end-place of $\pi$ if no non-structural inferences occur below $S$ in $\pi$. And we say that an inference $I$ in $\pi$ belongs to the boundary of $\pi$ or is a boundary inference of $\pi$ if the lower sequent of $I$ belongs to the end-place of $\pi$ and the upper sequents of $I$ do not belong to the end-place of $\pi$.

**Definition 3.6.** Let $\pi$ be a derivation with the end sequent $S$ in $\mathbb{A}_1^\xi$ and let $S^*$ be a part of $S$. Let $d$ be a mapping from the set of substitutions in $\pi$ to the set of ordinals less than $\xi$. For each substitution $J$ in $\pi$, $d(J)$ is used to denote the value of the mapping $d$ at $J$ and is read “degree of $J$.” Then the triple $\langle \pi; d; S^* \rangle$ is called a derivation with degree if it satisfies the following conditions for each substitution $J$ in $\pi$ and each formula $B$ in the upper sequent of $J$:

1. The upper sequent of $J$ belongs to the end-place of $\pi$.
2. If $B$ is $(S^*)$-explicit, then it includes no eigenvariables of $J$.
3. If $B$ is $(S^*)$-implicit, then so is its successor.
4. $d(B) \leq d(J)$ holds.

**Definition 3.7.** Let $\langle \pi; d; S^* \rangle$ be a derivation with degree. Then $\langle \pi; d; S^* \rangle$ is said to be normal if it satisfies the conditions 1~4 in Definition 2.5. And also $\langle \pi; d; S^* \rangle$ is said to be $(S^*)$-strongly normal if it satisfies the conditions 1~5 in Definition 2.5.

Since we shall use Takeuti’s system of ordinal diagrams $\mathcal{O}(\xi + 1, 2)$ to prove our theorems, we shall give some related definitions and propositions.

**Definition 3.8.** Let $i$ be an ordinal less than $\xi$. Then we shall define the order $\ll_i$ on ordinal diagrams. Let $\alpha$ and $\beta$ be ordinal diagrams. Then

$$\alpha \ll_i \beta \iff \alpha <_j \beta \text{ for all } i \leq j \leq \xi.$$ 

$\alpha \ll_i \beta$ is used to denote the statement “$\alpha \ll_i \beta$ or $\alpha = \beta$.”
NOTATION. Let $\alpha$ be an ordinal diagram and let $\zeta$ be an ordinal less than or equal to $\zeta$ and $n$ a natural number. Then an ordinal diagram $\zeta(n, 0, \alpha)$ is defined as follows:

$$\zeta(0, 0, \alpha) := \alpha, \quad \zeta(n + 1, 0, \alpha) := (\zeta, 0, \zeta(n, 0, \alpha)).$$

PROPOSITION 1. Let $\alpha, \beta$ and $\gamma$ be ordinal diagrams and let $i < \zeta < \zeta$ and $n \in \omega$. Then,

1. $\alpha \ll_0 \alpha \# \beta$.
2. $\alpha \ll_j (\zeta, 0, \alpha)$ for $j \leq \zeta$.
3. $(i, 0, \alpha) \ll_{i+1} (\zeta, 0, \beta)$.
4. $\alpha, \beta \ll_i (\zeta, 0, \gamma) \Rightarrow \alpha \# \beta \ll_i (\zeta, 0, \gamma)$.
5. If $\alpha \ll_i \beta$, then $(\zeta, 0, \alpha) \ll_i (\zeta, 0, \beta)$.
6. $(\zeta, 0, \alpha) \# (\zeta, 0, \beta) \ll_0 (\zeta, 0, \alpha \# \beta)$.
7. If $\alpha \ll_i (\zeta, 1, 0)$, then $\zeta(n, 0, \alpha) \ll_i (\zeta, 1, 0)$

PROPOSITION 2. Let $j < \zeta$ and let $\gamma$ and $\delta$ be ordinal diagrams for which there exists two finite sequences of ordinal diagrams $\delta = \delta_0, \ldots, \delta_m$ and $\gamma = \gamma_0, \ldots, \gamma_m$ which satisfies the following conditions:

1. Each $\gamma_i$ is of the form $(k, a, \gamma_{i+1} \# \eta)$ for some $j < k \leq \zeta$, $0 \leq a \leq 1$ and $\eta$.
2. Each $\delta_i$ is of the form $(k, a, \delta_{i+1} \# \eta)$ for some $\eta' \ll_j \eta$ if $\gamma_i$ is $(k, a, \gamma_{i+1} \# \eta)$.
3. $\delta_m \ll_j \gamma_m$.

Then $\delta \ll_j \gamma$.

DEFINITION 3.9. Let $\pi$ be a derivation with the end sequent $\tilde{S}$ in $\Pi^2_1$. Let $\tilde{S}^*$ be a part of $\tilde{S}$ and let $d$ be a mapping from the set of substitutions in $\pi$ to the set of ordinals less than $\zeta$. Let $\rho$ be a natural number. To each sequent $S$ in $\pi$ and each inference $I$ in $\pi$, we assign ordinal diagrams $O_\rho(S; \pi; d; \tilde{S}^*)$ and $O_\rho(I; \pi; d; \tilde{S}^*)$, or simply $O_\rho(S)$ and $O_\rho(I)$, respectively, as follows:

1. If $S$ is an initial sequent, then

$$O_\rho(S) = 0.$$ 

2. Let $S_i$ ($1 \leq i \leq n$) be the upper sequents of $I$. Assume that $O_\rho(S_i)$ are defined for each $1 \leq i \leq n$.

(2.1) If $I$ is a weak inference or a term-replacement, then

$$O_\rho(I) = O_\rho(S).$$

(2.2) If $I$ is a cut, then

$$O_\rho(I) = O_\rho(S_1) \# O_\rho(S_2).$$
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(2.3) If $I$ is an $(\tilde{S}^*)$-explicit logical inference, then

$$O_{\rho}(I) = \begin{cases} O_{\rho}(S_1)\#(\xi,1,0) & \text{if } I \text{ has one upper sequent,} \\ O_{\rho}(S_1)\#O_{\rho}(S_2)\#(\xi,1,0) & \text{if } I \text{ has two upper sequents.} \end{cases}$$

(2.4) If $I$ is an $(\tilde{S}^*)$-implicit logical inference or a $Q^{\mathbb{B}}$: right or an inference for $Q^{\mathbb{L}}$, then

$$O_{\rho}(I) = \begin{cases} O_{\rho}(S_1)\#(\xi,0,0) & \text{if } I \text{ has one upper sequent,} \\ O_{\rho}(S_1)\#O_{\rho}(S_2) & \text{if } I \text{ has two upper sequents.} \end{cases}$$

(2.5) If $I$ is a $Q^{\mathbb{B}}$: left, then

$$O_{\rho}(I) = O_{\rho}(S_1)\#O_{\rho}(S_2)\#(\xi,0,0).$$

(2.6) If $I$ is an equality, then

$$O_{\rho}(I) = O_{\rho}(S_1)\#O_{\rho}(S_2)\#O_{\rho}(S_3).$$

(2.7) If $I$ is an induction, then

$$O_{\rho}(I) = O_{\rho}(S_1)\#(\xi,0,O_{\rho}(S_2))\#O_{\rho}(S_3).$$

(2.8) If $I$ is a substitution, then

$$O_{\rho}(I) = (\xi,0,O_{\rho}(S_1)).$$

3. Let $S$ be the lower sequent of $I$.

(3.1) If $I$ is a substitution, then

$$O_{\rho}(S) = (d(I),0,O_{\rho}(I)).$$

(3.2) If $I$ is not a substitution, then

$$O_{\rho}(S) = \xi(h_{\rho}(S_1) - h_{\rho}(S),0,O_{\rho}(I)).$$

Finally, we define the ordinal diagram $O_{\rho}(\pi;d;\tilde{S}^*)$ by $(\xi,0,O_{\rho}(S))$.

Then we have a proposition similar to one given by Arai (cf. [2]).

**Proposition 3.** Let $\langle \pi; d; S' \rangle$ be a derivation with degree and $S'$ a sequent in $\pi$. And let $\rho$ and $\sigma$ be natural numbers. If $\sigma \leq \rho$, then

$$O_{\sigma}(S') \leq_{0} \xi(h_{\sigma}(S') - h_{\sigma}(S'),0,O_{\sigma}(S')).$$

4. **Proofs of our theorems**

Let $\alpha$ be an ordinal diagram such that $\alpha \leq_{0} (\xi,1,0\#0)$. Then we shall show the following lemma by transfinite induction along $<_{0}$ up to $\alpha$. 

Lemma 1. For any derivation with degree \( < \alpha \) we can transform \( \langle \pi; d; \check{S}^* \rangle \) into an \( \check{S}^* \)-strongly normal derivation in \( AI^\xi_{\downarrow} \) with the same end sequent.

This lemma implies Theorem 1 and 2 as follows.

Proof of Theorem 1. Let \( \pi \) be a derivation with the end sequent \( S \) in \( AI^\xi_{\downarrow} \). Note that \( \pi \) includes no substitutions. So, \( \langle \pi; \phi; S \rangle \) is a derivation with degree. Note that \( O_0(\pi; \phi; S) < (\xi, 1, 0) \). Then, by Lemma 1 and its proof, we can transform \( \langle \pi; \phi; S \rangle \) to a normal derivation by transfinite induction along \( <_0 \) up to \( (\xi, 1, 0) \).

Proof of Theorem 2. Let \( \pi \) be a derivation in \( AI^\xi_{\downarrow} \). Note that \( \pi \) includes no substitutions. So, \( \langle \pi; \phi; \rightarrow \rangle \) is a derivation with degree. Note that \( O_0(\pi; \phi; \rightarrow) < (\xi, 1, 0\#0) \). Then, by Lemma 1 and its proof, we can transform \( \langle \pi; \phi; \rightarrow \rangle \) to a strongly normal derivation by transfinite induction along \( <_0 \) up to \( (\xi, 1, 0\#0) \).

To prove Lemma 1, we need the following lemma.

Lemma 2. Let \( \langle \pi; d; S^* \rangle \) be an \( (S^*) \)-strongly normal derivation with degree. Then we can transform \( \langle \pi; d; S^* \rangle \) into an \( (S^*) \)-strongly normal derivation in \( AI^\xi_{\downarrow} \) with the same end sequent.

Proof. By induction on the number of substitutions in \( \pi \).

The rest of this section is devoted to proving Lemma 1.

Proof of Lemma 1. We shall prove this lemma by transfinite induction along \( <_0 \) up to \( \alpha \).

Suppose that \( \langle \pi; d; \check{S}^* \rangle \) be a derivation with degree such that \( O_0(\pi; d; \check{S}^*) <_0 \alpha \). If \( \langle \pi; d; \check{S}^* \rangle \) is \( \check{S}^* \)-strongly normal, we can transform \( \langle \pi; d; \check{S}^* \rangle \) into an \( \check{S}^* \)-strongly normal derivation in \( AI^\xi_{\downarrow} \) with the same end sequent by Lemma 2. So, we assume that \( \langle \pi; d; \check{S}^* \rangle \) is not \( \check{S}^* \)-strongly normal.

We suppose that \( \check{S} \) is of the form \( \Gamma \rightarrow \Delta \) and \( \check{S}^* \) is of the form \( \Gamma^* \rightarrow \Delta^* \). We can suppose that \( \pi \) includes no redundant variables, because \( dg(F(t)) \leq dg(F(a)) \) for any formula \( F \) and any term \( t \). And also we can suppose that if there exists a weakening \( I \) in the end-place of \( \pi \) then every inference below \( I \) is a weakening or
an exchange, because if \( \pi \) does not satisfy the above condition then we can transform \( \langle \pi; d; \hat{S}^* \rangle \) to a derivation with degree \( \langle \pi'; d'; \hat{S}^* \rangle \) such that \( \pi' \) satisfies the above condition and every substitution in \( \pi' \) has same degree as the corresponding one in \( \pi \) and \( O_0(\pi'; d'; \hat{S}^*) \leq O_0(\pi; d; \hat{S}^*) \) by the usual method.

We shall divide our proof into some cases. When we shall consider a case, we assume that the proceeding case(s) do not hold.

In this proof, the letter "\( S \)" in the expression "\( \Lambda \overset{S}{\longrightarrow} \Pi \)" is used to denote the sequent "\( \Lambda \rightarrow \Pi \)" itself. And also we shall omit the superscript \( \mathfrak{B} \) in \( \mathcal{Q}^\mathfrak{B} \) or \( \mathcal{R}^\mathfrak{B} \) if there is no danger of confusion.

(1) The case where \( \pi \) includes at least one logical initial sequent \( \hat{S} \) in the end-place.
(1.1) The case where a descendant of a formula in \( \hat{S} \) is a cut formula.

Assume that \( \pi \) is of the form:

\[
\begin{array}{c}
D \overset{\hat{S}}{\longrightarrow} D \\
\pi_1: \\
\vdots \\
\Lambda \overset{S_1}{\longrightarrow} \Pi, D' \\
D' \overset{S_2}{\longrightarrow} D'' \\
\Lambda \overset{S}{\longrightarrow} \Pi, D'' \\
\vdots 
\end{array}
\]

where \( D' \) (\( D'' \)) in \( S_2 \) is a descendant of \( D \) in the antecedent (succedent) of \( \hat{S} \).

Note that \( D'' \) is \( (\hat{S}^*) \)-implicit. Because, if \( D'' \) is atomic, it is clear that \( D'' \) is \( (\hat{S}^*) \)-implicit. So, we assume that \( D'' \) contains at least one logical symbol. Since \( D \) is atomic, \( D'' \) is obtained from \( D \) by at least one substitution. Since \( \langle \pi; d; \hat{S}^* \rangle \) is a derivation with degree, \( D'' \) in \( \pi \) is \( (\hat{S}^*) \)-implicit.

Let \( h_0(S_1; \pi) = \rho \) and \( h_0(S; \pi) = \sigma \) and let \( \Lambda \overset{S_1}{\longrightarrow} \Pi', D' \) be the sequent obtained from \( S_1 \) by deleting the \( (\hat{S}^*) \)-explicit formulas. Then we reduce \( \pi \) to the derivation \( \pi' \):

\[
\begin{array}{c}
\pi_1: \\
\Lambda \overset{S_1}{\longrightarrow} \Pi, D' \\
\text{term-replacements} \\
\Lambda \overset{S}{\longrightarrow} \Pi, D'' \\
\vdots 
\end{array}
\]

Here, note that \( D'' \) is also \( (\hat{S}^*) \)-implicit in \( \pi' \). Let \( d' \) be the mapping from the set of substitutions in \( \pi' \) to the ordinals less than \( \xi \) such that, for each substitution \( J' \)
in \( \pi', d'(J') = d(J) \), where \( J \) is the corresponding one in \( \pi \). The letter "\( d' \)" is also used to denote the restriction of \( d' \) to the set of substitutions in \( \pi_1 \). Then \( \langle \pi'; d'; \tilde{S}^* \rangle \) is a derivation with degree. Next we shall prove \( O_0(S; \pi'; d'; \tilde{S}^*) \ll_0 O_0(S; \pi; d; \tilde{S}^*) \). Note that \( h_0(S_1; \pi') = \sigma \). Since

\[
O_0(S_1; \pi'; d'; \tilde{S}^*) = O_0(S_1; \pi_1; d'; \Lambda^* \rightarrow \Pi^*, D') \\
\ll_0 \xi(\rho - \sigma, 0, O_0(S_1; \pi_1; d'; \Lambda^* \rightarrow \Pi^*, D')) \\
= \xi(\rho - \sigma, 0, O_0(S_1; \pi; d; \tilde{S}^*)),
\]

we have

\[
O_0(S; \pi'; d'; \tilde{S}^*) = O_0(S_1; \pi; d; \tilde{S}^*) \\
\ll_0 \xi(\rho - \sigma, 0, O_0(S_1; \pi; d; \tilde{S}^*)) \\
\ll_0 \xi(\rho - \sigma, 0, O_0(S_1; \pi; d; \tilde{S}^*) \# O_0(S_2; \pi; d; \tilde{S}^*)) \\
= O_0(S; \pi; d; \tilde{S}^*).
\]

Thus, \( O_0(\pi'; d'; \tilde{S}^*) \ll_0 (O_0(\pi; d; \tilde{S}^*)) \) by proposition 2. Hence we can transform \( \pi' \) to an \((\tilde{S}^*)\)-strongly normal derivation with the same end sequent, by induction hypothesis.

(1.2) The other case.

Since the proceeding case does not hold, there exists a formula \( A \) (\( B \)) which is a descendant of the antecedent (succeedent) formula of \( \tilde{S} \) and occurs in \( \tilde{S} \).

If \( A \) is atomic, then \( B \) is also atomic and hence it is clear that we can obtain a desired derivation.

So, we assume that \( A \) contains at least one logical symbol. Then both \( A \) and \( B \) are in \( \tilde{S}^* \), because both \( A \) and \( B \) are obtained from the formulas in \( \tilde{S} \) by at least one substitution. Thus it is clear that we can obtain a desired derivation.

(2) The case where \( \pi \) includes no boundary inferences.

Then \( \pi \) includes no logical initial sequents. Thus we can obtain a desired derivation, since the mathematical initial sequents are closed under cuts.

(3) The case where \( \pi \) includes at least one \((\tilde{S}^*)\)-explicit inference which is reducible with respect to \( \Lambda \).

Let \( I \) be such an inference. Since the other cases are treated similarly, we shall consider the case where \( I \) is a \( \wedge \): left.
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Assume that \( \pi \) is of the form:

\[
\begin{align*}
\pi_1 : & \quad A, A \xrightarrow{S_1} \Pi \\
\frac{}{A \wedge B, \Lambda \xrightarrow{S} \Pi}
\end{align*}
\]

Let \( h_0(S_1; \pi) = \rho \) and \( h_0(S; \pi) = \sigma \) and let \( \Lambda^* \rightarrow \Pi^* \) be the sequent obtained from \( S \) by deleting the \( (S^*) \)-explicit formulas. By our assumption, \( \rightarrow A \) is derivable in \( \text{AI}^\omega \). So, let \( \hat{\pi} \) be a derivation of \( \rightarrow A \). Note that \( \hat{\pi} \) contains no substitutions. Then we reduce \( \pi \) to the derivation \( \hat{\pi}' \):

\[
\begin{align*}
\hat{\pi} : & \quad \pi_1 : \\
\frac{S \xrightarrow{\hat{S}} A}{A, \Lambda \xrightarrow{S_1} \Pi} \\
\frac{}{A \wedge B, \Lambda \xrightarrow{S} \Pi}
\end{align*}
\]

Let \( d' \) by the mapping from the set of substitutions in \( \pi' \) to the ordinals less than \( \xi \) such that, for each substitution \( J' \) of in \( \pi' \), \( d'(J') = d(J) \), where \( J \) is the corresponding one in \( \pi \). The letter "\( d' \)" is also used to denote the restriction of \( d' \) to the set of substitutions in \( \pi_1 \). Since \( \pi_1 \) and \( \hat{\pi} \) include no substitutions, \( \langle \pi'; d'; \hat{S}^* \rangle \) is a derivation with degree. Then we shall prove \( O_0(S; \pi'; d'; \hat{S}^*) \preceq_0 O_0(S; \pi; d; \hat{S}^*) \). At first, we have

\[
O_0(S_1; \pi'; d'; \hat{S}^*) = O_\rho(S_1; \pi_1; d'; A, \Lambda^* \rightarrow \Pi^*)
\]

\[
\preceq_0 O_\rho(S_1; \pi_1; d'; \Lambda^* \rightarrow \Pi^*)
\]

\[
= O_0(S_1; \pi_1; d; \hat{S}^*).
\]

Next we shall note that every logical inference in \( \hat{\pi} \) is \( (\hat{S}^*) \)-implicit in \( \pi' \). Thus, \( O_0(\hat{S}; \pi'; d'; \hat{S}^*) \preceq_0 (\xi, 1, 0) \). So

\[
O_0(S; \pi'; d'; \hat{S}^*) = \zeta(\rho - \sigma, 0, O_0(\hat{S}; \pi'; d'; \hat{S}^*) \# O_0(S_1; \pi'; d'; \hat{S}^*))
\]

\[
\preceq_0 \xi(\rho - \sigma, 0, (\xi, 1, 0) \# O_0(S_1; \pi; d; \hat{S}^*))
\]

\[
= O_0(S; \pi; d; \hat{S}^*).
\]

So, \( O_0(\pi'; d'; \hat{S}^*) \preceq_0 O_0(\pi; d; \hat{S}^*) \) by proposition 2. Hence we can transform \( \pi' \) to an \( (S^*) \)-strongly normal derivation with the same end sequent, by induction hypothesis.
(4) The case where $\pi$ includes at least one equality which belongs to the boundary of $\pi$.

Assume that $\pi$ is of the form:

$$
\begin{align*}
\vdots & \quad \vdots \\
\Lambda \xrightarrow{S_i} \Pi, t = s & \quad \Lambda \xrightarrow{S_i} \Pi, F(t) & \quad F(s), \Lambda \xrightarrow{S_i} \Pi \\
\Lambda \xrightarrow{S} \Pi & \\
\vdots \\
\Gamma \rightarrow \Delta 
\end{align*}
$$

Let $h_0(S_1; \pi) = \rho$ and $h_0(S; \pi) = \sigma$ and let $\Lambda^* \rightarrow \Pi^*$ be the sequent obtained from $S$ by deleting the $(S^*)$-explicit formulas in $\pi$.

(4.1) The case where $t = s$ has no free individual variables.

(4.1.1) The case where $t = s$ is true under the standard interpretation.

We reduce $\pi$ to the following derivation $\pi'$:

$$
\begin{align*}
\vdots & \\
\Lambda \xrightarrow{S_2} \Pi, F(t) & \\
\Lambda \xrightarrow{S} \Pi \\
\vdots \\
\Gamma \rightarrow \Delta 
\end{align*}
$$

Let $d'$ be the mapping from the set of substitutions in $\pi'$ to the ordinals less than $\xi$ such that, for each substitution $J'$ in $\pi'$, $d'(J') = d(J)$, where $J$ is the corresponding one in $\pi$. Then $\langle \pi'; d'; \hat{S}' \rangle$ is a derivation with degree. Next we shall show that $O_0(S; \pi'; d'; \hat{S}^*) \ll_0 O_0(S; \pi; d; \hat{S}^*)$.

$$
O_0(S; \pi'; d'; \hat{S}^*) = \xi(\rho - \sigma, 0, O_0(S_2; \pi'; d'; \hat{S}^*) \# O_0(S_3; \pi'; d'; \hat{S}^*))
$$

$$
\ll_0 \xi(\rho - \sigma, 0, O_0(S_1; \pi; d; \hat{S}^*) \# O_0(S_2; \pi; d; \hat{S}^*) \# O_0(S_3; \pi; d; \hat{S}^*))
$$

$$
= O_0(S; \pi; d; \hat{S}^*). 
$$

Thus, $O_0(\pi'; d'; \hat{S}^*) \ll_0 O_0(\pi; d; \hat{S}^*)$ by proposition 2. Hence we can transform $\pi'$ to an $(S^*)$-strongly normal derivation with the same end sequent, by induction hypothesis.

(4.1.2) The case where $t = s$ is false under the standard interpretation.
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Then the sequent $t = s \rightarrow$ is a mathematical initial sequent. So, we reduce $\pi$ to the following derivation $\pi'$:

\[
\begin{array}{c}
\vdots \\
\Lambda \rightarrow \Pi, t = s & t = s \rightarrow \\
\Lambda \rightarrow t = s, \Pi \\
\vdots \\
\Gamma \rightarrow t = s, \Delta \\
\end{array}
\]

Let $d'$ be the mapping from the set of substitutions in $\pi'$ to the ordinals less than $\xi$ such that, for each substitution $J'$ in $\pi'$, $d'(J') = d(J)$, where $J$ is the corresponding one in $\pi$. Then $<\pi';d';\tilde{S}^*>$ is a derivation with degree. We can show that $O_0(S;\pi';d';\tilde{S}^*) \ll_0 O_0(S;\pi;d;\tilde{S}^*)$. Thus, $O_0(\pi';d';\tilde{S}^*) \ll_0 O_0(\pi;d;\tilde{S}^*)$ by proposition 2. Hence we can transform $\pi'$ to an $(\tilde{S}^*)$-strongly normal derivation with the same end sequent, by induction hypothesis.

(4.2) The case where $F(t)$ is identical with $F(s)$.

Similar to the case (4.1.1).

(4.3) The case where $I$ is inessential.

Then we construct the following derivations $\pi_1$, $\pi_2$ and $\pi_3$ from $\pi$.

\[
\begin{array}{c}
\vdots \\
\Lambda \rightarrow \Pi, t = s & \Lambda \rightarrow \Pi, F(t) & F(s), \Lambda \rightarrow \Pi \\
\Lambda \rightarrow t = s, \Pi & \Lambda \rightarrow F(t), \Pi & \Lambda \rightarrow F(s) \rightarrow \Pi \\
\vdots \\
\Gamma \rightarrow t = s, \Delta & \Gamma \rightarrow F'(t), \Delta & \Gamma \rightarrow F'(s) \rightarrow \Delta, \\
\end{array}
\]

where $F'(t)$ and $F'(s)$ are formulas obtained from $F(t)$ and $F(s)$ by some substitutions, respectively. Let $d_i$ be the mapping from the set of substitutions in $\pi_i$ to the ordinals less than $\xi$ such that, for each substitution $J'$ in $\pi_i$, $d_i(J') = d(J)$, where $J$ is the corresponding one in $\pi$. Then $<\pi_1;d_1;\Gamma^* \rightarrow t = s, \Delta^*>$, $<\pi_2;d_2;\Gamma^* \rightarrow F'(t), \Delta^*>$ and $<\pi_3;d_3;\Gamma^*, F'(s) \rightarrow \Delta^*>$ are derivations with degree. Because $t = s$, $F'(t)$ and $F'(s)$ are explicit in $\pi_1$, $\pi_2$ and $\pi_3$, respectively. We can prove the following facts:

\[
O_0(\pi_1;d_1;\Gamma^* \rightarrow t = s, \Delta^*) \ll_0 O_0(\pi; d; \tilde{S}^*). \\
O_0(\pi_2;d_2;\Gamma^* \rightarrow F'(t), \Delta^*) \ll_0 O_0(\pi; d; \tilde{S}^*). \\
O_0(\pi_3;d_3;\Gamma^*, F'(s) \rightarrow \Delta^*) \ll_0 O_0(\pi; d; \tilde{S}^*). 
\]
By induction hypothesis, we can transform \( \pi_1 \) to a derivation \( \pi'_1 \) whose end sequent is \( \Gamma \rightarrow t = s, \Delta \) and which is \( (\Gamma^* \rightarrow t = s, \Delta^*) \)-strongly normal, and \( \pi_2 \) to a derivation \( \pi'_2 \) whose end sequent is \( \Gamma \rightarrow F'(t), \Delta \) and which is \( (\Gamma^* \rightarrow F'(t), \Delta^*) \)-strongly normal, and \( \pi_3 \) to a derivation \( \pi'_3 \) whose end sequent is \( \Gamma, F'(s) \rightarrow \Delta \) and which is \( (\Gamma^*, F'(s) \rightarrow \Delta^*) \)-strongly normal. We define the derivation \( \pi' \) as follows:

\[
\begin{align*}
\pi'_1 & : \\
\pi'_2 & : \\
\pi'_3 & :
\end{align*}
\]

\[
\begin{align*}
\Gamma \rightarrow t = s, \Delta & \quad \Gamma \rightarrow F'(t), \Delta & \quad \Gamma, F'(s), \Gamma \rightarrow \Delta \\
\Gamma \rightarrow \Delta, t = s & \quad \Gamma \rightarrow \Delta, F'(t) & \quad F'(s), \Gamma \rightarrow \Delta \\
\Gamma \rightarrow \Delta & 
\end{align*}
\]

Then \( \pi' \) is \( (\Delta^*) \)-strongly normal, because the free individual variables in \( t \) or \( s \) occur in \( \Gamma \) or \( \Delta \).

(5) The case where \( n \) includes at least one induction which belongs to the boundary of \( \pi \).

Similar to the case (4) (cf. [9]).

(6) The case where \( n \) includes at least one explicit logical inference which belongs to the boundary of \( \pi \).

Let \( I \) be such an inference. Since the other cases are treated similarly, we shall consider the case where \( I \) is a \( \forall \):left.

Assume that \( \pi \) is of the form:

\[
\begin{align*}
\vdots \\
A(t), \Lambda \rightarrow \Delta & \\
\forall x A(x), \Lambda \rightarrow \Delta & \quad I \\
\vdots \\
\Gamma \rightarrow \Delta & 
\end{align*}
\]

(6.1) The case where \( I \) is \( (\Delta^*) \)-explicit.

We shall note that \( \Gamma \) includes the formula which is a descendant of \( \forall x A(x) \) and is of the form \( \forall x A'(x) \), where \( A'(x) \) is a formula obtained from \( A(x) \) by some term-replacements. We reduce \( \pi \) to the following derivation \( \pi' \):

\[
\begin{align*}
\vdots \\
A(t), \Lambda \rightarrow \Delta & \\
\forall x A(x), \Lambda, A(t) \rightarrow \Delta \\
\vdots \\
\Gamma, A'(t) \rightarrow \Delta & 
\end{align*}
\]

where \( A'(t) \) is the formula obtained from \( A'(x) \) by substituting \( t \) for \( x \). Note that \( A(t) \) and its descendants in \( \pi' \) contain no eigenvariables of substitutions in \( \pi' \),
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since $\forall x A(x)$ is $(\tilde{S}^*)$-explicit in $\pi$. Let $d'$ be the mapping from the set of substitutions in $\pi'$ to the ordinals less than $\xi$ such that, for each substitution $J'$ in $\pi'$, $d'(J') = d(J)$, where $J$ is the corresponding one in $\pi$. Then, $\langle \pi'; d'; \Gamma^* \rightarrow \Delta^* \rangle$ is a derivation with degree. We can show that $O_0(\pi'; d'; \Gamma^* \rightarrow \Delta^*) <_0 O_0(\pi; d; \tilde{S}^*)$. Thus, we can transform $\pi'$ to a derivation $\bar{\pi}$ whose end sequent is $\Gamma, A'(t) \rightarrow \Delta$ and which is $(\Gamma^* \rightarrow \Delta^*)$-strongly normal, by induction hypothesis. Then we shall define the derivation $\bar{\pi}$ as follows:

$$
\bar{\pi}:
\begin{align*}
& \Gamma, A'(t) \rightarrow \Delta \\
& A'(t), \Gamma \rightarrow \Delta \\
& \forall x A'(x), \Gamma \rightarrow \Delta \\
\end{align*}
\Gamma \rightarrow \Delta.
$$

Then $\bar{\pi}$ is $(\tilde{S}^*)$-strongly normal, because the free individual variables in $t$ occur in $\Gamma$ or $\Delta$ and $\rightarrow A'(t)$ is not derivable in $\text{AI}_\xi$ by our assumption.

(6.2) The case where $I$ is $(\tilde{S}^*)$-implicit.

At first, note that $\Gamma$ includes the formula which is a descendant of $\forall x A(x)$ and of the form $\forall x A'(x)$, where $A'(x)$ is a formula obtained from $A(x)$ by some substitutions and some term-replacements. We reduce $\pi$ to a derivation $\pi''$ similar to $\pi'$ in the case (6.1). Let $d'$ be the mapping from the set of substitutions in $\pi''$ to the ordinals less than $\xi$ such that, for each substitution $J'$ in $\pi''$, $d'(J') = d(J)$, where $J$ is the corresponding one in $\pi$. Then $\langle \pi''; d'; \Gamma^*, A'(t) \rightarrow \Delta^* \rangle$ is a derivation with degree. We can show that $O_0(\pi''; d'; \Gamma^*, A'(t) \rightarrow \Delta^*) <_0 O_0(\pi; d; \tilde{S}^*)$. So, we can transform $\pi''$ to a derivation $\bar{\pi}$ whose end sequent is $\Gamma, A'(t) \rightarrow \Delta$ and which is $(\Gamma^*, A'(t) \rightarrow \Delta^*)$-strongly normal, by induction hypothesis. From $\bar{\pi}$, we shall construct a derivation $\bar{\pi}'$ similar to $\bar{\pi}$ in the case (6.1). Then $\bar{\pi}'$ is $(\tilde{S}^*)$-strongly normal.

(7) The case where $\pi$ includes at least one explicit inference for $Q^B$ or $Q^C$, which belongs to the boundary of $\pi$.

Let $I$ be such an inference. Since the other cases are treated similarly, we shall consider the case where $I$ is a $Q^B$:left.

Assume that $\pi$ is of the form:

$$
\begin{align*}
& \Lambda \rightarrow \Pi, t < \xi \\
& B(V, Q_{\leq t}, t, s), \Lambda \rightarrow \Pi I \\
& Qts, \Lambda \rightarrow \Pi \\
& \vdots \\
& \Gamma \rightarrow \Delta
\end{align*}
$$
We shall note that $\Gamma$ includes the formula which is a descendant of $Q_{ts}$ and is of the form $Q_{ts'}$, where $Q_{ts'}$ are a formula obtained from $Q_{ts}$ by some term-replacements. We reduce $\pi$ to the following derivations $\pi_1$ and $\pi_2$:

$$
\pi_1
\vdots \\
\Lambda \rightarrow \Pi, t < \xi \\
\vdots \\
Q_{ts}, \Lambda \rightarrow t < \xi, \Pi \\
\vdots \\
\Gamma \rightarrow t' < \xi, \Delta
$$

$$
\pi_2
\vdots \\
\mathfrak{B}(V, Q_{<t}, t, s), \Lambda \rightarrow \Pi \\
\vdots \\
Q_{ts}, \Lambda, \mathfrak{B}(V, Q_{<t}, t, s) \rightarrow \Pi \\
\vdots \\
\Gamma, \mathfrak{B}(V', Q_{<t'}, t', s') \rightarrow \Delta
$$

where $\mathfrak{B}(V', Q_{<t'}, t', s')$ is a formula obtained from $\mathfrak{B}(V, Q_{<t}, t, s)$ by some substitutions and some term-replacements. Let $d_1$ be the mapping from the set of substitutions in $\pi_i$ to the ordinals less than $\xi$ such that, for each substitution $J'$ in $\pi_i$, $d_1(J') = d(J)$, where $J$ is the corresponding one in $\pi$. Note that, in $\pi_2$, $\mathfrak{B}(V, Q_{<t}, t, s)$ and its descendants are $(\Gamma^*, \mathfrak{B}(V', Q_{<t'}, t', s') \rightarrow \Delta^*)$-implicit and explicit. Thus $\langle \pi_1; d_1; \Gamma^* \rightarrow t' < \xi, \Delta^* \rangle$ and $\langle \pi_2; d_2; \Gamma^*, \mathfrak{B}(V', Q_{<t'}, t', s') \rightarrow \Delta^* \rangle$ are derivations with degree. We can prove the following facts:

$$
O_0(\pi_1; d_1; \Gamma^* \rightarrow t' < \xi, \Delta^*) \ll_0 O_0(\pi; d; \tilde{S}^*)
$$

$$
O_0(\pi_2; d_2; \Gamma^*, \mathfrak{B}(V', Q_{<t'}, t', s') \rightarrow \Delta^*) \ll_0 O_0(\pi; d; \tilde{S}^*).
$$

By induction hypothesis, we can transform $\pi_1$ to a derivation $\pi'_1$ whose end sequent is $\Gamma \rightarrow t' < \xi, \Delta$ and which is $(\Gamma^* \rightarrow t' < \xi, \Delta^*)$-strongly normal. And also we can transform $\pi_2$ to a derivation $\pi'_2$ whose end sequent is $\Gamma, \mathfrak{B}(V', Q_{<t'}, t', s') \rightarrow \Delta$ and which is $(\Gamma^*, \mathfrak{B}(V', Q_{<t'}, t', s') \rightarrow \Delta^*)$-strongly normal. Then we shall define the derivation $\pi'$ as follows:

$$
\pi'_1:
\Gamma \rightarrow t' < \xi, \Delta \\
\Gamma \rightarrow \Delta, t' < \xi \\
Q_{ts'}, \Gamma \rightarrow \Delta
$$

$$
\pi'_2:
\Gamma, \mathfrak{B}(V', Q_{<t'}, t', s') \rightarrow \Delta \\
\mathfrak{B}(V', Q_{<t'}, t', s'), \Gamma \rightarrow \Delta \\
Q_{ts'}, \Gamma \rightarrow \Delta
$$

Then $\pi'$ is $(\tilde{S}^*)$-strongly normal, because the free individual variables in $V'$, $t'$ or $s'$ occur in $\Gamma$ or $\Delta$. 
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(8) The case where all the inferences which belong to the boundary of $\pi$ are implicit inferences.

Then there is at least one suitable cut. Let $I$ be a suitable cut. We shall consider the cases where the cut formula of $I$ is of the form $Qts$ or $Q\_\rtimes ts$.

(8.1) The case where the cut formula of $I$ is of the form $Qts$.

Assume that $\pi$ is of the form:

\[
\begin{array}{c}
\Lambda_1 \rightarrow \Pi_1, t_1 \prec \xi \quad \Lambda_1 \rightarrow \Pi_1, \mathcal{B}(X, Q_{\prec t_1}, t_1, s_1) \\
\Lambda_2 \rightarrow \Pi_2, t_2 \prec \xi \quad \mathcal{B}(V, Q_{\prec t_2}, t_2, s_2, \Lambda_2) \rightarrow \Pi_2 \\
\vdots \\
\Lambda_3 \rightarrow \Pi_3, Qts \\
\Lambda_3, \Lambda_4 \rightarrow \Pi_3, \Pi_4 \\
\Lambda \rightarrow \Pi \\
\Gamma \rightarrow \Delta
\end{array}
\]

Let $j = d(\mathcal{B}(X, Q_{\prec t}, \theta))$ and let $S$ be the $j$-resolvent of $S_5$, i.e. the upper sequent of the uppermost substitution $I_0$ under $S_5$ whose degree is not greater than $j$, if such exists; otherwise, the end sequent of $\pi$. Assume that $h_0(S_2_1; \Pi) = \rho_{2_1}$ and $h_0(S_2; \Pi) = \rho_2$. And also assume that the sequent $\Lambda_2^* \rightarrow \Pi_2^*$, $t_2 \prec \xi$ is the sequent obtained from $S_2$ by deleting the $(S^*)$-explicit formulas in $\pi$.

(8.1.1) The case where $Qts$ is not closed.

We reduce $\pi$ to the following derivations $\pi_1$ and $\pi_2$:

\[
\begin{array}{cc}
\pi_1 & \pi_2 \\
\vdots & \vdots \\
\Lambda_3 \rightarrow \Pi_3, Qts & Qts, \Lambda_4 \rightarrow \Pi_4 \\
\Lambda_3, \Lambda_4 \rightarrow Qts, \Pi_3, \Pi_4 & \Lambda_3, \Lambda_4, Qts \rightarrow \Pi_3, \Pi_4 \\
\vdots & \vdots \\
\Gamma \rightarrow Qts, \Delta & \Gamma, Qts \rightarrow \Delta
\end{array}
\]
Let $d_i$ be the mapping from the set of substitutions in $\pi_i$ to the ordinals less than $\xi$ such that, for each substitution $J'$ in $\pi_i$, $d_i(J') = d(J)$, where $J$ is the corresponding one in $\pi$. Then $\langle \pi_1; d_1; \Gamma^* \rightarrow Qts, \Delta^* \rangle$ and $\langle \pi_2; d_2; \Gamma^*, Qts \rightarrow \Delta^* \rangle$ are derivations with degree. We shall prove $O_0(S_5; \pi_1; d_1; \Gamma^* \rightarrow Qts, \Delta^*) \ll_0 O_0(S_5; \pi; d; \tilde{S}^*)$.

\[
O_0(S_5; \pi_1; d_1; \Gamma^* \rightarrow Qts, \Delta^*) = O_0(S_5; \pi_1; d_1; \Gamma^* \rightarrow Qts, \Delta^*) \\
= O_0(S_3; \pi; d; \tilde{S}^*) \\
\ll_0 O_0(S_3; \pi; d; \tilde{S}^*) \# O_0(S_4; \pi; d; \tilde{S}^*) \\
= O_0(S_5; \pi; d; \tilde{S}^*)
\]

So, we can transform $\pi_1$ into a derivation $\pi'_1$ whose end sequent is $\Gamma \rightarrow Qts, \Delta$ and which is $(\Gamma^* \rightarrow Qts, \Delta^*)$-strongly normal by induction hypothesis. Similarly, we have $O_0(S_5; \pi_2; d_2; \Gamma^*, Qts \rightarrow \Delta^*) \ll_0 O_0(S_5; \pi; d; \tilde{S}^*)$. Hence, we can transform $\pi_2$ into a derivation $\pi'_2$ whose end sequent is $\Gamma, Qts \rightarrow \Delta$ and which is $(\Gamma^*, Qts \rightarrow \Delta^*)$-strongly normal. We shall define $\pi'$ as follows:

\[
\pi'_1: \quad \pi'_2: \\
\frac{\Gamma \rightarrow Qts, \Delta}{\Gamma \rightarrow \Delta, Qts} \quad \frac{\Gamma, Qts \rightarrow \Delta}{\overline{Qts}, \Gamma \rightarrow \Delta} \\
\frac{\Gamma, \Gamma \rightarrow \Delta, \Delta}{\Gamma \rightarrow \Delta}
\]

Then $\pi'$ is $(\tilde{S}^*)$-strongly normal, because the free individual variables in $t$ or $s$ occur in $\Gamma$ or $\Delta$.

(8.1.2) The case where $Qts$ is closed.

(8.1.2.1) The case where $t \prec \xi$ is true under the standard interpretation.

We reduce $\pi$ to the derivation $\pi'$:
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\[ \Lambda_1 \rightarrow \Pi_1, \mathfrak{B}(X, Q_{\prec t}, t_1, s_1) \]
\[ \Lambda_1 \rightarrow \mathfrak{B}(X, Q_{\prec t}, t_1, s_1), \Pi_1, Q_{t_1 s_1} \]
\[ \vdots \]
\[ \Lambda_3 \rightarrow \mathfrak{B}(X, Q_{\prec t}, t, s), \Pi_3, Q_{t s}, \Lambda_4 \rightarrow \Pi_4 \]
\[ \Lambda_3, \Lambda_4 \rightarrow \mathfrak{B}(X, Q_{\prec t}, t, s), \Pi_3, \Pi_4 \]
\[ \vdots \]
\[ \Lambda \rightarrow \mathfrak{B}(X, Q_{\prec t}, t, s), \Pi \]
\[ \Lambda \rightarrow \Pi, \mathfrak{B}(X, Q_{\prec t}, t, s) \]
\[ \vdots \]
\[ \Lambda \rightarrow \mathfrak{B}(V, Q_{\prec t}, t, s) \]
\[ \vdots \]
\[ \Lambda, \Lambda_2 \rightarrow \Pi, \Pi_2 \]
\[ \vdots \]
\[ \Lambda_3 \rightarrow \Pi_3, Q_{t s} \]
\[ \Lambda_3, \Lambda_4, \Lambda \rightarrow \Pi, \Pi_4 \]
\[ \vdots \]
\[ \Lambda, \Lambda \rightarrow \Pi, \Pi \]
\[ \Lambda \rightarrow \Pi_0 \]
\[ \vdots \]
\[ \Gamma \rightarrow \Delta \]

Let \( d' \) be the mapping from the set of substitutions in \( \pi' \) to the ordinals less than \( \xi \) such that, for each substitution \( J' \) in \( \pi' \) except \( J_0 \), \( d'(J') = d(J) \), where \( J \) is the corresponding one in \( \pi \) and \( d(J_0) = j \). We shall note the following facts:

1. \( d(\mathfrak{B}(X, Q_{\prec t}, t, s)) = j \prec j \oplus 1 = d(Q_{t s}) = d(Q_{t_1 s_2}) = d(Q_{t_2 s_2}). \)
2. For each formula \( A \) in \( \Lambda \) or \( \Pi \), \( d(A) \preceq j \) by the definition of \( I_0 \).

By the above facts, we can show that \( \langle \pi'; d'; \tilde{S}^* \rangle \) is a derivation with degree. Next we shall prove \( O_0(I_0; \pi'; d'; \tilde{S}^*) \ll O_0(I_0; \pi; d; \tilde{S}^*) \). Since

\[ O_0(S_{2i}; \pi; d; \tilde{S}^*) = \xi(p_{2i} - p, 0, O_0(S_{2i}; \pi; d; \tilde{S}^*)) \ll O_0(S_{2i}; \pi; d; \tilde{S}^*)(\xi, 0, 0) \]

and

\[ O_0(S_{2i}; \pi'; d'; \tilde{S}^*) = \xi(p_{2i} - p, 0, (j, 0, O_0(J_0; \pi'; d'; \tilde{S}^*))) \ll O_0(S_{2i}; \pi'; d'; \tilde{S}^*), \]
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\[ O_0(S_2; \pi'; d'; \tilde{S}^*) \ll_{j+1} O_0(S_2; \pi; d; \tilde{S}^*). \] Hence \( O_0(\lambda_0; \pi'; d'; \tilde{S}^*) \ll_{j+1} O_0(\lambda_0; \pi; d; \tilde{S}^*). \)

We shall note that \( O_0(\lambda_0; \pi'; d'; \tilde{S}^*) \) is the only \( j \)-section (cf. [11]) which occurs in \( O_0(\lambda_0; \pi'; d'; \tilde{S}^*) \) and does not occur in \( O_0(\lambda_0; \pi; d; \tilde{S}^*) \) and every \( k \)-section \((k < j) \) in \( O_0(\lambda_0; \pi'; d'; \tilde{S}^*) \) occurs in \( O_0(\lambda_0; \pi; d; \tilde{S}^*). \) So, in order to show that

\[ O_0(\lambda_0; \pi'; d'; \tilde{S}^*) \ll O_0(\lambda_0; \pi; d; \tilde{S}^*), \]

it suffices to show that \( O_0(\lambda_0; \pi'; d'; \tilde{S}^*) \ll_{j} O_0(\lambda_0; \pi; d; \tilde{S}^*). \) But it is clear, because \( O_0(\lambda_0; \pi'; d'; \tilde{S}^*) \ll O_0(\lambda_0; \pi; d; \tilde{S}^*). \) Hence we have \( O_0(\lambda_0; \pi'; d'; \tilde{S}^*) \ll O_0(\lambda_0; \pi; d; \tilde{S}^*). \) Thus, we have \( O_0(\pi'; d'; \tilde{S}^*) \ll O_0(\pi; d; \tilde{S}^*) \) by proposition 2. Hence we can transform \( \pi' \) to an \((\tilde{S}^*)\)-strongly normal derivation with the same end sequent, by induction hypothesis.

(8.1.2.2) The case where \( t < \xi \) is false under the standard interpretation.

We reduce \( \pi \) to the derivation \( \pi': \)

\[
\begin{array}{c}
\pi_2': \\
\Lambda_2 \xrightarrow{\gamma_2} \Pi_2, t_2 \prec \xi \quad t_2 \prec \xi \xrightarrow{\eta} \\
\Lambda_2 \xrightarrow{\eta} \Pi_2 \quad Q_{ts}, \Lambda_2 \xrightarrow{\alpha_2} \Pi_2 \\
\vdots
\end{array}
\]

Let \( \pi' \) be the mapping from the set of substitutions in \( \pi' \) to the ordinals less than \( \xi \) such that, for each substitution \( J' \) in \( \pi' \), \( d'(J') = d(J) \), where \( J \) is the corresponding one in \( \pi \). Then \( \langle \pi'; d'; \tilde{S}^* \rangle \) is a derivation with degree. The letter "\( d' \)" is also used to denote the restriction of \( d' \) to the set of substitutions in \( \pi_{2l} \). We shall show that \( O_0(S_2; \pi'; d'; \tilde{S}^*) \ll O_0(S_2; \pi; d; \tilde{S}^*) \). Then, note that \( h_0(S_{2l}; \pi') = p_2 \).

\[
O_0(S_{2l}; \pi'; d'; \tilde{S}^*) = O_{p_2}(S_{2l}; \pi_{2l}; d'; \Lambda_2^* \rightarrow \Pi_2, t_2 \prec \xi)
\]

\[
\leq_0 \xi(p_{2l} - p_2, 0, O_{p_2}(S_{2l}; \pi_{2l}; d'; \Lambda_2^* \rightarrow \Pi_2, t_2 \prec \xi))
\]

\[
= \xi(p_{2l} - p_2, 0, O_0(S_{2l}; \pi; d; \tilde{S}^*))).
\]

Thus,

\[
O_0(S_2; \pi'; d'; \tilde{S}^*) = O_0(S_{2l}; \pi'; d'; \tilde{S}^*) #0
\]

\[
\leq_0 \xi(p_{2l} - p_2, 0, O_0(S_{2l}; \pi; d; \tilde{S}^*)) #0
\]

\[
<_0 \xi(p_{2l} - p_2, 0, O_0(S_{2l}; \pi; d; \tilde{S}^*)) # O_0(S_{2l}; \pi; d; \tilde{S}^*) # (\xi, 0, 0))
\]

\[
= O_0(S_2; \pi; d; \tilde{S}^*).\]
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So, \( O_0(\pi'; d'; \tilde{S}^*) \prec_0 O_0(\pi; d; \tilde{S}^*) \) by proposition 2. Hence we can transform \( \pi' \) to an \((S^*)\)-strongly normal derivation with the same end sequent, by induction hypothesis.

(8.2) The case where the cut formulas of \( I \) are of the form \( Q_{\sim u}ts \).

Assume that \( \pi \) is of the form:

\[
\begin{array}{c}
\vdots \\
\Lambda_1 \overset{S_t}{\rightarrow} \Pi_1, t_1 < u_1 & \Lambda_1 \overset{S_t}{\rightarrow} \Pi_1, Qt_1s_1 \\
\Lambda_1 \overset{S_t}{\rightarrow} \Pi_1, Q_{\sim u_1}t_1s_1 & Q_{\sim u_2}t_2s_2, \Lambda_2 \overset{S_2}{\rightarrow} \Pi_2 \\
\vdots \\
\Lambda_3 \overset{S_3}{\rightarrow} \Pi_3, Q_{\sim u}ts & Q_{\sim u}ts, \Lambda_4 \overset{S_4}{\rightarrow} \Pi_4 \\
\Lambda_3, \Lambda_4 \overset{S_5}{\rightarrow} \Pi_3, \Pi_4 \\
\vdots \\
\Lambda \overset{S}{\rightarrow} I_0 \\
\vdots \\
\Gamma \rightarrow \Delta
\end{array}
\]

where \( S \) denotes the uppermost sequent below \( I \) whose height based on 0 is less than that of the upper sequents of \( I \). Assume that \( h_0(S_3; \pi) = \rho \) and \( h_0(S; \pi) = \sigma \). Then note that \( \sigma < \rho \) by our choice of \( I_0 \).

(8.2.1) The case where \( Q_{\sim u}ts \) is not closed.

We reduce \( \pi \) to the derivation \( \pi' \):

\[
\begin{array}{c}
\vdots \\
\Lambda_1 \overset{S_t}{\rightarrow} \Pi_1, Qt_1s_1 \\
\Lambda_1 \overset{S_t}{\rightarrow} Qt_1s_1, \Pi_1, Q_{\sim u_1}t_1s_1 \\
\vdots \\
\Lambda_3 \rightarrow Qts, \Pi_3, Q_{\sim u}ts & Q_{\sim u}ts, \Lambda_4 \rightarrow \Pi_4 \\
\Lambda_3, \Lambda_4 \overset{S'_t}{\rightarrow} Qts, \Pi_3, \Pi_4 \\
\Lambda \overset{S}{\rightarrow} I' \\
\vdots \\
\Lambda, \Lambda \rightarrow \Pi, Qts \\
\Lambda \overset{S}{\rightarrow} I'' \\
\Lambda, \Lambda \rightarrow \Pi, \Pi \\
\Lambda \overset{S}{\rightarrow} \Pi \\
\vdots
\end{array}
\]
Let $d'$ be the mapping from the set of substitutions in $\pi'$ to the ordinals less than $\xi$ such that, for each substitution $J'$ in $\pi'$, $d'(J') = d(J)$, where $J$ is the corresponding one in $\pi$. We shall note the following facts:

1. $d(\text{Qts}) \leq \xi = d(\text{Quts})$.
2. There exist no substitutions between $S'_5$ and $S'$.
3. There exist no substitutions between $S''_5$ and $S''$.

By the above facts, it is clear that $\langle \pi'; d'; S^* \rangle$ is a derivation with degree. We shall prove $O_0(S; \pi'; d'; S^*) \ll_0 O_0(S; \pi; d; S^*)$. Since we have $O_0(S_1; \pi'; d'; S^*) \ll_0 O_0(S_1; \pi; d; S^*)$, we have $O_0(I'; \pi'; d'; S^*) \ll_0 O_0(I; \pi; d; S^*)$. Similarly, we have $O_0(I''; \pi'; d'; S^*) \ll_0 O_0(I; \pi; d; S^*)$. Note that $h_0(S'; \pi') = h_0(S''; \pi') = \sigma$. Thus,

$$O_0(S; \pi'; d'; S^*) = \xi(\rho - \sigma, 0, O_0(I'; \pi'; d'; S^*)) \ll_0 \xi(\rho - \sigma, 0, O_0(I'; \pi'; d'; S^*)) \text{ (because } \sigma < \rho)$$

$$= O_0(S; \pi; d; S^*).$$

So, $O_0(\pi'; d'; S^*) \ll_0 O_0(\pi; d; S^*)$ by proposition 2. Hence we can transform $\pi'$ to an $(S^*)$-strongly normal derivation with the same end sequent, by induction hypothesis.

(8.2.2) The case where $Q_{\text{Quts}}$ is closed.

(8.2.2.1) The case where $t \prec u$ is true under the standard interpretation.

Similar to the case (8.2.1).

(8.2.2.2) The case where $t \prec u$ is false under the standard interpretation.

We reduce $\pi$ to the derivation $\pi'$:

$$\vdots$$

$$\Lambda_1 \rightarrow \Pi_1, t_1 \prec u_1$$

$$\Lambda_1 \rightarrow t_1 \prec u_1, \Pi_1, Q_{\text{uts}}t_1s_1$$

$$\vdots$$

$$\Lambda_3 \rightarrow t \prec u, \Pi_3, Q_{\text{uts}} Q_{\text{uts}}, \Lambda_4 \rightarrow \Pi_4$$

$$\Lambda_3, \Lambda_4 \rightarrow t \prec u, \Pi_3, \Pi_4$$

$$\vdots$$

$$\Lambda \rightarrow \Pi, t_1 \prec u$$

$$t \prec u \rightarrow \Lambda \rightarrow \Pi, t \prec u$$

$$\vdots$$

$$\Lambda \rightarrow \Pi \vdash \Pi \vdash \vdots$$
Let \( d' \) be the mapping from the set of substitutions in \( \pi' \) to the ordinals less than \( \xi \) such that, for each substitution \( J' \) in \( \pi' \), \( d'(J') = d(J) \), where \( J \) is the corresponding one in \( \pi \). Note that \( d(t < u) = 0 \). Then it is clear that \( \langle \pi'; d'; \tilde{S}^* \rangle \) is a derivation with degree. Next, we shall prove \( O_0(S; \pi'; d'; \tilde{S}^*) \ll O_0(S; \pi; d; \tilde{S}^*) \). Since we have \( O_0(S_1; \pi'; d'; \tilde{S}^*) \ll O_0(S_1; \pi; d; \tilde{S}^*) \), we have \( O_0(I'; \pi'; d'; \tilde{S}^*) \ll O_0(I; \pi; d; \tilde{S}^*) \). Thus, \( O_0(S; \pi'; d'; \tilde{S}^*) = \xi(\rho - \sigma, 0, O_0(I'; \pi'; d'; \tilde{S}^*)) \# 0 \ll \xi(\rho - \sigma, 0, O_0(I; \pi; d; \tilde{S}^*)) \) (because \( \sigma < \rho \))

\[ = O_0(S; \pi; d; \tilde{S}^*). \]

Thus, \( O_0(\pi'; d'; \tilde{S}^*) \ll O_0(\pi; d; \tilde{S}^*) \) by proposition 2. Hence we can transform \( \pi' \) to an \((S^*)\)-strongly normal derivation with the same end sequent, by induction hypothesis.

This completes a proof of Lemma.
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