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Photoluminescence (PL) kinetics of the InP self-assembled quantum dots is studied under quasiresonant optical excitation in the temperature range 10–100 K. It is found that the PL rise time abruptly drops with increasing temperature. The model calculations based on the rate equations have shown that this drop cannot result from thermostimulated phonon relaxation of the hot carriers. We developed a model assuming that the main reason for variations in the PL kinetics is related to thermal ejection (“evaporation”) of holes from the quantum dots, with a fraction of the dots acquiring negative charge. The model allowed us to describe quantitatively the PL rise as well as the PL decay over the whole temperature range under study. We identified also a number of effects caused by electron evaporation from the quantum dots at temperatures above 60 K. Comparison of the results of the model calculations with the experimental data has allowed us to determine rate parameters of the ejection processes.
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I. INTRODUCTION

Semiconductor quantum dots (QDs) have been studied intensely during the recent two decades in connection with their fairly unusual physical properties and their potential use in various optoelectronics devices.1–3 A point of great current interest is the possibility of QD application in the so-called spintronics devices making use of the spin orientation effect (spin memory, spin transistors, etc.).4,5 The extent to which the QD-based devices come up to expectations depends strongly on the cooling rate of the “hot” carriers created by electric current or by optical excitation, i.e., on the electron-phonon relaxation rate.

The hot carrier dynamics in QD structures is made fairly complex by the large scatter of QD parameters in the same sample. The discrete energy spectrum of carriers in a QD imposes stringent constraints upon the possible channels of their relaxation. In QDs in which the energy gap between levels coincides with the energy of one or several longitudinal optical (LO) phonons, carriers relax in times on the order of a few picoseconds.6,7 In other QDs carriers have to relax with emission of acoustic phonons. Experimental investigations7 and theoretical estimates8–10 show this process to be at least two orders of magnitude slower. The relaxation times of hot carriers are customarily determined by measuring the rise time of the photoluminescence (PL) of electron-hole pairs under pulsed nonresonant optical excitation. At low temperatures (a few Kelvin), where phonon-mediated relaxation is the only possible process, this approach was found to be justified and yielded good results.11–21 This stimulated, in its turn, attempts at applying the measured PL rise times to a study of the temperature behavior of the relaxation rate.11,14,19–21 High-temperature data are potentially of most interest from the standpoint of applications, because the majority of devices are intended for operation at about room temperature. At the same time, the rich variety of processes is activated in QDs with increasing temperature and interpretation of high-temperature experiments turn out sometimes to be an ambiguous problem. For instance, the shortening of the PL rise time observed experimentally to occur in InAs QDs with increasing temperature was interpreted in Ref. 11 as due to hot carrier relaxation by stimulated phonon emission. In order to reach agreement with experiment, however, the authors had to assume the phonons involved in the relaxation to have energies of about 3 meV. At the same time, the energy difference between the absorbed and emitted quanta in their experiment was in excess of 70 meV. This discrepancy places the validity of this assumption in some doubt.

We are reporting here on a comprehensive investigation into the temperature-induced variations in the PL kinetics of InP QDs. An analysis of experimental data suggests a conclusion that an increase in temperature activates several dynamic processes, which complicates greatly the general pat-
tern of the phenomena involved. It was established that the decrease of the PL pulse rise time with increasing temperature originates not from an increase in the relaxation rate but rather from formation of charged QDs, whose PL evolves with substantially different kinetics. We are proposing a model offering a noncontradictory interpretation of the temperature-induced shortening of the PL rise time. The crucial point of the model is the assumption that a photogenerated hole is thermally ejected (evaporated) out of the QD into the barrier. This process accounts for the appearance of charged QDs whose PL has an abrupt pulse leading edge. A model calculation of this process permitted a quantitative description of all experimentally observed temperature-induced variations in the PL kinetics, or more specifically, the shortening of the PL rise, the decrease of the PL decay time, and the appearance of a long-lived PL component.

II. EXPERIMENT

The sample under study is a heterostructure grown on a (100) GaAs substrate by the molecular beam epitaxy (MBE). An InP layer of the nominal thickness of 4 monolayers was grown between 100-nm-thick In_{0.53}Ga_{0.47}P barrier layers. The average diameter of the QDs, as measured with an atomic force microscope on a reference sample grown in identical conditions but without the top barrier layer, was 40 nm, and their height was 5 nm. Previous measurements performed on this sample showed the QDs to contain excess charges (electrons). To remove this charge, a small negative bias was applied to the sample surface. For this purpose, a transparent indium-tin oxide electrode was deposited on the sample surface, and an Ohmic contact was attached to the substrate. It was established that at a voltage $U_{bias} < -0.8$ V, InP QDs become neutral. All our PL kinetics measurements were carried out at this voltage.

The PL kinetics was studied with a setup including a Ti:sapphire laser producing 2-ps long pulses at a repetition frequency of 82 MHz. The average pump power density on the sample did not exceed 50 W/cm$^2$. This precluded excitation of more than one electron-hole pair in a QD during one laser pulse and, thus, excluded from consideration the processes not related to phonon-mediated relaxation of hot carriers (the so-called Auger processes). PL kinetics measurements at preset spectral points were done by means of a double monochromator with dispersion subtraction (focal length 0.25 m) and a Hamamatsu synchroscan streak camera.

The time resolution of the setup was 6 ps when using the fastest streak camera sweep (0–160 ps) and about 15 ps for the slow sweep rate (0–2000 ps).

III. PL KINETICS

The QD PL band obtained under nonresonant excitation involving carrier generation in the InGaP barrier layers has a maximum in the 1.7-eV region and a halfwidth of about 50 meV. This halfwidth is primarily caused by statistical scatter of the QD size and shape. The carrier relaxation rate in an InP QD exceeds the recombination rate, and, therefore, the PL derives primarily from the lowest state of the electron-hole pair.

Nonresonant excitation brings about statistical filling of the QDs by carriers via a complex sequence of carrier capture by QDs and cascade carrier relaxation through intermediate levels, processes which make the pattern of the phenomenon difficult to unravel. Therefore, we chose quasi-resonant excitation by radiation with a wavelength slightly above the PL band maximum. This excitation generates electron-hole pairs directly in the quantum dots. As a result, the PL kinetics is determined only by relaxation of the hot carriers to the radiative level, followed by their recombination. Note that the relaxation occurs in one or several steps, depending on the actual energy separation between the excited and radiative states of the electron-hole pair.

Figure 1(a) plots the dependence of PL intensity of the InP QDs on the Stokes shift, $\Delta E_{\text{Stokes}}$, relative to the pump wavelength. The arrows identify the spectral points at which the PL kinetics was measured. The choice of these spectral points was motivated by the specific features of the phonon spectrum (DOS) of InP, which is displayed in Fig. 1(b).

The Stokes shift $\Delta E_{\text{Stokes}} = 11$ meV (TA spectral point) corresponds to emission in the course of relaxation of one transverse acoustic (TA) phonon. It was shown that such high-frequency phonons interact efficiently enough with electron-hole pairs. When an electron-hole pair is created 35 meV above the radiative state (spectral point 2AC), it can relax with emission of not less than two acoustic phonons, because this energy corresponds to the energy gap between acoustic and optical phonons in the InP crystal. It appears only natural that in this case the relaxation should be slower. As shown below, a comparison of kinetics measurements made at these two spectral points yields valuable information.
FIG. 2. PL kinetics measured at spectral point TA at different temperatures identified at each curve (noisy curves). For convenience, the curves are translated along the vertical axis. Smooth curves are fits of Eq. (2) to PL kinetics. Note the practically perfect coincidence between the fitting and experimental curves. Dashed curve shows the contribution of the short-lived PL component at $T=50$ K.

don the nature of the temperature-induced variations in the PL kinetics of InP QDs.

Figure 2 illustrates characteristic trends in the variation of PL kinetics with increasing temperature. The PL pulse is seen to have a comparatively short leading edge and a longer trailing edge. As the temperature increases, the leading edge shortens, and a slow component appears in the PL decay. In addition, at temperatures above 60 K a decrease in integrated PL intensity becomes noticeable.

The variation in the shape of the pulse leading edge with increasing temperature is shown in Fig. 3 in expanded scale. It is this variation that was studied by us in the first place. For a preliminary analysis of the temperature-induced kinetics variation we used a simple three-level model. A conventional diagram of the corresponding levels and relevant transitions is displayed in the inset to Fig. 3. We considered the electron-hole pair as a common quantum-mechanical system, whose relaxation rate can be characterized by one parameter. By solving standard balance equations for the population of the ground, “0,” and excited, “1,” states of the electron-hole pair after its excitation by a short pulse, one obtains the evolution of PL intensity with time,

$$I_{PL}(t) = I_0 (e^{-\gamma_{rel} t} - e^{-\gamma_{PL} t}),$$

where $\gamma = \gamma_{PL} + \gamma_{rel}$. The quantity $\gamma_{PL}$ is a characteristic of the radiative transition rate from levels 0 and 1. (The indirect data quoted in Refs. 19 and 27 show that in a QD these rates are practically equal.) The quantity $\gamma_{rel}$ defines the relaxation rate from level 1 to level 0.

At low temperatures, the experimental data could be well fitted by curves drawn using Eq. (1). The fitting parameters were $\gamma_{rel}$, $\gamma_{PL}$, and the amplitude factor $I_0$. This approach yielded the PL rise and decay times with a good accuracy. Above 40 K, the PL decay becomes nonexponential, with a slow component appearing. To find the duration of this component, we modified Eq. (1) by introducing an additional exponential,

$$I_{PL}(t) = I_0 [(1-p)e^{-\gamma_{rel}t} + pe^{-\gamma t} - e^{-\gamma t}],$$

where factor $p$ characterizes the contribution of the slow component to the PL kinetics, and $\gamma$ describes its decay rate. As seen from Fig. 2, Eq. (2) approximates quite well the PL kinetics throughout the temperature range covered.

It should be pointed out that, in order to improve the reliability of separation of the fast and slow components, we performed long term accumulation of the PL signal, which permitted us to follow its evolution with time over a large dynamic range. Besides, we made a comprehensive analysis of the totality of experimental data under the assumption of the decay rate of the slow PL component being independent of excitation conditions. (This assumption is validated in Sec. VI.) The separation of the components was favored also by the fact that the rates of their decay differ by a few times throughout the temperature range studied.

Because our main goal consisted in studying the relaxation of electron-hole pairs from the upper excited states, we were interested primarily in the PL rise kinetics. The temperature behavior of the PL rise time, $\tau_r = 1/\gamma_r$, is displayed for the spectral points TA and $2AC$ in Figs. 4(a) and 4(b). An increase of the temperature to 100 K is seen to be accompanied by a considerable decrease in the PL rise time at both spectral points. We are going to analyze in the next section
FIG. 4. (a) Temperature behavior of the PL pulse rise time measured at spectral point TA (symbols). The dashed line shows a fit with Eq. (3) made with the model of Ref. 11 (see Sec. IV). Fitting parameters: $E_{ph}=3.2$ meV, $\tau_{rel}(0)=35$ ps. The dotted line is a fit with Eq. (5) based on the phenomenological model (see Sec. IV). Fitting parameters: $A=(50 \text{ K})^{-1}$, $\tau_{rel}(0)=34$ ps. The solid line is a theoretical curve based on the hole evaporation model (see Sec. V). The model parameters are given in Table I. (b) Same for spectral point 2AC. Fitting parameters for model of Ref. 11, $E_{ph}=1.9$ meV, $\tau_{rel}(0)=68$ ps; for the phenomenological model, $A=(41 \text{ K})^{-1}$, $\tau_{rel}(0)=58$ ps. (c) Temperature dependence of the fast PL component decay time measured at spectral points TA (circles) and 2AC (triangles). Solid line plots theoretical dependence constructed for the hole evaporation model. The initial part of the graph is approximated by Eq. (15) with parameters $E_{b0}=4$ meV and $\gamma_{PL}=(400 \text{ ps})^{-1}$.

this decrease quantitatively in terms of phenomenological models which assume the shape of the leading edge of the PL pulse to be governed by relaxation from excited states of the electron-hole pair.

IV. PHENOMENOLOGICAL MODELS OF THERMALLY STIMULATED RELAXATION

An increase in temperature, i.e., an increase in the energy of thermal vibrations, should, in principle, be accompanied by accelerated relaxation of excited states of the electron-hole pair through stimulated phonon emission. Such a process was invoked in Ref. 11 to account for the approximately threefold decrease of the PL rise time in InGaAs QDs with the temperature increasing from 5 to 60 K. In the case of stimulated emission, the temperature dependence of the relaxation time can be written as

$$\tau_{rel}(T) = \tau_{rel}(0)/(n_b + 1), \quad (3)$$

where

$$n_b = (e^{E_{ph}/kT} - 1)^{-1} \quad (4)$$

is the temperature-dependent population of phonon states with an energy equal to separation between the excited and the lowest sublevels, i.e., with an energy $E_{ph}=E_{12}$, and $k$ is the Boltzmann constant.

The authors of Ref. 11 established that, in the case of InGaAs QDs, Eqs. (3) and (4) describe well the experimental dependence $\tau_{rel}(T)$ for $E_{ph}=3$ meV; however the value of $E_{ph}$ obtained is less by more than a factor of 20 than the Stokes shift, i.e., the energy difference between the absorbed and emitted optical quanta (70 meV or more). In order to account for such a large discrepancy, the authors had to assume that relaxation involves emission of several longitudinal optic (LO) phonons and one longitudinal acoustic (LA) phonon with an energy of 3 meV. The specific LA phonon energy was derived from theoretical calculations which showed that it is such phonons that should interact efficiently with carriers in a QD, because their wavelength is approximately equal to the QD base diameter.

The difference between the energies of the absorbed and emitted quanta in our experiments was always smaller than the LO phonon energy; in other words, LO phonons could not be involved in carrier relaxation. Note that fitting Eqs. (3) and (4) to the experimental temperature dependence of the rise time, with the phonon energy $E_{ph}$ used as a fitting parameter, did not yield positive results. First, as evident from Figs. 4(a) and 4(b), calculated curves disagree with the experiment. Second, the values of the fitting parameter $E_{ph}$ turn out to be substantially smaller than the Stokes shift, which leaves the question of the process accounting for such a fast loss of the remaining electron-hole pair energy unanswered.

In an attempt to modify Eqs. (3) and (4) in such a way as to reach agreement with the experiment we found that the best result is obtained by fitting the experimental data with a function of the kind

$$\tau_{rel}(T) = \tau_{rel}(0)/AT^3 + 1. \quad (5)$$

As seen from Figs. 4(a) and 4(b), the experimental curves are described well by this relation.

A relation of the type of Eq. (5) could ensue if the carrier relaxation were accelerated not by phonons of a specific energy but rather in equal measure by all thermal phonons. Recalling that the major contribution to thermal energy in the temperature interval under study is due to low-frequency acoustic phonons, the phonon spectral density $g(\omega)$ can be approximated by the simple Debye model, by which

$$g(\omega) = \frac{3V\omega^2}{2\pi^2v_0^3}, \quad (6)$$

where $V$ is the cell volume, $\omega$ is the cyclic frequency of acoustic vibrations, and $v_0$ is the sound velocity in the material.
The number of thermal phonons at temperature \( T \) is given by the expression

\[
N = \frac{3V}{2\pi^2 k^3} \left( \frac{kT}{\hbar} \right)^3 \int_0^{T_D/T} \frac{x^2}{e^x - 1} \, dx.
\]

At temperatures low compared to the Debye temperature \( T_D \), the upper limit in Eq. (7) can be replaced by infinity. In this case, Eq. (7) yields

\[
N = AT^3,
\]

where coefficient \( A \) is independent of time and temperature. Substituting Eq. (8) into Eq. (3), we come to the above Eq. (5). Despite a good agreement with the experiment, the mathematical model used does not offer insight into the process of interest, because the assumption of the possibility for a transition at a specific frequency to be stimulated by phonons of the whole thermal spectrum is physically unsubstantiated.

The model of Ref. 11 was used also in Ref. 19 for interpretation of experiments. To reach agreement, the authors had to modify Eq. (3) by replacing the unity in the denominator by a small term \( B = 0.0039 \). No physical validation of this replacement is proposed.19 Interestingly, if one eliminates the unity in Eq. (3) altogether, it transfers to the standard expression (the Arrhenius relation) describing the probability for a particle to thermally overcome the barrier.

**V. HOLE “EVAPORATION” MODEL**

The good fit of our experiments with a model taking account of all thermal phonons, as well as the reasonable approximation of the data in Ref. 19 with a relation close to the Arrhenius law, suggest that the shortening of the QD PL leading edge is due not to stimulated emission but rather to absorption of phonons. In other words, an increase in temperature activates the process mediated by a certain potential barrier. This activated process is most probably ejection of a barrier. This activated process is most probably ejection of a certain potential, which makes the QD charged. During the interval between laser pulses (about 12 ns), this electron drops to the lowest electron level to become “cold”. Estimates using the data of Ref. 20 show that the probability for an electron to leave the QD by evaporation or tunneling is much smaller than that for a hole. Therefore, if the hole does not return to the QD, the electron may reside in it until an electron-hole pair is generated there by one of the subsequent laser pulses.

Creation of an electron-hole pair in a charged QD gives rise to the formation of a trion, a triply charged particle. The photogenerated hole in the trion can recombine with the cold electron to produce long-wavelength PL immediately after the laser pulse. This will become manifest in an experiment as a steplike build-up (spike) of the PL in the Stokes region of the spectrum. Such PL spikes are well known for charged QDs.20,21,30

Figure 5 displays schematically the sequence of processes bringing about QD charging and excitation of the trion PL.

In a general case, PL of both the neutral and charged QDs are detected. The leading edge of such a pulse has a complex shape, with the PL rise time determined by the relative magnitude of the contributions due to the exciton and trion PL. An increase in temperature will intensify the formation of charged QDs and, hence, reduce the PL rise time.

For pump densities reached usually in experiments, the number of charged QDs produced by one laser pulse is small. Nevertheless, if the electron lifetime in a QD exceeds substantially the laser pulse repetition period, the number of charged QDs will build up to become eventually comparable to that of neutrals. The fractional numbers of charged and neutral QDs, \( n_e \) and \( 1 - n_e \), respectively, are determined by competition between several processes, such as evaporation of the hole and its recombination with the electron, excitation of electron-hole pairs, and escape of the electron from the QD, etc. A comprehensive analysis of these processes given in the Appendix yields the following expression:

\[
\frac{n_e}{1 - n_e} = a \frac{\gamma_h(T)}{\gamma_{PL}},
\]

where coefficient \( a \) describes the buildup of charged QDs. The buildup is determined by the repetition frequency of laser pulses, their power, and the electron lifetime in a QD.

To describe the PL kinetics, consider the balance equations for the excitons and the trions. In the case of the excitons, the balance equations for the populations of the excited and ground states, \( n_e^e \) and \( n_e^s \), contain standard terms describing the photon absorption, relaxation between excited states, and radiative recombination, and also terms responsible for the hole evaporation.
\[
\frac{dn_{1e}^{te}}{dt} = (1 - n_e)P_0 \delta(t) - [\gamma_{h1}(T) + \gamma_{rel} + \gamma_{PL}]n_{1e}^{te},
\]

(11)

\[
\frac{dn_{0}^{te}}{dt} = \gamma_{rel}n_{1e}^{te} - [\gamma_{0}(T) + \gamma_{PL}]n_{0}^{te}.
\]

Here \(P_0\) is the probability of photon absorption by a QD. The function \(\delta(t)\) takes into account the short duration of the pump pulse compared to the characteristic relaxation times of the processes occurring in a QD. The first line of Eq. (11) also takes account of the fact that excitons can be created only in neutral dots, which make up a \((1 - n_e)\) fraction of all dots. The quantities \(\gamma_{0}(T)\) and \(\gamma_{h1}(T)\) refer to the hole evaporation rates from the excited and ground states of the exciton. As will be shown by an analysis below (Sec. VIII), these rates differ noticeably in the case of the generation of a hot-enough electron-hole pair.

The balance equation for the trions can be written in a similar way,

\[
\frac{dn_{1}^{tr}}{dt} = n_eP_0 \delta(t) - [\gamma_{h1}(T) + \gamma_{rel} + 2\gamma_{PL}]n_{1}^{tr},
\]

(12)

\[
\frac{dn_{0}^{tr}}{dt} = \gamma_{rel}n_{1}^{tr} - [\gamma_{0}(T) + 2\gamma_{PL}]n_{0}^{tr}.
\]

Here \(n_{1}^{tr}\) is the population of the trion excited state representing a “cold” electron and a photogenerated electron-hole pair in an excited state, and \(n_{0}^{tr}\) is the population of the trion ground state, in which both electrons and the hole occupy the lowest levels. In contrast to Eq. (11), in Eq. (12) we neglected the difference between the hole evaporation rates from the ground and excited states. The point is that Coulomb interaction with the second electron increases substantially [by 10–20 meV (Ref. 31)] the well depth for the holes, which makes the energy difference between the hole ground and excited states not very essential. Factor 2 of \(\gamma_{PL}\) in Eq. (12) takes into account the possibility of hole recombination with either of the electrons in the trion. 32

The coupled Equations (11) and (12) yield time dependencies of the exciton and trion state populations, which are needed for calculation of the PL kinetics. The total PL intensity of a sample originating from electron-hole pair recombination both in excitons and in trions is given in a general case by the relation,

\[I_{PL}(t) = \gamma_{PL}n_{0}^{te} + 2\gamma_{PL}(n_{0}^{tr} + n_{1}^{tr}).\]

(13)

On solving Eqs. (11) and (12), the PL intensity can be recast in the form

\[I_{PL}(t) = \gamma_{PL}P_0(1 - n_e)(e^{-\gamma_{0}t} - e^{-\gamma_{h1}t - \gamma_{rel}t})
\]

\[+ n_e(2e^{-\gamma_{0}t} - e^{-\gamma_{h1}t - \gamma_{rel}t}),\]

(14)

It is Eq. (14) that was used in our simulation of the experimentally measured PL kinetics. The charged QD fraction \(n_e\) was derived from Eq. (10), and \(\gamma_{h1}(T)(i=0,1)\) from Eq. (9).

The first term in each of the brackets describes the decay, and the second, the rise of the PL pulse. The temperature dependence of the PL rise rate is determined by the growth in the hole ejection rate \(\gamma_{h1}(T)\). This quantity enters the exponent of each of the rising exponentials, as well as determines the temperature behavior of the \(n_e\) and \(1 - n_e\) population ratio. [See Eq. (10)]. As evident from Eq. (14), the PL kinetics should exhibit a spike at the initial instant of time, \(I_{PL}(0) = \gamma_{PL}P_0n_e\), in which the amplitude is proportional to \(n_e\) and, thus, depends on \(\gamma_{h1}(T)\). Both these factors give rise to the increase of the PL rise rate with temperature.

The PL decay rate should likewise grow with increasing temperature. The increase in the decay rate is due primarily to the evaporation of holes from neutral dots, which is described by the \(\gamma_{0}(T)\) function in the first exponential in the first bracket. At high temperatures, holes start to evaporate from charged dots, too, thus increasing still more the decay rate.

The temperature behavior of the fast PL component decay time, \(\tau_{PL} = \gamma_{PL}^{-1}\), is shown graphically in Fig. 4(c). We readily see that the increase in the rate and, accordingly, the shortening of the PL decay time with increasing temperature are indeed observed experimentally. Note that the decay times observed under excitation at different spectral points coincide practically completely throughout the temperature range covered. This phenomenon allows a simple physical explanation if we take into account that the experimentally measured PL derives from recombination of cold electrons and holes which “forgot” the history of their creation.

Equations (9), (10), and (14) contain several unknown parameters characterizing the rates of carrier relaxation \(\gamma_{rel}\) and recombination \(\gamma_{PL}\), the hole evaporation rate from various states \((E_{hi}\) and \(E_{0}\)), and the charged QD buildup coefficient \(a\). An analysis of two different temperature-dependent effects (PL rise and decay), as well as of the behavior of the long-lived PL component (see the next section), permits one, however, to determine all of them by invoking some additional assumptions.

One can make a priori estimates of the magnitude of some of the parameters. First of all, we assume that carrier relaxation rates do not depend on temperature within the temperature range studied, and therefore, the values of \(\gamma_{rel}\) can be extracted from low temperature measurements. In this way we came to \(\gamma_{rel} = 38 \text{ ps}^{-1}\) and \(\gamma_{rel} = 82 \text{ ps}^{-1}\) for the spectral points TA and 2AC, respectively.

As shown by experiments [see Fig. 4(c)], the PL decay rate grows somewhat (from 145 to 180 ps) with temperature in the interval \(T = 5–30 \text{ K}\), which can apparently be assigned to the thermal population of the excited hole states, which are characterized by a lower radiative recombination rate. 33

Because these variations are comparatively small, we did not analyze them in any detail and used a simplified relation of the type

\[\gamma_{PL}(T) = \gamma_{PLD}(1 - e^{-E_{hi}/kT}) + \gamma_{PLA}e^{-E_{01}/kT},\]

(15)

which describes the variation of the average probability of recombination for one populated excited state of energy \(E_{hi}\) with respect to the ground state. Here \(\gamma_{PLD}\) is the experimen-
tally determined low-temperature recombination rate, and the energy $E_{601}$ and the radiative recombination rate for the excited hole state, $\tau_{PL1}$, are fitting parameters.

The hole evaporation process is described by two parameters: the prefactor $\gamma_0^h$ determined by the electron-phonon coupling energy and the potential barrier height $E_h$. [See Eq. (9).] Assuming the electron-phonon coupling energy to be approximately the same for the ground and excited states of holes, we used the factor $\gamma_0^h$ as a common fitting parameter.

While the barrier heights for different hole states are naturally different, they are related fairly rigidly. The barrier height for the ground state is equal simply to the depth of the potential well. For the excited state it decreases by the energy of the hot hole. We assume that the excess energy of a hot electron-hole pair, which is determined by the difference between its energies in the excited and ground states and is equal to $\Delta E_{Stokes}$, divides between the electron and the hole inversely proportionally to their effective masses,

$$E_{h1} - E_{h0} = \Delta E_{Stokes} m_e^* (m_e^* + m_h^*),$$

where $m_e^* = 0.08$ and $m_h^* = 0.65$ are, accordingly, the effective masses of the electron and the hole. For charged dots, the barrier height increases by the energy of Couplomb interaction with the second electron and we take the energy of the interaction to be 10 meV. Thus, when the potential barriers for different hole states are preset, the only fitting parameter left is the potential well depth, $E_{60}$.

One cannot give here an a priori estimate of parameter $a$ describing the buildup of charged QDs, because this effect is governed, as already mentioned, by competition among several processes and, in particular, depends on pump power density. One should therefore expect different measurements to yield different values of $a$, because the pump power density is one of the experimental parameters most difficult to control.

We calculated the temperature-induced variations of the rise and decay times in the initial part of the PL pulse (i.e., disregarding the slow component) in terms of the above model using the same value of $E_{60}$ for all experiments. To do this, we used Eq. (14) to calculate the model PL pulse for each spectral point, with the temperatures varied in the interval from 5 to 100 K in steps of 5 K. The model pulse has a steplike leading edge at elevated temperatures due to buildup of the charged QDs. To determine the rise and decay times for the model PL pulse by the same way as for PL pulse measured experimentally, we (i) convoluted the model PL pulse with the instrument function of the setup, a Gaussian with a halfwidth of 6 ps, and (ii) fitted the result using Eq. (1). The parameters $E_{60}$, $\gamma_0^h$, and $a$ were varied to reach the best agreement with the experiment. It may be added that the parameter $a$ was chosen separately for each spectral point. We should stress that the values of $\tau_r$ and $\tau_{PL}$ thus obtained characterize the average rise and decay times of the model PL pulse.

In this way we have succeeded in satisfactorily describing with a single set of parameters the PL pulse shape throughout the temperature range covered. The results of the calculations are plotted by solid lines in Fig. 4. The values of the model parameters obtained by fitting are listed in Table I. We readily see that the proposed model permits one to quantitatively describe the observed temperature-induced variations in the PL kinetics using physically reasonable assumptions. Note that the value of the parameter $\gamma_0^h$ characterizing the rate of hole evaporation is approximately higher by a factor of 5 than the relaxation rate of hot carriers $\tau_{rel}^{-1}$ for the same value of the energy gap. The ratio of the rates thus obtained looks quite reasonable since the hole state density in the barrier substantially exceeds the density of localized states in a QD.

The validity of the proposed model is substantiated by a comprehensive analysis of the shape of the initial part of the PL pulse measured with a high temporal resolution at $T = 50$ K. (See the inset in Fig. 6.) We readily see that at the initial instant of time one does indeed observe the jump in PL intensity predicted by the theory. To make this jump more revealing, a curve approximating the slow PL rise component is shown (dashed line). Measurements made with a finite time resolution smooth the jump slightly, which is described well by convoluting the theoretical pulse profile with the instrument function.

Figure 6(a) displays also a decomposition of the experimentally measured PL pulse into components deriving from the exciton and trion PL, as well as from the long-lived PL component to be discussed in the next section. One readily sees that all the three components have comparable peak intensities at $T = 50$ K but different rise and decay times, which makes the PL pulse shape fairly complex. Figure 6(b) plots calculated temperature dependencies of integrated intensity of the exciton and trion PL. As follows from the graphs, above 60 K the trion PL becomes stronger than the exciton one.

VI. LONG-LIVED PL COMPONENT

The hole evaporation process affects the kinetics not only of the PL rise but of the decay as well. A hole ejected into the

### Table I. Parameters of the main physical processes discussed.

<table>
<thead>
<tr>
<th>Process</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron-hole recombination</td>
<td>$\tau_{PL}$</td>
<td>145 ps</td>
</tr>
<tr>
<td>Relaxation of hot carriers</td>
<td>$\tau_{rel}$</td>
<td>38 ps (TA)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>82 ps (2AC)</td>
</tr>
<tr>
<td>Evaporation of holes</td>
<td>$\gamma_0^h$</td>
<td>0.14–0.17 ps$^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$E_{60}$</td>
<td>15 meV</td>
</tr>
<tr>
<td></td>
<td>$E_{h1}$</td>
<td>13.5 meV (TA)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11 meV (2AC)</td>
</tr>
<tr>
<td>Evaporation of electrons</td>
<td>$\gamma_0^e$</td>
<td>3–9 ps$^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$E_e$</td>
<td>55 meV</td>
</tr>
<tr>
<td>Diffusion of holes in barrier</td>
<td>$\gamma_0^h$</td>
<td>0.002 ps$^{-1}$</td>
</tr>
<tr>
<td>Accumulation of charged QDs</td>
<td>$a_0$</td>
<td>0.4 (TA)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.35 (2AC)</td>
</tr>
</tbody>
</table>
slow component is governed by the lifetime of primary holes ejected from the QDs, we assumed that the rise time of the slow component is produced by holes capture by the QD to produce a slow component in the PL evolution with time for the case of the PL being due to exciton luminescence alone. To check the validity of this explanation, we analyzed the temperature behavior of integrated intensity of the slow component, \( I_{\text{slow}} \), and presented the PL pulse shape in the following form:

\[
I_{\text{PL}}(t) = I_{\text{fast}}(t) + I_{\text{slow}}(t) = I_0 \left( e^{-\gamma_{\text{PL}} t} - e^{-\gamma_{r} t} \right) + p \left( e^{-\gamma_{\text{PL}} t} - e^{-\gamma_{\text{PL}} t} \right),
\]

(17)

where the coefficient \( p \), which is less than unity, defines the fraction of the slow PL component. Note that Eq. (17) reduces to Eq. (2) by properly rearranging its terms. The quantities \( I_0, p, \gamma_{\text{PL}}, \gamma_{r}, \gamma_{e} \) were used as fitting parameters in a comparison with the experiment. Figure 2 illustrates such a fitting. The fitting parameters determined for each temperature were employed to calculate the ratio of the integrated slow PL component intensity, \( I_{\text{slow}} \), to total PL intensity, \( I_{\text{total}} \), from the relation,

\[
\frac{I_{\text{slow}}}{I_{\text{total}}} = \frac{p(\tau_{e} - \tau_{\text{PL}})}{(\tau_{\text{PL}} - \tau_{r}) + p(\tau_{e} - \tau_{\text{PL}})}.
\]

(18)

Equation (18) was obtained by integrating Eq. (17) over time and replacing the rates of the processes involved, \( \gamma_{i} \), with their reciprocal quantities, \( \tau_{i} = \gamma_{i}^{-1} \).

The results of such treatment of experimental data made for the two spectral points are specified by symbols in Figs. 7(b) and 7(c). The data are given for \( T > 20 \) K only, because at lower temperatures the intensity of the slow component is too weak to be determined with acceptable accuracy by the above procedure.

We compared these data with model calculations of PL kinetics involving the solution of balance equations for the population of hole states in a QD and the barrier layer. The calculation presented in detail in the Appendix yields the following relation for the ratio of the slow component to total PL intensity:

\[
\frac{I_{\text{slow}}}{I_{\text{total}}} = b \frac{\gamma_{h1}}{\gamma_{\text{PL}} + \gamma_{h1}}.
\]

(19)

Coefficient \( b \) in this expression accounts for the hole loss in the barrier which is described in the next section. The temperature dependence of hole evaporation rate from the excited state of a QD, \( \gamma_{h1} \), is described by an expression similar to Eq. (9).

As seen from Figs. 7(b) and 7(c) (dashed curves), Eq. (19) approximates correctly the temperature behavior of the slow PL component up to a temperature of 60 K. Note that the slow component amounts to a considerable fraction of PL at elevated temperatures, namely, up to 80% at \( T = 70 \) K.

Figure 7(d) plots the temperature dependence of integrated PL intensity, \( I_{\text{total}} \). We readily see that the total PL intensity practically does not change up to temperatures on the order of 60 K, i.e., all temperature-induced variations occurring in this interval reduce to a redistribution of the fast and slow component intensities. Considered within the model used, this means that all holes injected into the barrier return gradually to the QD to recombine with the electron left there. A further increase of temperature brings about a drop in the total PL intensity. The nature of this effect will be discussed in the next section.
the barrier. This probability is governed by the electron concentration in the barrier, which grows with temperature as $n_e = n_0 \exp(-E_e/kT)$. Here $E_e$ is the activation energy of electron ejection into the barrier. The appearance of an additional relaxation channel brings about an increase in the decay rate of the slow PL component,

$$\gamma_s(T) = \gamma_s^0 + \gamma_e^0 e^{-E_e/kT},$$  \hspace{1cm} (20)

where $\gamma_e^0$ is the decay rate associated with radiative recombination in the QDs (i.e., the quantity accounting for duration of the slow component at relatively low temperatures), and $\gamma_s^0$ is a phenomenological constant determined by the density ratio of the electronic states in the barrier and the QD, as well as by the probability of hole recombination with an electron in the barrier.

The solid line in Fig. 7(a) is a plot of Eq. (20) for the parameters $\gamma_e^0$ and $E_e$ listed in Table I and $\gamma_s^0 = 3$ ps$^{-1}$. This curve is seen to fit well the dependence obtained from the treatment of experimental data. The value of the activation energy derived in this way agrees well with those quoted in Refs. 20 and 35, in which the potential barrier to be surmounted by electrons when ejected from a QD is determined to be about 60 meV. This value is substantially less than the potential well depth for electrons in InP QDs, which for the sample under study is 250–300 meV.\textsuperscript{20} The relatively low activation energy for the ejection process should be apparently assigned to the electrons being ejected, not into the conduction band of the barrier layer, but onto local defects located in the vicinity of the InP QDs.\textsuperscript{20,35}

The existence of a nonradiative relaxation channel brings about a decrease in integrated PL intensity, which is determined by the ratio of the radiative recombination rate of the electron-hole pairs to the total rate of decrease in their population at temperatures above 60 K, where the slow PL component provides the major contribution to the intensity, the radiative recombination rate is practically equal to $\gamma_e^0$ with the temperature dependence of total intensity taking on the form,

$$I_{\text{total}}(T) = I_{\text{total}}(0) \frac{\gamma_s^0}{(\gamma_s^0 + \gamma_e^0 e^{-E_e/kT})}.$$

We fitted this equation to experimental data with the values of $\gamma_s^0$ and $E_e$ listed in Table I, with $\gamma_s^0$ employed as a fitting parameter. As seen from Fig. 7(d), the temperature behavior of $I_{\text{total}}$ is well approximated by Eq. (21).

Hole recombination with electrons in the barrier reduces the intensity of the slow PL component while not affecting in any way that of the fast component, which originates from the recombination of holes before their ejection into the barrier. As a result, at high temperatures the fraction of the slow component should decrease slightly in the high-temperature domain, an effect which is indeed observed in experiment. [See Figs. 7(b) and 7(c).] This effect can be taken into account by including the temperature dependence of coefficient $b$ in Eq. (19), which determines the fraction of the holes retrapped by the QD from the barrier using a phenomenological expression.

FIG. 7. (a) Decay rate of long-lived PL component (circles). The solid line is a fit with Eq. (20), $\gamma_s^0 = 3$ ps$^{-1}$. The inset displays schematically the processes involved. (See details in text.) The values of the other parameters used in the calculation are given in Table I. (b) Evolution with temperature of the slow PL component measured at spectral point TA and normalized against total PL intensity (symbols). Dashed line—calculation using Eq. (19) and made neglecting electron evaporation ($b=1$); solid curve—calculation using Eqs. (19) and (21), $k_b=180$. (c) The same for spectral point 2AC, $k_b=210$. (d) The temperature dependence of integrated PL intensity measured at spectral point 2AC (circles) and its fitting with Eq. (20) (solid line), $\gamma_s^0 = 9$ ps$^{-1}$.

\textbf{VII. THE ROLE OF ELECTRON “EVAPORATION”}

At temperatures $T > 60$ K, which are comparatively high for the QDs under study, the integrated intensity, $I_{\text{total}}(T)$, falls off noticeably, as seen from Fig. 7(d). The decrease in integrated intensity implies the onset of an additional process leading to nonradiative losses of excitation energy. Because one observes simultaneously a noticeable decrease of the slow component time, which is associated with ejection of holes into the barrier layer [see Fig. 7(a)], it appears only natural to assume that the nonradiative losses occur in the barrier. The most likely loss mechanism involves thermal ejection (evaporation) of a photogenerated electron from the QD with its subsequent recombination with a hole in the barrier. The recombination may either be nonradiative or involve emission of light in a spectral range beyond the spectral range of detection, as this is shown schematically in the inset to Fig. 7(a).

This process can be treated phenomenologically as a formation of a channel of electron-hole pair nonradiative relaxation. The relaxation rate in this channel is proportional to the probability of hole recombination with an electron in the barrier. This probability is governed by the electron concentration in the barrier, which grows with temperature as $n_e = n_0 \exp(-E_e/kT)$. Here $E_e$ is the activation energy of electron ejection into the barrier. The appearance of an additional relaxation channel brings about an increase in the decay rate of the slow PL component,

$$\gamma_s(T) = \gamma_s^0 + \gamma_e^0 e^{-E_e/kT},$$

where $\gamma_s^0$ is the decay rate associated with radiative recombination in the QDs (i.e., the quantity accounting for duration of the slow component at relatively low temperatures), and $\gamma_e^0$ is a phenomenological constant determined by the density ratio of the electronic states in the barrier and the QD, as well as by the probability of hole recombination with an electron in the barrier.

The solid line in Fig. 7(a) is a plot of Eq. (20) for the parameters $\gamma_e^0$ and $E_e$ listed in Table I and $\gamma_s^0 = 3$ ps$^{-1}$. This curve is seen to fit well the dependence obtained from the treatment of experimental data. The value of the activation energy derived in this way agrees well with those quoted in Refs. 20 and 35, in which the potential barrier to be surmounted by electrons when ejected from a QD is determined to be about 60 meV. This value is substantially less than the potential well depth for electrons in InP QDs, which for the sample under study is 250–300 meV.\textsuperscript{20} The relatively low activation energy for the ejection process should be apparently assigned to the electrons being ejected, not into the conduction band of the barrier layer, but onto local defects located in the vicinity of the InP QDs.\textsuperscript{20,35}

The existence of a nonradiative relaxation channel brings about a decrease in integrated PL intensity, which is determined by the ratio of the radiative recombination rate of the electron-hole pairs to the total rate of decrease in their population at temperatures above 60 K, where the slow PL component provides the major contribution to the intensity, the radiative recombination rate is practically equal to $\gamma_e^0$ with the temperature dependence of total intensity taking on the form,

$$I_{\text{total}}(T) = I_{\text{total}}(0) \frac{\gamma_s^0}{(\gamma_s^0 + \gamma_e^0 e^{-E_e/kT})}.$$  \hspace{1cm} (21)

We fitted this equation to experimental data with the values of $\gamma_s^0$ and $E_e$ listed in Table I, with $\gamma_s^0$ employed as a fitting parameter. As seen from Fig. 7(d), the temperature behavior of $I_{\text{total}}$ is well approximated by Eq. (21).

Hole recombination with electrons in the barrier reduces the intensity of the slow PL component while not affecting in any way that of the fast component, which originates from the recombination of holes before their ejection into the barrier. As a result, at high temperatures the fraction of the slow component should decrease slightly in the high-temperature domain, an effect which is indeed observed in experiment. [See Figs. 7(b) and 7(c).] This effect can be taken into account by including the temperature dependence of coefficient $b$ in Eq. (19), which determines the fraction of the holes retrapped by the QD from the barrier using a phenomenological expression.
\[ b = \frac{b_0}{1 + k_b e^{-E_e/kT}}. \]

As seen from Figs. 7(b) and 7(c) (solid lines), inclusion of this temperature dependence, with the same activation energy \( E_e = 55 \text{ meV} \) as in the preceding approximations, offers a correct description of the behavior of the slow PL component above 60 K as well.

We had to take into account thermal ejection of electrons into the barrier also when simulating the rise and decay of the fast PL component at high temperatures (see Fig. 6), because it reduces the concentration of charged quantum dots. If electron recombination in the barrier is a fast process, this will increase the total rate of electron escape from the QDs,

\[ \gamma'_e = \gamma_e(0) + \gamma_e^0 e^{-E_e/kT}, \]

where the first term describes the rate of electron escape at low temperatures. Equation (22) permits one now to write the relation for the temperature dependence of coefficient \( a \) in Eq. (10),

\[ a = \frac{a_0}{1 + k_a e^{-E_e/kT}}. \]

The use of Eq. (23) provides a good fit of the theoretically calculated shape of the fast PL component at various temperatures to experimental results. (See Fig. 6.) The values of parameter \( a_0 \) are listed in Table I for different spectral points, and parameter \( k_a = 300 \).

**VIII. DISCUSSION OF RESULTS**

Our analysis of the PL kinetics revealed that a comparatively small increase in temperature activates in an InP QD structure several processes, which complicate substantially the dynamics of photogenerated carriers. The processes discussed above are depicted schematically in Figs. 5 and 7. The main parameters of the processes are listed in Table I.

The major process which becomes operative already at temperatures \( T > 30 \text{ K} \) is thermal ejection (evaporation) of a hole from a QD into the barrier layers. This is made possible by the low height of the potential barrier for holes in the structure under study, which is about 15 meV. Hole ejection into the barrier gives rise to several effects observed experimentally in the PL kinetics.

If the hole ejected into the barrier does not return to the QD, this QD becomes negatively charged. The kinetics of charged QD PL excited by subsequent laser pulses is characterized by a steep, steplike leading edge resulting from recombination of a photogenerated hole with a cold electron. The model developed here shows that the sharp decrease of the PL rise time observed to occur with increasing temperature can be accounted for primarily by an increase in the contribution to the PL due to luminescence of charged QDs, whose fraction grows with temperature. While competition between various processes of hot carrier relaxation to the radiative level and ejection of the hot hole into the barrier may provide a certain contribution to the shortening of the PL leading edge, this effect becomes noticeable only at temperatures of the order of 100 K. It should be stressed that the decrease in the PL rise time is in no way related to a decrease in carrier relaxation time, as this is usually assumed.\(^\text{11,19}\)

Moreover, we have succeeded in describing quantitatively all the relations observed in this study under the assumption that the hot carrier relaxation rate remains constant within the temperature interval covered.

It should also be emphasized that the decrease of the PL rise time with increasing temperature by the mechanism described above can occur even in the case where \( E_e \gg kT \), i.e., where each elementary event of hole ejection into the barrier has a low efficiency. For this to be possible, it is sufficient that the lifetime of the electron left in the QD exceeds substantially the pump pulse repetition period. In this case, the fraction of charged QD will grow from one pulse to another, and the buildup parameter \( a \) in Eq. (10) may turn out large enough to compensate for the low evaporation rate \( \gamma_h \).

Another consequence of hole ejection into the barrier is the decrease of the fast PL component decay time, which is also described quantitatively within the model developed here. The third effect is the appearance at elevated temperatures of a long-lived PL component, which originates from the holes being retrapped by the parent QDs. This effect also allows a good description in terms of a common model. Finally, a qualitative argument for the validity of the model comes from the presence at the leading edge of the PL pulse of two distinctly separated regions, namely, a fast (charge QD luminescence) and a relatively slow (neutral QD luminescence) one. We believe that all these effects provide a convincing argument for hole evaporation being a major cause of the strong modification of PL kinetics with increasing temperature.

This analysis revealed also some effects originating from electron evaporation (Sec. VII). In the structures under study, these effects are observed at higher temperatures \((T > 60 \text{ K})\) than those associated with the evaporation of holes, which should be assigned to the potential barrier for this process being higher \((E_e = 55 \text{ meV})\).

We believe that the processes considered in the present study, rather than being specific of the structure investigated here, are of a fairly general nature. One cannot, in particular, exclude the possibility that the decrease of the PL rise time observed to occur with increasing temperature in Refs. 11, 14 and 19 likewise derives from a change in the fractional content of charged and neutral QDs. One should, however, bear in mind that the potential well depths for electrons and holes in InAs QDs investigated by the above authors differ to a lesser extent, and, therefore, identifying the first process to become activated with increasing temperature, more specifically, evaporation of electrons or holes, would require a separate study.

The results obtained in our study suggest that, in order to reliably identify the processes accounting for the PL rise in QDs, one has to carry out a comprehensive investigation of the temperature behavior not only of the leading but of the trailing PL pulse edges as well. Most of the publications dealing with carrier relaxation do not analyze in detail the temperature dependence of the PL kinetics, in particular, they do not separate PL into fast and slow components, although
some authors (see, e.g., Refs. 13,19 and 36) make a mention of an increase in the PL decay time with increasing temperature, while Marcinkevičius and Leon,14 on the contrary, reports a decrease of this time. It is conceivable that one of the reasons for the discrepancies in the final results between these studies (aside from differences between the samples used) consists in an inadequate investigation of the PL decay kinetics.

It should be emphasized that, because of differences in the kinetics of neutral and charged QDs, the PL pulse shape may depend appreciably on the number of charged QDs in the sample. There are a lot of processes capable of changing the kinetics of neutral and charged QDs, the PL pulse shape may be solved to yield

\[ \frac{dn_s}{dt} = (1 - n_c)P_0\delta(t) - (\gamma_h + \gamma_{PL})n_s + \gamma_b n_b, \]

(A1)

\[ \frac{dn_b}{dt} = \gamma_b n_s - (\gamma_h + \gamma_b + \gamma_c)n_b. \]

The first of these equations describes a generation of a hole in an uncharged QD (the first term), escape of the hole from the QD through its recombination with an electron or evaporation (the second term), and return of the hole from the barrier back to the QD. The second equation considers migration of the hole into the barrier out of the QD (first term) and its escape out of the barrier (second term) via transfer to another QD at a rate \( \gamma_c \), return back to the “parent” QD at a rate \( \gamma_h \), or hole recombination with the electron which had evaporated from the QD at a rate \( \gamma_e \). We are going to assume in what follows that the probability for a hole to transfer to another QD (a process giving rise to formation of charged QDs) is substantially lower than that to return to the parent dot, i.e., that \( \gamma_c \ll \gamma_b \).

Equation (A1) for the hole state population in a QD can be solved to yield

\[ n_s = (1 - n_c)P_0 e^{-\gamma_{PL}t} + (1 - n_c)P_0 \frac{1}{2} \left( 1 - \frac{\gamma_1 - \gamma_2}{\sqrt{D}} \right) (e^{-\gamma_1 t} - e^{-\gamma_2 t}), \]

(A2a)

where

\[ x_1 = \frac{1}{2} \left[ (\gamma_1 + \gamma_2) + \sqrt{D} \right], \]

\[ x_2 = \frac{1}{2} \left[ (\gamma_1 + \gamma_2) - \sqrt{D} \right], \]

(A2b)

with the following notation: \( D = (\gamma_1 - \gamma_2)^2 + 4\gamma_h \gamma_b \), \( \gamma_1 = \gamma_{PL} + \gamma_h + \gamma_b \), \( \gamma_2 = \gamma_e + \gamma_b + \gamma_c \).

The PL intensity of uncharged QDs is given by the expression \( I_{PL} = \gamma_{PL} n_s \). The first term in Eq. (A2a) describes decay of the fast PL component, and the second, both the rise and decay of the slow PL component. Note that the decay rates of these components, \( x_1 \) and \( x_2 \), differ from those used in the text of the paper. (See Secs. VI and VII.) This difference is caused by the interrelation of the equations for the populations \( n_s \) and \( n_b \) through the rates \( \gamma_h \) and \( \gamma_b \). [See Eqs. (A1).] At not too high temperatures, however, at which \( \gamma_b \) is substantially smaller than \( \gamma_h \) and \( \gamma_{PL} \), this difference is small.

**APPENDIX**

Consider in more detail the evaporation dynamics of photogenerated holes out of neutral QDs. We are going to consider one hole state in the QD, with the population denoted by \( n_s \), and one hole state in the barrier layer, with the population \( n_b \). The population dynamics of these states is given by the equations

\[ \frac{dn_s}{dt} = (1 - n_c)P_0\delta(t) - (\gamma_h + \gamma_{PL})n_s + \gamma_b n_b, \]

(A1)

\[ \frac{dn_b}{dt} = \gamma_b n_s - (\gamma_h + \gamma_b + \gamma_c)n_b. \]

The first of these equations describes a generation of a hole in an uncharged QD (the first term), escape of the hole from the QD through its recombination with an electron or evaporation (the second term), and return of the hole from the barrier back to the QD. The second equation considers migration of the hole into the barrier out of the QD (first term) and its escape out of the barrier (second term) via transfer to another QD at a rate \( \gamma_c \), return back to the “parent” QD at a rate \( \gamma_h \), or hole recombination with the electron which had evaporated from the QD at a rate \( \gamma_e \). We are going to assume in what follows that the probability for a hole to transfer to another QD (a process giving rise to formation of charged QDs) is substantially lower than that to return to the parent dot, i.e., that \( \gamma_c \ll \gamma_b \).

Equation (A1) for the hole state population in a QD can be solved to yield

\[ n_s = (1 - n_c)P_0 e^{-\gamma_{PL}t} + (1 - n_c)P_0 \frac{1}{2} \left( 1 - \frac{\gamma_1 - \gamma_2}{\sqrt{D}} \right) (e^{-\gamma_1 t} - e^{-\gamma_2 t}), \]

(A2a)

where

\[ x_1 = \frac{1}{2} \left[ (\gamma_1 + \gamma_2) + \sqrt{D} \right], \]

\[ x_2 = \frac{1}{2} \left[ (\gamma_1 + \gamma_2) - \sqrt{D} \right], \]

(A2b)

with the following notation: \( D = (\gamma_1 - \gamma_2)^2 + 4\gamma_h \gamma_b \), \( \gamma_1 = \gamma_{PL} + \gamma_h + \gamma_b \), \( \gamma_2 = \gamma_e + \gamma_b + \gamma_c \).

The PL intensity of uncharged QDs is given by the expression \( I_{PL} = \gamma_{PL} n_s \). The first term in Eq. (A2a) describes decay of the fast PL component, and the second, both the rise and decay of the slow PL component. Note that the decay rates of these components, \( x_1 \) and \( x_2 \), differ from those used in the text of the paper. (See Secs. VI and VII.) This difference is caused by the interrelation of the equations for the populations \( n_s \) and \( n_b \) through the rates \( \gamma_h \) and \( \gamma_b \). [See Eqs. (A1).] At not too high temperatures, however, at which \( \gamma_b \) is substantially smaller than \( \gamma_h \) and \( \gamma_{PL} \), this difference is small.
and vanishes in linear-in-$\gamma_b$ approximation for $\sqrt{D}$ which we shall use subsequently. This approximation yields the relations employed in the main text,

$$x_1 = \gamma_{pl} + \gamma_h, \quad x_2 = \gamma_b^{eff} + \gamma_e,$$  \hspace{1cm} (A3a)

where

$$\gamma_b^{eff} = \frac{\gamma_{pl}^b}{\gamma_{pl} + \gamma_h}.$$  \hspace{1cm} (A3b)

Note that the quantity $\gamma_b^{eff}$ can depend on temperature in a complex way. In the low-temperature domain it can decrease as a result of hole localization in shallow potential wells in the barrier, which is described by the temperature dependence of parameter $\gamma_h$. At elevated temperatures it can fall off through efficient ejection of holes out of QDs back into the barrier, a process specified by the fraction in Eq. (A3b).

As mentioned in Sec. VII experimental data are satisfactorily approximated by assuming $\gamma_b^{eff} = \gamma_b^0 = const$, which is possibly due to the above processes canceling one another in the temperature interval under study.

Integrated intensity of the slow PL component for uncharged QDs can be calculated by integrating the second term in Eqs. (A2a) and (A2b) over time in the linear-in-$\gamma_b$ approximation,

$$I_{\text{slow}}^f = \left(1 - n_e\right) P_0 \left(\frac{\gamma_b}{\gamma_{pl} + \gamma_h} \right) \left(\frac{\gamma_b^{eff}}{\gamma_b^{eff} + \gamma_e}\right).$$  \hspace{1cm} (A4)

For charged QDs one can write, in principle, dynamic equations similar to Eq. (A1), with replacements $(1-n_e) \rightarrow n_e$, $\gamma_h \rightarrow \gamma_{ht}$, and $\gamma_{pl} \rightarrow 2 \gamma_{pl}$, and solve to obtain similar solutions. The evaporation rate of holes from charged QDs at temperatures $T<60$ K is, however, appreciably lower than that from neutral ones ($\gamma_{ht} \ll \gamma_h$) because of the hole being additionally bound by Coulomb forces to the second electron. Therefore integrated intensity of the slow component for charge dots, $I_{\text{slow}}^f$, should be, according to an equation similar to (A4), low. At elevated temperatures, evaporation of one of the electrons results in an abrupt decrease of the potential well depth for the holes, thus making their evaporation as efficient as that from neutral QDs. Therefore at these temperatures the slow PL component of charged QDs should be described by a relation similar to Eq. (A4) but with the replacement $(1-n_e) \rightarrow n_e$. The expression for total PL intensity, $I_{\text{slow}} = I_{\text{slow}}^f + I_{\text{slow}}^r$, is derived from Eq. (A4) by removing the $(1-n_e)$ factor. Note that evaporation of an electron from a neutral dot also entails a decrease of the potential well depth for the hole, thus making hole evaporation from the dot still more efficient. This does not, however, increase the slow component intensity, because the return of the hole to the QD is not accompanied by PL as there is no electron there.

As pointed out in the main text (see Sec. VII), thermal ejection of an electron into the barrier and its recombination with a hole give rise to quenching of the QD PL. Straightforward description of this process is made difficult by the above-mentioned abrupt change in the hole evaporation rate. Therefore, we shall restrict ourselves to a phenomenological description of the PL quenching process presented in the main text.

Solving Eqs. (A1) yields also the dynamics of the hole state population in the barrier,

$$n_b = (1 - n_e) P_0 \frac{\gamma_h}{\sqrt{D}} e^{-\gamma_{ht} x^0} (e^{-\gamma_{ht} x^0} - e^{-\gamma_e x^0}).$$ \hspace{1cm} (A5)

Escape of a hole from the barrier layer to another QD or to a defect, which is described by a rate $\gamma_a$, brings about long-lived charging of the QD out of which the hole has been ejected. The increase of the probability for a QD to become charged during the laser pulse period, $\Delta n_{ep}$, can be calculated by integrating Eq. (A5) over time and multiplying the result obtained by $\gamma_a$,

$$\Delta n_{ep} = \gamma_a \int n_b dt = (1 - n_e) \left[ \frac{P_0 \gamma_h}{\gamma_{ht}} \frac{\gamma_b^{eff}}{\gamma_b^{eff} + \gamma_e} \right] \frac{\gamma_h}{\gamma_{pl}}.$$ \hspace{1cm} (A6)

Equation (A6) was derived under the same assumptions as Eqs. (A3a) and (A3b).

During the time between pulses, QDs discharge at a rate $\gamma_c$. Assuming the variation in the fraction of charged dots after each pulse to be small compared to the average value, i.e., $\Delta n_e \ll n_e$, we conclude that QDs discharge exponentially, with $n_e$ decreasing during the time between successive pulses by an amount $\Delta n_{em} = n_e \gamma_e f$, where $f$ is the laser pulse repetition frequency. When pumped in the quasistationary mode, the fraction of charged dots acquires an equilibrium level found from the condition $\Delta n_{ep} = \Delta n_{em}$. This condition, together with Eq. (A6), yields Eqs. (10) and (23) in the main text of the paper.

---
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A more complicated process is possible. As it is discussed in Ref. 21 and also by A. Vasanelli et al., Phys. Rev. Lett. 89, 216804 (2002); R. Oulton et al., Phys. Rev. B 68, 235301 (2003), the energy spectrum of the electron-hole pair in a QD is overlapped with the states when one of the carriers (say electron) is created at the QD ground state and the other one (say hole) is created at a state of continuum of the barrier or wetting layer states. Due to this overlap, the hole can escape from the dot even at a low temperature if the excess energy of the photocreated electron-hole pair over its lowest energy exceeds the potential energy of the hole in the QD. This process can be accelerated with temperature; however this is not studied theoretically. Nevertheless, we believe that this process is less efficient than that described in the main text because, according to our experimental results, an increase of the excess energy results in the slowing down rather than acceleration of the hole escape as it is evident from comparison of the data for the TA and 2AC spectral points.

Electron and hole spin degrees of freedom impose certain selection rules on recombination channels for both excitons and trions. In the case of excitons, the electron and the hole recombine if their spins are antiparallel (“bright” states of the exciton) and cannot recombine for parallel spins (“dark” exciton states). In the case of cold trions, with electrons in the ground state and their spins paired, the hole recombines with one of the electrons for any orientation of its spin. The spins of electrons and holes in a low-temperature sample are coupled by exchange interaction [binding energy of about 3 meV (Ref. 20)]. The exciton PL is determined in this case by exciton spin dynamics, which depend on the QD anisotropy and excitation conditions and can be fairly complex. As the temperature is increased, however, the exchange coupling of the electron and hole spins breaks, and the exciton may reside with equal probability in the bright and dark states. Unlike the exciton, the trion is always in the emitting state, because it remains cold at the sample temperatures covered in the present study. This is what accounts for the twofold difference in recombination rates between the excitons and the trions. A more comprehensive discussion of the spin effects would be outside the scope of this communication.

Another possible explanation for the increase in the electron-hole pair recombination time could be thermally activated hole spin flip. When involved in this process, the electron-hole pair resides part of the time in a nonemitting state.

