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Transient anisotropic reflectivity change spectra of InP quantum dots have been observed by means of two-color pump-probe spectroscopy. The results show a fast decay component with a lifetime of 100–200 ps which depends on the probe energy, followed by the slow decay component of ~1 ns. The reflectivity change spectra have a dispersive shape having a maximum on the higher energy side of the photoluminescence (PL) band by 80 meV, and a dip located at the maximum of the PL band. Interestingly, the reflectivity change signals observed for the [110] and [110] polarizations have the opposite sign when the probe energy is set between the first and second exciton states. The temporal change of spectra is simulated by means of a Monte Carlo method, and the model is found to well reproduce the experimental result. Further, the model enables us to evaluate the microscopic exciton parameters of single quantum dots by macroscopic observations. The oscillator strengths along the [110] and [110] directions at the PL peak energy are evaluated to be \(f_{1}=0.37\) and \(f_{2}=0.71\), respectively. The oscillator strength is about five times smaller than simple theoretical estimates. This suggests a small overlap of the envelope functions which is consistent with the existence of a permanent dipole moment observed in these QDs.
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I. INTRODUCTION

Semiconductor quantum dots (QDs) have attracted considerable attention during the last two decades. Historically, the optical response of bulk semiconductors near the absorption edge have been intensively studied and well understood by taking the excitonic effects into consideration. Recently the dimensionality has emerged as one of the most important parameters in material science because significant deformation of the wave functions from their original forms in bulk makes it possible to control their optical properties. For example, an ideal QD exhibits a discrete energy-level structure leading to possible sharp absorption lines as in atoms, which results in the concentration of the oscillator strength into well-defined energies. This consequently implies a possibility for a lower threshold for lasing. In addition, since the carriers are confined into a finite region, a small electric-field-induced shift in the electronic energy would make a large change in the optical absorption. Further, sharp resonance could lead to an enhancement of the resonant nonlinear optical properties. All these expectations make QDs very attractive and promising candidates for electro-optic devices.

Motivated by these expectations, several research groups have extensively studied the optical properties of QDs, and various kinds of important and interesting findings have been successfully reported,1,2 such as many carrier effects in external fields3–6 strong optical anisotropy,7–10 fluorescence intermittency,11–13 and Rabi oscillations.14–19 In these investigations, the observation of single QDs is a key: single dot spectroscopy is one of the most promising techniques to reveal the nature of QDs hidden behind the ensemble because exciton parameters can be directly obtained.2,20 However, it is highly desirable to develop powerful techniques that allow us to investigate optical properties and to evaluate optical parameters simply by macroscopic observations.

From the viewpoint of fundamental physics, investigations of optical anisotropy are important because anisotropy directly reflects the symmetries of exciton wave functions. Further, the polarization direction is a crucial parameter for designing optoelectronic devices.21 Optical switches using polarization properties of light are a key component in many optical computing and fiber-optic communication designs. For example, demonstrations of exclusive disjunction (exclusive-OR, XOR) optical gates and a polarization converter have been reported.22–24 Kippenberg et al. have proposed an optical switch using a bulk ordered GaInP,25 and this idea was followed by highly polarization- and wavelength-sensitive optoelectronic switches designed by Spieler et al.26 In this view, it is interesting to study materials showing clear and strong optical anisotropy. Especially, ultrafast phenomena of such materials are very important because it provides information about electronic states through which the confined excitons relax.

InP QDs can be a good candidate for a novel optical switching device using optical anisotropy, because InP QDs show much stronger optical anisotropy in comparison with other QD systems. The optical anisotropy induced by the asymmetry in shape has been reported using many QDs systems. An interesting aspect of InP QDs is that the optical anisotropy is due to a combined effect of the shape as well as structural anisotropy.9,10,27–30

In this paper we demonstrate the use of time-resolved differential reflectivity for studying excitonic structure in InP
QDs. The advantage of this technique is that it is relatively simple to implement and its time resolution is solely limited by the laser pulse width. Moreover, macroscopic reflectivity experiments on semiconductor QDs do not require post-growth chemical etching to remove optically opaque substrate and buffer layers, which is generally required if a transmission geometry is chosen. We propose a different method to measure oscillator strength from which the transition dipole moment is evaluated.

II. EXPERIMENTAL DETAILS

The samples used in this study were prepared by means of gas source molecular-beam epitaxy (GS MBE), as described in detail in Ref. 27. Self-assembled InP QDs sandwiched between two insulating Ga$_{0.5}$In$_{0.5}$P barriers of thickness 180 nm each were grown on a Si-doped ($n^+$) GaAs (001) substrate. Separately, a 500-nm-thick Ga$_{0.5}$In$_{0.5}$P layer which does not contain the QDs was also grown on a Si-doped GaAs (001) substrate as a reference sample.

All the optical measurements shown in this paper were performed at room temperature. For the PL measurement, a cw laser with the lasing wavelength of 532 nm (Coherent, Verdi-V10) was used as the excitation light source. The sample PL was dispersed in a single monochromator with a focal length of 32 cm (SPEX, Triax320), and then detected by a liquid-nitrogen-cooled charge-coupled device (CCD) camera (SPEX, Spectrum One with a CCD-2048×512-3 chip). A mode-locked femtosecond Ti:sapphire laser with a repetition rate of 76 MHz (Coherent, Mira 900-D) was used in the time- and polarization-resolved transient reflection measurements. The laser output was converted to the second harmonic in a 100-µm-thick β-BaB$_2$O$_4$ crystal, and the generated second harmonic 2ω was used to optically pump the sample. The residual optical pulses ω were used as the probe beam. A computer-controlled optical delay with a time resolution of 13 fs and a maximum travel of 1.2 ns was used to effect the required temporal delay between the pump and probe pulses. The temporal pulse width measured by means of the autocorrelation was ∼160 fs. The excitation power density was controlled using a variational neutral density filter so that the excitation power is constant over the excitation density was controlled using a variational neutral density filter so that the excitation power is constant over the excitation density.

III. RESULTS AND DISCUSSION

A. Photoluminescence and pump-probe measurements

The thick and thin curves in Fig. 1(a) show the photoluminescence (PL) spectra polarized along the [1 1 0] and [1 1 0] directions of the GaAs substrate, respectively. The PL bands observed around 1.44 and 1.90 eV arise from the GaAs substrate and the Ga$_{0.5}$In$_{0.5}$P matrix, respectively. The broad PL peak coming from the InP QDs was observed at ∼1.6 eV. The PL measurement was performed under very weak excitation conditions and the spectral bandwidth of the PL peak from the InP QDs was almost constant even when the excitation power was reduced to four times weaker than this. Thus the spectrum reflects the size distribution of the QDs and most of the confined excitons relax from the lowest exciton state. The PL bandwidth due to inhomogeneous broadening is about 100 meV for both polarizations observed. The PL peak energy for the [1 1 0] polarization is blue-shifted by about 20 meV with respect to that for the [1 1 0] component.

The degree of linear polarization $P$ defined by

$$ P = \frac{I_{[1\bar{1}0]} - I_{[110]}}{I_{[110]} + I_{[1\bar{1}0]}} $$

is plotted in Fig. 1(b). Here, $I_{[1\bar{1}0]}$ and $I_{[110]}$ are the PL intensities observed for the orthogonal crystal axes, the [1 1 0] and [1 1 0] directions, respectively. The PL peaks from the GaAs substrate have isotropic polarization dependence as expected for cubic symmetry. The PL peaks from the Ga$_{0.5}$In$_{0.5}$P matrix and the InP QDs, however, show clear optical anisotropy, although both bulk Ga$_{0.5}$In$_{0.5}$P and bulk InP have the same symmetry as GaAs. The strong optical anisotropy is due to the formation of the natural superlattice. The PL spectrum
The closed and open circles are measured for the [110] and [110] polarizations, respectively. No significant difference was observed when the polarization of the excitation was changed. We note that the excitation photon energy is changed with the probe energy, since the pump beam is the second harmonic of the probe beam. However, the absorption is almost saturated around this spectral region because the excitation is much higher than the band gap of Ga0.5In0.5P matrix. We can therefore assume that the excitation energy dependence is negligible. The magnified polarized PL spectra are shown in Fig. 2(e) for comparison. In Figs. 2(a)–2(d), the reflectivity change shows a positive value when observed above \( \sim 1.63 \) eV, while negative signals are obtained around \( \sim 1.60 \) eV. The signal observed for the [110] polarization is about twice stronger than that for the [110] polarization. We note that the pump-probe experiment by the same technique has been performed using a 500-nm-thick Ga0.5In0.5P layer that does not contain the InP QD layer. The signal obtained using this sample was by more than an order of magnitude weaker than that obtained for the InP QDs shown in Fig. 2. The decay time of \( \Delta R/R \) is about 1 ns, which is much longer than the fast decay component of InP QDs as shown later. In addition, the polarity change was not observed in the Ga0.5In0.5P layer sample. These facts indicate that signals shown here come from the InP QDs. The maximum value of the reflectivity change was \( 2.9 \times 10^{-5} \) at a delay of \( \sim 40 \) ps for the [110] and \( 1.2 \times 10^{-5} \) at \( \sim 60 \) ps for the [110] polarizations.

Figure 3 shows the temporal reflectivity changes observed at the various energies indicated by the arrows in Fig. 2(e). The hatched curves shown in Fig. 3 are for the [110] polarization, while the solid curves are for the [110] polarization. An overshoot at the origin of time is observed for the [110] polarization, which arises from the pump-probe electric-field coupling (the so-called “coherent artifact”).

The results can be well fitted using a bi-exponential function. The rise time is about 10 ps, which is due to the inflow of the carriers from the Ga0.5In0.5P matrix. The fast decay component of the signal is about 100–200 ps depending on the probe energy, which indicates the exciton lifetime in InP QDs at room temperature. In our previous study, the temperature dependence of the radiative lifetime was measured up to 200 K, where the excitation was below the band gap of the Ga0.5In0.5P matrix. The exciton lifetime decreases with increasing the temperature because of the enhancement of the nonradiative decay. In the present study, in addition to the fast component as observed in the previous study, we observed the slow decay component of \( \sim 1 \) ns, which is observed under the band-to-band excitation of the Ga0.5In0.5P matrix. Since the ordered Ga0.5In0.5P shows a slow carrier decay because of the trapping at ordered domains, the slow component is tentatively attributed to the thermal activation of excitons trapped at deep localized states and their subsequent inflow into the QDs. In this paper, since we are interested in the ultrafast dynamics of excitons confined in the QDs, we hereafter focus our attention on the fast decay component that is considered to reflect the relaxation of confined excitons in the QDs.

\[
\frac{\Delta R}{R} = \frac{R_p - R}{R}
\]
When the probe energy is 1.70 eV, the signals observed for the [110] and [110] polarizations have positive values as shown in Fig. 3(A). The reflectivity change observed for the [110] polarization (hatched curve) is about twice stronger than that for the [110] polarization (solid curve). With the decrease of the probe energy, $\Delta R/R$ also decreases. When the probe energy is 1.68 eV [Fig. 3(B)], the signal observed for the [110] polarization becomes very weak. When the probe energy is decreased further [Fig. 3(C)], the signal observed for the [110] polarization shows a negative value, while the [110] component remains to be positive. The signal observed for the [110] polarization decreases as well [Fig. 3(D)], and has the similar intensity at the probe energy of 1.64 eV [Fig. 3(E)]. The signal observed for the [110] polarization becomes more significant than that observed for the [110] polarization on decreasing the probe energy further, as shown in Figs. 3(F) and 3(G).

B. Comparison between numerical simulation and experimental results

The reflectivity $R$ can be simply calculated by

$$R = \frac{(n-1)^2 + \kappa^2}{(n+1)^2 + \kappa^2} = \frac{(\epsilon_1^2 + \epsilon_2^2)^{1/2} - \sqrt{2}[\epsilon_1 + (\epsilon_1^2 + \epsilon_2^2)^{1/2}]^{1/2} + 1}{(\epsilon_1^2 + \epsilon_2^2)^{1/2} + \sqrt{2}[\epsilon_1 + (\epsilon_1^2 + \epsilon_2^2)^{1/2}]^{1/2} + 1}$$

with

$$\epsilon(\omega) = \epsilon_0(\omega) - ie\omega = \epsilon_\infty + \frac{\epsilon_2}{\epsilon_0} \sum_{j,k} \frac{f^k_j}{(\omega^2 - \omega_j^2 + i\Gamma_j^k)^2}$$

where $f_j$, $\epsilon_\infty$, $\epsilon_0$, and $m$ are the oscillator strength of the exciton level $j$, the permittivity of the surrounding GaN, AlN, and P matrix, the electron charge, the permittivity in free space, and the electron mass, respectively. The superscript $k$ refers to the $k$th QD. In Eq. (3), $n$ and $\kappa$ are the real and imaginary part of the complex refractive index, respectively. The damping parameter $\Gamma_j^k$ is set to be the same as the homogeneous width because $1/\Gamma_j^k$ reflects the polarization decay time in the model. However, we note that the macroscopic spectra are not sensitive to $\Gamma_j^k$. In the simulation, we take only the first ($j=1$) and second ($j=2$) exciton levels into consideration for simplicity. The energy spacing between the states is set to be 20 meV, which is obtained by the single dot spectroscopy. The summation with respect to $k$ means that the dielectric constant is the sum of the $k$th QD, i.e., $\frac{1}{V}\sum_k = N/V$ indicates the density of QDs, where $N$ is the total number of QDs in the excitation area. When only the probe pulse is irradiated onto the sample the reflectivity $R$ is resonantly enhanced at the first and second exciton state energies of each QD. In our model, excitation to the first state by the probe pulse is forbidden ($f_1=0$) when both the pump and probe pulses are irradiated onto the sample, since this state is already filled by the excitons excited by the strong pump pulse. In this case the reflectivity $R_p$ comes only from the second exciton level. The reflectivity of the ground state is recovered after the confined excitons relax. This dynamics is observed in the experiment as the decay of the reflectivity change.

We note that the measurement of the excitation power dependence of the pump beam was performed at 1.61 eV, where the $\Delta R/R$ has the minimum value as shown in Figs. 2(a)–2(d). No significant difference both in intensity and time profile was observed. We may therefore assume a complete depletion of the ground state.

Before analyzing the macroscopic spectra observed in the experiment, we calculate reflectivity change of a single QD as an illustration of our model. The solid curve in Fig. 4(a) shows the inhomogeneous line shape of a single QD. The
Thus, a Lorentzian with a full width at half maximum should be appropriate as a first approximation. Changes in sizes and shapes is shown by the dotted curve for InAs QDs are very close at low temperature, this assumption should be appropriate as a first approximation. The inhomogeneous line broadening owing to slight inhomogeneities in the exciton ground state and excited state is 20 meV. The dielectric function defined by Eq. (4) is shown in Fig. 4(a). The solid curves show the dielectric functions obtained by assuming the complete filling of the lowest exciton level (f_1=0). From Fig. 4(d), we can readily calculate the reflectivity change defined by Eq. (2), and the result is shown in Fig. 4(e). The signal has a dispersive shape.

We now move to the simulation of the macroscopic spectra. The dielectric function can be obtained by summing up the contribution from all QDs and the matrix. We then calculate the macroscopic reflectivity change spectra \( \Delta R/R \). This procedure enables us to estimate the oscillator strength of a single QD. From atomic force microscopy (AFM) and cross-sectional transmission electron microscope (XTEM) measurements the density of the InP QDs was estimated to be \( \sim 1.5 \times 10^{10} \text{ cm}^{-2} \). Noting that the beam diameter is about 60 \( \mu \text{m} \), about \( 4.2 \times 10^5 \) QDs are optically excited by the pump pulse. In order to simulate the polarized time-resolved reflectivity change spectra shown in Figs. 2(a)–2(d), we employed a Monte Carlo method. For the simulation, 4.2 \( \times 10^5 \) QDs are generated using a Gaussian distributed random number so that the energy of each QD reflects a Gaussian distribution as an ensemble. We also assumed that each QD has an anisotropic oscillator strength, as shown in Fig. 5(a).

It should be noted the spectral shape depends on the size distribution of QDs. The resonant optical transition energies are inversely proportional to the size squared in strongly confined QDs. This dependence may be applied to the present study only as a rough approximation, since the PL spectrum has a tail along the higher energy side [see Fig. 2(e)]. In self-assembled InP QDs, however, it is difficult to evaluate the accurate transition energies because of their complicated shapes. Further, detailed information on size distribution is not available at present. We therefore assumed a simple Gaussian distribution of the exciton energy for the inhomogeneous broadening in the following simulation.

In Fig. 5(a), the inhomogeneous width and the PL peak energy are set to 100 meV and 1.62 eV, respectively, which is consistent with PL spectra shown in Fig. 1(a). The simulation volume \( V \) is evaluated by taking the product of the areal size of pump laser beam with a diameter 60 \( \mu \text{m} \) and the product of the areal size of pump laser beam and the averaged thickness of the QD layer (5 nm), we assumed the density of the QDs to be \( 1.5 \times 10^7 \text{ cm}^{-2} \). In this case, a single QD is observed when the beam diameter is reduced to \( \sim 3 \mu \text{m} \). The real and imaginary parts of the dielectric function defined by Eq. (4) are shown by the solid curves in Figs. 4(b) and 4(c), respectively. When a strong pump beam is irradiated, the signal from the lowest exciton level (j=1) vanishes because this state is already filled, i.e., \( f_1=0 \). In this case, only the second exciton level (j=2) contributes to \( \epsilon_1 \) and \( \epsilon_2 \), as shown by the dotted curves in Figs. 4(b) and 4(c).

When the reflectivity of a single dot is considered, the signal mainly comes from the surrounding matrix, because \( \epsilon_\infty \) in Eq. (4) is dominant and the reflectivity shows almost a constant value \( R_0 \sim 26\% \). Therefore the reflectivity difference \( \delta R \) defined by

\[
\delta R = R - R_0
\]
reproduce the degree of polarization observed by the PL measurement. Specifically, we assumed a linear change of the degree of polarization so that $P(\omega)$ reproduces the experimental result. Noting that the degree of polarization is very small on the higher energy side of the PL from QDs as shown in Fig. 1(b), we assume that the QD is isotropic above 1.685 eV. The simulated PL spectra are shown in Fig. 5(a), which is composed from $4.2 \times 10^5$ QDs. The difference of the PL peak energies between the [110] and [110] polarizations is about 17 meV, which agrees very well with the data shown in Fig. 1(a). The oscillator strengths $f_x$ and $f_y$ were evaluated as a function of photon energy $\hbar \omega$ as shown in Fig. 5(b). The degree of polarization calculated from the curves plotted in Fig. 5(a) is shown in Fig. 5(c).

The calculated reflectivity changes are shown in Fig. 5(d). The dispersive spectral shape observed in the experiment was well reproduced. The dip and peak appear on the lower and higher energy side, respectively. The separation between the peak and dip of $\Delta R/R$ is about 100 meV, which is consistent with the experimental result. We found that the experimentally observed $\Delta R/R$ values at the peak and dip can be well reproduced when the oscillator strength $f$ is set to be 0.8. It should be noted that the size dependence of total $f$ is not included in our model: the ratio between [110] and [110] polarization constituents are simply determined by Eq. (7).

The calculated dependence of $\Delta R/R$ as a function of $f_1$ is shown in Fig. 6. Noting that $f_1=0$ describes the situation where the lowest exciton state is completely bleached, and that recovery of oscillator strength due to relaxation would cause $f_1$ to increase towards its maximum value of 0.8, the variation of $\Delta R/R$ with $f_1$ describes the temporal evolution of the reflectivity. The probe energy of each panel in Fig. 6 is indicated by the arrow in Fig. 5(d). The temporal change of $\Delta R/R$ has positive value for both [110] and [110] polarizations when measured on the higher energy side of the PL peak [see Fig. 6(A)], which is consistent with the data shown in Fig. 3(A). When the temporal change of $\Delta R/R$ is detected near the PL peak energy, the [110] component is positive as shown in Fig. 6(B), while the [110] is negative, which corresponds to the experimental condition shown in Fig. 3(C). When the probe energy is slightly shifted to the lower energy side, both the [110] and [110] polarization components of $\Delta R/R$ show negative signals as shown in Fig. 6(C). The relative intensities between the [110] and [110] components are reversed and the [110] component finally becomes dominant as shown in Fig. 6(D), which should be compared with the results shown in Figs. 3(E)–3(G). All these good agreements between the simulation and the experimental results clearly indicate the validity of our model.

The transition dipole moment $\mu$ is estimated from the oscillator strength $f$, 

$$\mu = \sqrt{\frac{e^2 \hbar}{2m\omega_0}} f,$$

where $\omega_0$ is the resonant optical transition frequency. We obtain $\mu=11.4$ D at $\hbar \omega_0=1.62$ eV. From Eqs. (7) and (8), averaged thickness of the QD layer, viz., 5 nm. Again, the homogeneous linewidth of each QD was assumed to be 10 meV. We note that the results are not sensitive to the actual value of the homogeneous width as long as it is much smaller than the inhomogeneous broadening. In fact, even when the homogeneous width was changed by a few times, the calculated macroscopic spectra showed a very slight change (only a few percent in intensity).

Since the PL intensity is proportional to the oscillator strength $f$, Eq. (1) may be recasted as

$$P(\omega) = \frac{f_x(\omega) - f_y(\omega)}{f_x(\omega) + f_y(\omega)}$$

with

$$f = \sqrt{f_x(\omega)^2 + f_y(\omega)^2},$$

where $f_x$ ($f_y$) is the oscillator strength along the [110] ([110]) direction. The relationship between the anisotropy in the oscillator strength and the confinement energy was obtained to

FIG. 5. (Color online) Model calculations. (a) Distribution of QDs as generated by the Monte Carlo simulation. The optical anisotropy is introduced by taking the anisotropy of the oscillator strength as shown by the thick curves in (b) into consideration. The thin curves in (b) show the dipole moment evaluated from Eq. (8). (c) Degree of polarization calculated from the curves shown in (a). (d) Calculated macroscopic reflectivity change spectra. The arrows A–D correspond to the probe energies where the curves A–D shown in Fig. 6, respectively, are calculated.
the transition dipole moments along [110] and [\{10\}] at the PL peak energy are evaluated to be \( \mu_x = 7.8 \text{ D} \) \((f_1 = 0.37) \) and \( \mu_y = 10.7 \text{ D} \) \((f_1 = 0.71) \), respectively. We evaluated the dipole moment as a function of the PL energy as shown in Fig. 5(b): the dipole moment along the [110] \([\{10\}] \) direction decreases with increasing \((\text{increasing})\) the size of QDs.

It is interesting to compare this result with other QD systems. Several authors have evaluated the transition dipole moment by observing Rabi oscillations, which is typically \( \mu = 75 \text{ D} \) for a GaAs QD,\(^{15} \) and \( \mu = 9–60 \text{ D} \) for InGaAs QDs.\(^{16–18} \) We note that Rabi oscillations in InP QDs have not been reported. It will be very informative to compare the oscillator strength evaluated by different experimental methods. In this sense the observation of Rabi oscillation in InP QDs is an important subject for future work.

We note that the oscillator strength can be theoretically deduced from the radiative life time \( \tau \).\(^{40,41} \)

\[
f = \frac{1}{3} \frac{3 \pi \varepsilon_0}{\varepsilon n} \frac{2mc^3}{\hbar \omega_0^2},
\]

where \( n \) and \( c \) are the refractive index and the speed of light in vacuum, respectively. We expect that the radiative life time can be experimentally obtained from PL decay measurement. When the excitons are strongly confined in QDs, they decay faster owing to a strong interaction with the surface, resulting in the reduction of the radiative lifetime. Further, nonradiative processes should be taken into consideration when measured at higher temperature, which also shorten the PL decay times. We should be therefore careful when evaluating the oscillator strength from the PL decay measurements.

In the strong confinement limit the theoretical value of the oscillator strength is given by\(^{14} \)

\[
f = \frac{1}{3} \frac{1}{\hbar \omega_0} \left| \langle \phi_1 | \psi_0 \rangle \right|^2 \frac{E_p}{\varepsilon_0},
\]

where \( \left| \langle \phi_1 | \psi_0 \rangle \right| \) is the overlap of the envelope functions in the lowest exciton state. When the Kane parameter \( E_p \) is set to 20.4 eV for InP,\(^{12} \) and the overlap integral is taken to be unity, we obtain \( f = 4.2 \), which is about five times more than the experimentally obtained \( f \) value. One of the reasons of small \( f \) observed in the experiment could be due to a small overlap of the envelope functions. In our previous study, the separation between the electron and hole in the ground state was evaluated to be 7 Å along the \( z \) direction.\(^6 \) At the moment we attribute that this is one of the possible origins of the small \( f \). In addition, in the present model, the QD layer is not treated as a thin layer with reflection from the two interfaces. We have also neglected local field correction. Because of the odd shape and finite size of the QDs, a model that takes care of the geometry and local-field effects accurately is rather complicated but highly desirable. Also a more detailed theoretical study will be necessary in order to determine the exciton wave functions in QDs. This is left for future study.

**IV. SUMMARY**

We have studied the optical properties of the InP QDs by means of pump-probe spectroscopy. The temporal change of \( \Delta R/R \) is composed of two constituents. The fast component that decays about 100–200 ps, which depends on the probe energy, reflects the exciton lifetime. The spectral shape of the temporal change of \( \Delta R/R \) have been calculated by a Monte Carlo simulation using a model dielectric function for confined excitons in single QDs, which well reproduces the experimental results. An attractive advantage of the current technique is that it permits us to deduce the oscillator strength without observing the Rabi oscillations in a single QD.

The transition dipole moments along the [110] and [\{10\}] directions have been evaluated to be \( \mu_x = 7.8 \text{ D} \) and \( \mu_y = 10.7 \text{ D} \), respectively. The corresponding oscillator strength is 0.8, which is about five times smaller than simple theoretical estimates. As a possible origin of the small \( f \) value, we have proposed a small overlap between the electron and hole, as expected from the existence of a permanent dipole moment.
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more unknown parameters. Compared to the simplified model considered here, inclusion of biexciton gain can reduce the oscillator strength estimate by up to a factor of 2, while Auger-like processes will suppress biexciton gain.


