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Chapter 1

Introduction

According to the report from World Health Organization or WHO, despite the growth of
medical technology nowadays, CVDs are the number one cause of death globally, approx-
imately 17.9 million people died in 2016 and 85% of the deaths were due to heart attacks
and strokes [World Health Organization 2017]. Another recent statistic report form the
American Heart Association had shown that in America, people die from CVDs roughly
every 42 seconds [Mozaffarian et al. 2016].

Following the WHO definition, “Cardiovascular disease refers to the group of disorders
in heart and blood vessels” [American Heart Association 2018; Pruthi 2018; World Health
Organization 2017]. These diseases can lead to a heart attack or stroke if left untreated.
There are several common cases of CVDs. For example, a peripheral vascular disease
which refers to when a blood vessel becomes blocked, narrowed or spasmed [American
Heart Association 2016a]. Rheumatic heart disease is when the heart valves were damaged
causing the blood to flow backward or blocked [Rheumatic Heart Disease Australia 2019].
Cardiomyopathy refers to the conditions that commonly affect the heart muscle, for example,
hypertrophic or dilation. These heart muscle abnormality will interrupt blood flow and can
easily cause heart failure [American Heart Association 2016b]|. Furthermore, [Doost et al.
2016] pointed out that CVDs are mainly caused by the malfunctions or defects discovered
in the left ventricle chamber of the heart and it is vital for the practitioner to give it the
highest inspection priority.

Recognizing the conditions requires an extensive amount of knowledge and experi-
ence from the doctors. Also, in the case of American, the need for the new generations
of cardiologists is substantially high because of the growing demands and the geographic
maldistribution of the services in the underserved area [Narang et al. 2016]. In the same
manner with the rest of the world, it is crucial to rapidly train new medical trainees and
students to become professionals as fast and as efficient as possible [Townsend et al. 2016].
Heart muscle and blood flow analysis is vital for doctors and cardiologists. Even though
there are tools for such analytical operations, most of those tools are aiming for advanced
users which makes it challenging for early in-training students to access.

Hence, an educational oriented tool that is moderately easy to use will definitely help
the students grasp the medical concepts significantly faster. To investigate the matter,
a one-hour interview was arranged in order to consult with a doctor professor about a
tool that can help the medical students improve their understanding and strengthen their
learning capability. The doctor is currently teaching and positioning in a famous medical



school in Bangkok, Thailand. During the interview, the professor mentioned that it is
challenging for the students to grasp the physiology concepts with just the traditional 2D
diagrams from the textbooks. 3D materials are extremely useful and are proven to help
them understand the lessons better. However, MRI and CT-scan are too expensive and
technologically challenging to be integrated into the classes and even if the students have
access to the 3D models, there are no movement or flow to be observed. Hence, a tool that
can offer the benefits of both worlds would undoubtedly assist the students in their learning
experiences.

Therefore, the purpose of this research is to explore the possibility of developing such
a tool. The system is required to be

e Easy to use: Medical students must be able to intuitively use the software with ease.
e Interactive: The software must respond to the students’ configuration in real time.

e Moderately accurate: Since education is the aim of this system, the results must
be realistic enough to not mislead the students.

Hence the implementation technique must be considered accordingly. The rendering in
this environment is composed of two primary systems (1) elastic model and (2) fluid flow
simulation. There are numerous techniques that can be used for both domains, but the
most suitable method for this particular setting is “Position Based Dynamics” or PBD due
to its stability, controllability, speedy nature and above all, PBD can unify both systems
into a singular module. More details would be discussed in the next section.

The contribution of this research is to investigate the feasibility of using this modern
simulation technology, PBD, to create an educational heart and blood simulation system
for medical students. The rest of this paper is organized as follows. Related works and
PBD are reviewed in section 2 and 3. The proposed method and the results are presented
in sections 4 and 5. Finally, expert interview and discussions will be drawn in section 6 and

7.



Chapter 2

Related Work

Heart and blood simulation is one of the active fields in Computer Graphics and continues
to gain more popularity. Still, most of the researches are either focusing on the heart model
simulation or the blood flow simulation, research that emphasis on combining the two are
yet to be found.

Heart model simulation essentially falls under the domain of elastic simulation in
the field of Computer Graphic. Elastic or deformable objects are referring to objects that
will deform when a certain amount of force was applied but can return itself back to its
original state. Numerous techniques had been developed for this particular problem, but
perhaps the most dominating techniques are Finite Element Method (FEM), and Finite
Volume Method (FVM) as they were used in [Baillargeon et al. 2014; Berberoglu et al.
2014; Gonzales et al. 2013; Klepach et al. 2012]. Though their purposes were different, all
of the cited papers were using FEM and/or FVM to construct a deformable human heart
model to investigate the cardiac structural properties. [Baillargeon et al. 2014] aims to create
a heart model with all four chambers and valves with electrical and mechanical simulation.
[Gonzales et al. 2013] offer an alternative solution to map cubic Hermite finite elements and
improve the accuracy of the human atrial model. [Berberoglu et al. 2014] coupled the heart
model with electromechanics to detect possible cardiac dysfunctions while [Klepach et al.
2012] attempts to inspect cardiac growth of left ventricle in relation to myocardial infarction
(MI) and surgical ventricle restoration. Since FEM and FVM were originally created to solve
mechanical engineering problems, both of them can provide excellent results, however, there
are several drawbacks that made them unsuitable for this research. The methods require
a lot of configurations and parameters settings from the user in order to influence the
simulation and also requires a certain amount of time to compute due to an extensive set
of physics equations.

Additionally, [Nakashima et al. 2016] proposed an interactive method to construct a
deformable heart model. The research offers a solution to simulate the model of a human
heart based on an MRI scan of the patient. The constructed model represented the pa-
tient’s heart very accurately and the system allows the user to interact with the model
such as tissue cutting and pinning with ease. Another research [Bender et al. 2015] offers
an alternative surgical cutting system for human muscle and tissue. The solution utilizes
a contemporary graphic simulation technique called “Position Based Dynamics” or PBD



in order to provide a fast and accurate simulation of electrosurgery. The solution in this
paper offers not only the simulation of the deformable tissues but also the simulation of
the surgical cutting in an interactive environment. However, these researches still haven’t
included the integration of blood flow simulation yet.

Blood flow simulation falls under fluid simulation in Computer Graphics. In this
area Computational Fluid Dynamics (CFD) seems to be the most respected methods. In
the case of CFD, the produced results are really accurate which is why most researches that
utilized CFD aim for deployment in the actual medical diagnosis and prognosis. A review
paper [Doost et al. 2016] clearly addressed the state of art of heart blood flow simulation.
The paper reviewed over 31 highly accurate blood flow simulation techniques that centered
around CFD. Almost all of them use an MRI scan while the rest use CT-scan. Despite that,
the paper informed that the methods are still not clinically applicable due to the limitations
on computational time and the fact that some important phenomenon cannot be integrated
into the simulation still. [Selmi et al. 2019] also utilized CFD to simulate the pulsatile blood
flow to compare the result in different types of arterial fenestrations while [Tyfa et al. 2018]
used the technique to investigate the blood flow in the human aorta.

While most CFD methods offers an accurate but time-consuming solution, with a little
tradeoff, Smoothed Particle Hydrodynamics or SPH offers a significantly faster one. The
vital aspect that makes SPH quicker than other CFD methods is that SPH is a meshless
approach, though the precision might not be as high as the mesh-based approaches [Mon-
aghan 1992; Springel 2010]. [Caballero et al. 2017| used SPH with MRI model to simulate
the left ventricular blood flow while [Palyanov et al. 2016] reviewed the application of SPH
in simulating the mechanism of biological tissue. It is also notable that all of the mentioned
researches presented their result in blood current, blood velocity chart rather than in fluid
particles and not interactive.

Position-based Dynamics or (PBD) is a recently created method [Bender et al.
2014]. This method ignores the force and acceleration computational steps which hastened
the process but still yield reasonably accurate results. Moreover, the method requires very
little configuration and parameters setting form the user to manipulate the simulation and
it provides an efficient way to simultaneously combine multiple types of simulation, e.g.,
deformable objects and fluid simulation together. Additionally, [Miiller et al. 2004] had
proposed an interactive blood simulation using the combination of SPH and PBD which
results in a very interesting and visually pleasing result in 3D. For these reasons, PBD is
the most suitable method to be implemented in this particular system.



Chapter 3

Position Based Dynamics

As mentioned in the previous section, “Position Based Dynamics” or PBD is a recently
developed graphics simulation technique that is wildly known and praised for its reasonably
fast and accurate result [Bender et al. 2015; Macklin et al. 2014; Miller et al. 2003, 2007]

Traditionally, computer graphic simulations are done by using the physics equations to
initially calculate the force, acceleration, and velocity of the particle, then use the computed
velocity with the integration of time to finally calculate the position corresponding to that
particular time. The computational cost can exponentially scale with the level of complexity
from the simulation. On the other hand, PBD tries to surpass such limitation by directly
compute velocity and position without calculating the force and acceleration. This reduces
the computational steps in half and can assuredly accelerated the simulation time.

Figure 3.1: Traditional physics-based simulation
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Figure 3.2: Position-based dynamics simulation

In addition, PBD can successfully abbreviate those steps by handling the law of physics
implicitly. Instead of directly calculate the force and acceleration, PBD makes sure that
the laws of physics are met by adopting a programming technique called “Constraint-Based
Programming”. The core concept of constraint-based programming is to create a set of
constraints that during the operation, the computer has to satisfy. The details of such con-
straints will be discussed in later sections. Consequently, the PBD technique can indirectly



guarantee that the simulation will still be accurate without calculating the force and accel-
eration. Fig.3.1 shows the process flow of the traditional physics-based computer graphic
simulation and Fig.3.2 shows the process flow of Position Based Dynamics simulation. With
these interesting benefits of PBD, this research will be utilizing the technique.

3.1 Constraints

Constraints in PBD are restrictions that typically imitate the laws of physics. They can be
defined as an function of positions, e.g., C'(x). Traditionally, C'(x) would be defined as either
equality C'(x) = 0 or inequality C(x) > 0 equations which refer to bilateral and unilateral
constraints respectively. During the simulation, PBD needs to have a position solver and
its goal is to find correction vector Ax that satisfy either C(x + Ax) =0 or C'(x + Ax) >
0 depends on the type of constraints defined. Additionally, in this specific simulation,
the blood fluid will be represented by individual particles and the heart model will be
represented by interconnected particles in order to employ the meshless SPH approach.

In this system, a non-linear Gauss-Seidel solver will be used [Bender et al. 2015]. Ap-
proximately, the constraint equation can be written as equation (3.1) by using a Taylor
expansion. After solving equation (3.1) for Ax, and considering the mass of each particle
m;, the correction vector that satisfy the constraints can be computed.

Clx+Ax)~ C(x)+vC(x) - Ax =0 (3.1)
Ax = IM 7 (x) (3.2)
where M is the inverted mass matrix M = diag(my,...,my). The correction vector

for the particle ¢ can be written as;
AX; = = w; Vg, C(%) (3.3)
where
_ C(x)
25 wi| Va, C(x)[?

where w; = mL is a weight of particle 7. The equation can be reformulated using the

(3.4)

mass matrix M as;
_ C(x)
T VO™ Ty O(x)

Finally, after the positions are corrected and velocities will be updated by using a

(3.5)

timestep lenght At.
 Ax

Ay = =X
V=AY

(3.6)



3.2 Implementation

Algorithm 1 shows the main process of carrying out PBD which was quoted from [Bender
et al. 2015]. The first for loop is for initializing x;, v; and weight w; which are the old
position, velocity and weight of the particle i. Lines (4)-(7) are for estimating the possible
new position p; and velocity v; given the old position, old velocity, weight, external force, and
timestep by using simple symplectic Euler integration. Please note that external force, in
this case, is just the gravitational force (9.81 m/s?). Later, collision constraints and external
constraints are generated in line (8)-(9). Toward line(10)-(11), the rest of the constraints
will be handled and the possible new positions will be corrected multiple times according
to the number of iteration defined by the “solverlteration” Finally, in line (12)-(15), the
new corrected positions and velocities will be updated.

Algorithm 1 Position-Based Simulation Pseudocode [Bender et al. 2015]

1: for all vertices 7 do

2: initialize x; = x?, v =V w;, = %
3: loop

4: for all vertices i do

5 Vi v, + At X w; X femt(xi)

6: for all vertices i do

7 pPi < X, + At X vy

8 for all vertices i do

9 GENCOLLCONSTRAINTS(X; — P;)
10: for solverlteration times do

11: PROJECTCONSTRAINTS(CY, ..., Chit Mooy P1s-- -3 PN)
12: for all vertices i do

13: Vi —(p‘gtxi)

14: X; < D;

15: VELOCITYUPDATE(V,, ..., VN)




Chapter 4

Proposed Method

In our method, there are 4 main components to be considered; (4.1) Heart model simulation,
(4.2) Blood simulation, (4.3) Cardiac cycle simulation and (4.4) Heart and blood interaction
simulation, which will all be discussed in this section.

Before advancing into the constraints, this section will explain the utilization of PBD
in this research. Fig.4.1 shows the main process of the PBD implementation.

Predict velocities and positions
v = vt + Atf,
x"=x'+ Av'

Adjusting the predicted velocities and positions

!

Cardiac cycle simulation

!

Heart and blood interaction
handling

!

Constraint and collision

handling

A4
Update the new velocities and positions
php _ Xoxt
At ?
2EHL — xt

v

Figure 4.1: Algorithm flow

Initially, the system will try to predict the new position x* based on the new velocity v*
which computed by adding the previous velocity v/ with the multiplication of the timestep
At and external force f similarly described in the previous section. In the second step, the
movement of the cardiac cycle will be simulated. The heart model will deform according to
the cardiac rhythm. If x* of any particle penetrates the model, it will be corrected during
the second step namely, Heart and blood interaction handling. Thirdly, all collisions and
constraints will be managed, x* and v* will again be updated accordingly. Finally, the



“+1 and velocity vi*! of the timestep

system stores the x* and v* as the current position x
t+ 1.

These steps will be repeated for the whole simulation. In PBD, the animation properties
of the models are controlled by employing constraints. Thus, designing them is a very crucial

element of this research. The constraints are classified and explained in the next section.

4.1 Constraints for Heart model simulation

The deformable constraints will be applied to the heart model to achieve the soft and non-
rigid property of the heart tissue. There are 2 main constraints for deformable objects that
will be adopted in this method which are (1) Tetrahedron volume conservation constraints
and (2) Triangle face area conservation constraints.

4.1.1 Tetrahedron volume conservation constraint

(a) Sample heart model texture (b) Sample heart model tetrahedrons

Figure 4.2: Sample heart model

The heart model in this research will be comprised of tetrahedron meshes as shown in
Fig. 4.2. During the active movement of the cardiac cycle, the positions of the mesh vertices
have to be changed in order to create the deformation effect. For instance, in the case of
contraction, the muscle will be contracted together in order to force the blood throughout
the entire body and during the release phase, the muscle must be expanded to support the
new volume of blood entering the heart.

At the same time, moving the position of the mesh vertices without any restriction can
cause misrepresentation of the heart structure. In order to maintain the shape and structural
properties of the heart, the volume of the mesh has to be controlled and preserved. Thus,
the tetrahedron volume conservation constraint was used.

This constraint aims to conserve and maintain the volume of the mesh in the heart
model to hold their structure. The equation is listed below;

1
C(x1,X2,X3.X4) = E(Xm X X31) X410 — Vo (4.1)



Figure 4.3: Tetrahedron vertices and edges

% - é(xrestzJ X XT‘eSt3y1) : xrest471 (42)

where X1, X2, X3, X4 are the four vertices or corners of the tetrahedron and x; ; represent

the edge vector for the vertex ¢ and j (ex, X213 = X2 — X;) as shown in Fig.4.3. Vj is
the volume of the mesh at rest state which can be calculated by using equation (4.2)
where Xpest; ; Xresty > Xrests» Xrest, are the four vertices of the tetrahedron at rest state. This
constraint is a bilateral constraint which means it will be satisfied when C'(x1,x2,x3,%x4) = 0
[Macklin et al. 2014]. The position correction Ax for this constraints can be computed by

substituting equation (4.1) into equation (3.3).

4.1.2 Triangle face area conservation constraints

Besides the mesh volume, the surface area of the triangles that are representing the mesh
has to also be maintained. The constraint is listed below.

1
C(x1,%2,X3) = §|X271 X X31| — Ao (4.3)
1
Ag = §|Xrest2,1 X xrest3,1| (44)

where X1, X9, X3 are the three vertices of the triangle and Ag is the area of the triangle at
rest state which can be calculate by using equation (4.4). This constraint is also a bilateral
constraint [Bender et al. 2014] and the position correction is calculated by also substituting
equation (4.3) into equation (3.3).

4.2 Constraints for blood simulation

This research uses particles to represent the blood fluid and adopts 3 main constraints
including (1) Collision with environment constraint, (2) Collision with particle constraint,
(3) Density constraints. Besides, this research also utilizes XSPH with an implicit solver to
introduce the viscosity effect or the stickiness of the blood [Springel 2010].

10



4.2.1 Collision with environment constraint

T
Origin ; 11.1 xl

/S A S S S

Figure 4.4: Tetrahedron vertices and edges

This constraint aims to maintain the distance between the fluid particles and the sur-
rounding environment, including the heart muscle, to support the non-penetrable property.

The equation is displayed below.
C(Xz) = niTXz' — dyest =0 (45)

where n; is the normal vector of the normalized contact plane for each particle i, x;
represent the position of the particle ¢ in the coordinate system with its origin on the contact

plane and d,.g is the distance to maintain at the rest state.

4.2.2 Collision with particle constraint

The purpose of this constraint is to make sure that the fluid particles will not penetrate
each other by using a similar mechanism as the previous constraint.

C(xi,%x5) = [xi5] — (ri +15) >0 (4.6)

where x;; is the distance between particle 7 and j. Also, r; and r; are the radii of the
2 particles.

4.2.3 Density Constraints

In order to accomplish realistic fluid behavior, density conversation is also a notable aspect
to consider. Assuming that the mass of each particle m; is constant, in that case, a constant
density p represents the volume conservation. Hence, a constraint for the fluid density p

can be introduced as;

Clxp,.. . %) = 22— (4.7)
Po

where py is the density of the fluid at rest state and p; is the volume at the particle ¢
which defined as the sum of smooth kernels of the surrounded neighbor particles [Monaghan
1992].

Pi = ijVV(xi — Xy, h) (48)
J

11



Then, in order to solve these constraints derivative of equation (4.8) is needed and can
be calculated by using the gradient of SPH kernel.

1 T Wi(x; — x4, h if k=1
vkai _ = Z] V k (X X] ) l Z' (49)
Po | — Vxi W(XZ — Xy, h) if k= ]
Finally, the correction position Ax; for particle i can be calculated by;
1
Ax; = p—Z(Ai + ) v W(x; —x;,h) (4.10)
0
j

4.2.4 Viscosity acceleration (XSPH)

Due to the fact that blood is thicker than normal fluid, viscosity is needed to be applied
in order to visualize the stickiness of the blood. Viscosity could be added implicitly by
multiplying the viscosity constant along with the SPH kernel [Peer et al. 2015].

k .
v, =V, — Z:[’y@(vZ —v;)W(x; — x5, h)] (4.11)

v; represent the new velocity vector while «y is the viscosity constant, v; and x; are
the current velocity and position of the particle ¢ respectively and m; is the particle’s mass
which assumed to be 1. Also, k refers to the total neighbor of particle ¢ within a support
radius h. Unlike the constraints described before, viscosity is applied as an external force
in line (5) of algorithm 1.

4.3 Cardiac cycle

There are two phases in human cardiac cycle [Betts 2013]. The contraction phase where the
heart shoots the blood throughout the body is called “Systole” and the relaxation phase
which suggests to the moment when the muscle relaxes to allow the blood to fill the chambers
is called “Diastole”. These two stages can be expanded into more aspects including blood
valves behavior, pumping rhythm and so forth, however for this study, only contraction and
relaxation motion will be focused. Moreover, as discussed in the introduction section, the
left ventricle chamber of the heart is the most essential component to be inspected in CVDs
diagnosis, hence solely the systole and diastole phase of the left ventricle chamber will be
focused.

4.3.1 Ventricular Systole

In systole, the ventricular muscles contract, starting to increase the blood pressure inside the
ventricle chambers and finally the pressure forces the blood to begins opening the valves
which direct the blood to the atriums. Generally, the left ventricle will generate more
pressure than the right ventricle. However, both still deliver the same quantity of blood to
the atriums [Betts 2013].

In order to imitate the muscle contraction, the surface particles of the heart must be
explicitly shifted toward a certain point which is known as the center of the contraction.
This center point is assumed to be the center of the heart model itself. Then the accurate

12



number of animation step should be calculated based on the actual cardiac cycle to best
embody the motion. Fig.4.5 visualizes the process, while d represents the position of the
surface particles at rest state and d* represents the newly calculated position toward the
center of the contraction.

d .
® |
O |
‘Y Y

d

< vy
[
Yahw

/

Of¢

Figure 4.5: Systole motion

4.3.2 Ventricular Diastole

In diastole, the ventricular muscle relaxes causes the pressure of the blood inside the ven-
tricles to drop. When the blood pressure inside the ventricles is dropped below the blood
pressure inside in the atriums, the blood from the atriums will flow passes through the
valves into the ventricles [Betts 2013].

To recreate the phenomenon, the surface particles have to be relaxed from the contrac-
tion. This can be archived by stop applying position changes to the particles and let the
programmed constraints to reset the position of the particles into their resting stage.

4.3.3 Simulate cardiac cycle motion

This subsection discusses the actual implementation of the cardiac cycle. As discussed,
there are 2 phases of the cardiac cycle; systole and diastole. The heart will only spend a
certain amount of time in each phase. If the duration is long the heart rate will be low and
vice versa. Naturally, this “beating duration” is only a split second, therefore this simulation
model will be referring to this duration as a multiple of timestep At rather than second.
Moreover, the model also has to know the length that the heart muscles will move in each
timestep which will be defined as “beating displacement”. This length can be regarded as
the difference between d and d* as shown in Fig.4.5. Additionally, in a learning environment,
medical students should be able to explore multiple cardiac cycle cases. Naturally, the whole
ventricular chambers will actively contract, however, there are cases where only part of the
chambers actually move. Hence in order to offer an interactive feature to also simulate those
cases, the system will allow the students to explicitly select the part of the model that will
participate in the systole phase. These parts can be selected according to the specific cycle
that the students want to see. Since the model is representing by particles, these selected
parts will be regarded as “selectedBeatingParticles” in Algorithm 2. In conclusion, there

13



are three elements that the system needs to know in order to simulate the cardiac cycle
including the beating duration, beating displacement and selected beating particles.

The cardiac cycle can be simulated as follow. For the systole phase, the heart muscles or
the selected beating particles will be shifted toward the center of the heart by the value equal
to the defined displacement for an amount of time equal to the defined beating duration. For
example, if the beating duration is defined as 10 timesteps and the beating displacement is
defined as 0.01 [m]. In the systole phase, the heart muscles will be shifted toward the center
by 0.01 [m] for 10 timesteps which means at the end of this systole phase the heart muscles
will be contracted by 0.1 [m] from its rest state. For the diastole phase, the model will
stop shifting the muscles and allow the Position Based Dynamics to manage the deformable
constraints which will eventually return the muscles into its original state.

In order to actually implement this, the system needs to keep track of the current
phase and the amount of time that the model has remained in that phase. The current
phase of the model is referred to as “State” and the amount of time is referred to as “Steps”.
Also, two constant parameters have to be defined namely, BEATING_DURATION and
BEATING__DISPLACE which refer to the beating duration and the beating displacement
mentioned in the previous paragraph. During the simulation, the muscles will be shifted and
the steps will be incremented each round. If the steps have exceeded the beating duration,
the steps will be reset to 0 and the current state will be switched as shown in Fig.4.6. The
algorithm is presented in Algorithm 2. Line (1)-(3), the constant parameters will be defined
along with variables such as “steps” and “state”. Originally, the state will be initialized as
“systole” and steps as 0. During the simulation, the first step is to simulate the deformable
properties of the heart model by calling the function “SimulateDeformableHeartModel” in
line (5), then the algorithm will check if the current state is “systole”, if so it will continue to
move the beating particles toward the center of the heart according to the defined beating
displacement by calling function “MovingParticles” as shown in Algorithm 3. “Moving-
Particles” function essentially calculate the directional vector dir from the current particle
position pointing toward the center of the heart and multiply it with the beating displace-
ment before adding it to the current position. The system can edit the positions directly
by using PBD. The process will be repeated to every particle in selectedBeatingParticles.

If steps < BEATING_RATE If steps < BEATING_RATE
steps++ steps++

else reset steps =0

Systole Diastole

else reset steps =0

Figure 4.6: Cardiac cycle simulation state diagram
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Algorithm 2 Cardiac Cycle Pseudocode

define BEATING_DURATION
define BEATING_DISPLACE
steps = 0, state = Systole
while true do
SIMULATEDEFORMABLEHEARTMODEL( )
if state == Systole then
MOVINGSELECTEDPARTICLES (heartcenter, selected Beating Particles,
BEATING_DISPLACE)
steps + +
9: if steps >= BEATIONG_DURATION then
10: steps = 0
11: SWITCHSTATE( )

o

Algorithm 3 Moving Selected Particles

1: function MOoVINGPARTICLES (heartcenter, selectedBeatingParticles,
BEATING_DISPLACE)
for particle Pos in selectedBeatingParticles do
dir = heartcenter — particle Pos
NORMALIZE(dir)
UPDATEPOSITION(particle Pos + (dir *x BEATING_DISPLACE))

Fig.4.7 shows the result of the described algorithms. Fig.4.7(a) and Fig.4.7(b) demon-
strating the end result of simulating the systole and diastole phase repectively. Similarly,
Fig.4.7(c) and Fig.4.7(d) also demonstrating the same state, but in the top view. Note that
the red circles refer to the selected beating particles that the user have selected.



(c¢) The heart model at the end of systole phase (d) The heart model at the end of diastole phase
top view top view

Figure 4.7: Result of the cardiac cycle simulation

4.4 Heart and blood interaction simulation

Since the three simulations described so far are based on the same technique which is PBD,
they can be effortlessly combined together into a singular simulation that meets all of the
mentioned constraints. However, in order to thoroughly realize the blood flow simulation,
an interaction between heart and blood should be cautiously considered.

There are three steps involved in the interaction which is shown in Fig.4.8 Initially, the
heart simulation model has to simulate the cardiac cycle motion described in the previous
section. Then, the system will attempt to identify if the blood particles have penetrated
the heart model. If the penetration is detected, the system will adjust the position. Finally,
the predicted positions and velocities will be updated.
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Heart and blood interaction flow

4 N
Simulate cardiac cycle motion
LN S
v
' R
Tetrahedron penetration detection
\ J
v
4 N
Update positions and velocities

Figure 4.8: Heart and blood interaction flow

4.4.1 Tetrahedron penetration detection

The heart model is represented by a tetrahedral model as shown in Fig 4.10. The model
composed of several tetrahedrons each with 4 faces. In order to test the penetration of a
particle against a tetrahedron, the system follows 2 steps.

1. Check if the particle is inside a certain tetrahedron.

2. Use Plucker coordinates to calculate the face that the particle enters the tetrahedron
and the intersection point [Platis et al. 2003].

A%

a2
J

Figure 4.9: Tetrahedron vertices and faces

The first step, a particle can only be considered inside a tetrahedron when it lies under
all the faces that hold the tetrahedron. Suppose a tetrahedron got Vg, V1, Vo, V3 as vertices
and Fg(VQ,Vl,Vz), FQ(Vl,Vo,V3), Fl(Vz,Vg,Vo), Fo(Vg,VQ,Vl) are the faces of the
tetrahedron as displayed in Fig.4.9. While V{§, Vi, Vi refer to the vertices of face Fj; for
example for F, above {V2 = V|, V? = V, V2 = V3}. Let X be a point that lie on the

17



face Fj, P; be the position of the particle j that is going to be tested. If N; is a normalized
vector of the cross product between (Vi — Vi) and (V4 — Vi) and U is a vector pointing
from X to P. Let ¢; be the dot product between N; and U, the position P; lies under the
face F; if and only if 6; is less than 0.

b =N;i - U =|(V] = Vg) x (V) = V)| - (X = P) (4.12)
0; < 0 <= position P lies under the face F; (4.13)

With equation (4.12) and (4.13), the particle would be considered inside a tetrahedron
when 6; < 0 for all F}, i € {0,1,2,3}.

Figure 4.10: Tetrahedral mesh

For the second step after the particle has been verified to be inside the tetrahedron, a
ray-tetrahedron intersection algorithm was adopted to detect the intersection point and the
entering face [Platis et al. 2003]. Plucker coordinates is an alternative way to represent a
line in 3-dimensional space by using 6-dimensional vectors. Given a ray r with a direction
vector L and determined by a point P, the Pliicker coordinates 7, are defined as followed;

m={L:LxP}={U,:V,} (4.14)

Also, given two rays r and s, the permuted inner product between them can be defined
as;

m Oms=U, -V, + U, -V, (4.15)
therefore valuable information can be derived as;

m ©ms >0 <= s goes counterclockwise around r
T ® s <0 <= s goes clockwise around r (4.16)

T ®7ms =0 <= s intersects or is parallel to r

By using this information, the algorithm can identify the entering and leaving faces
which are the face that the particle intersects when it begins to penetrate the tetrahedron
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and the face that the particle will intersect when it omits the tetrahedron. The ray r
will be held entering a face F;(V§, Vi, Vi) when it goes counterclockwise around all edges
of F; specifically, eg(Vi, V%), e1(V5, V§) and ey(V§, Vi) and leaving a face when it goes
clockwise around them.

r enters a face <= 7 O 7w, 20ViAND I j: 1 O 7, #0
7 leaves a face <= 1, O 7, <OViAND Ij: m Om; #0 (4.17)
r is coplannar with a face <= m, © 7, =0V i

The algorithm to obtain the entering face and the intersection point is illustrated in
Algorithm 4 and 5 sequentially. In Algorithm 4, 5; is the sign of (m, ® W;);

1, if 1. ® 7r§ >0
8t = sign(m, © ) =<0, if 7, © 7t =0 (4.18)
~1, ifmoi<0

It is notable that side product function in Algorithm 5 is the permuted inner product
of the Pliucker coordinate which is also demonstrated in equation (4.19).

Algorithm 4 Ray-Tetrahedron intersection pseudocode [Platis et al. 2003]

1 Fepger = mil

2: Fleqve = nil

3: for i =3,2,1,0 do

4:  Compute &3, 6% and 6%

5: if (64 #0) OR (6% # 0) OR (6% # 0) then

6: if (Fupter == nil) AND (64 > 0) AND (8¢ > 0) AND (43 > 0) then

T Fenter = F;

8: else if (Flege == nil) AND (64 < 0) AND (8% < 0) AND (65 < 0) then
9: Freqve = F;

Algorithm 5 Compute Cartesian Coordinate pseudocode

pos = (ug X V) + (u1 x V) + (uz x Vi)
dist = p — ||origin||

1: s = SIDEPRODUCT(ray, €g)
2: 51 = SIDEPRODUCT(ray, €)
3: so = SIDEPRODUCT(ray, €)
4: Uy = m

5 U= et

6: Uy = m

T

8:

SidePTOdUCt(Ll, LQ) = (Ll[O] X L2[4]) + (Ll[l] X L2[5D + (L1[2] X Lz[g])

(4.19)

Consequently, Algorithm 5 will yield the intersected point pos in Cartesian coordinates

along with the scalar distance value dist indicating how far the particle is inside the tetrahe-
dron. With these values, the system can now correct the position of the identified particles.
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This can be arranged by moving the particle along the ray r by the scalar dist plus the
particle radius radius to ensure that the particle is outside of the tetrahedron, the equation
can be written as follow.

p; = pi — {r x (dist + radius)} (4.20)

where pj is the corrected position and p; is the old position of the detected particle i.
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Chapter 5

Results

This chapter will discuss the environment used in the implementation process and the actual
results of the simulation.

5.1 Implementation Environment

Table 5.1 shows the computational resources used to implement this system while table
5.2, 5.3 and 5.4 demonstrating the constant parameters for blood, heart and cardiac cycle
simulation respectively. Note that timestep At = 0.005 for these experiments.

Table 5.1: Implementation Environment

CPU Intel(R) Core(TM) i7-7700K 4.20 GHz
RAM 16 GB

GPU NVIDIA GeForce GTX Titan

VRAM 6 GB

OS Window 10

Graphic API | OpenGL

Table 5.2: Blood simulation constants

Simulation type Constants Value
Fluid viscosity 0.04 kg/(s-m)
Particle Radius 0.08 m

Mass of fluid particle | 0.001 kg
Number of particle 1,000

Rest Density 1,000 kg/m3
Kernel support radius | 0.32 m

Blood

Table 5.3: Heart simulation constants

Simulation type Constants Value
Stiffness parameter 0.5
Gravitational acceleration | 9.81 m/s?
Heart Number of vertices 1061
Number of faces 2,118
Number of tetrahedrons 3,345
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Table 5.4: Cardiac Cycle constants

Simulation type Constants Value
BEATING_DURATION | 8
BEATING__DISPLACE | 0.08

Cardiac Cycle

5.2 Heart Model

This subsection shows the input 3D heart model that was manually drawn, by using a 3D
computer graphics software called Blender, to primarily verify the algorithms. Afterward,
it can be replaced with any 3D heart model. The input heart model is shown in Fig.5.1.
Note that in this research, only left ventricle with two valves and a blood vessel has been

simulated and modeled.

(a) Front view of the input heart model (b) Right side view of the input heart model

(c) Left side view of the input heart model (d) Top view of the input heart model

Figure 5.1: Input heart model
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5.3 Simulation results

This section will compare the result from initializing the position of blood fluid in the blood
vessel and the result from initializing it inside the heart chamber directly and also the
differences between integrating and not integrating the cardiac cycle. These four situations
will be simulated for the evaluation of this research as shown in Table 5.5.

The results will be presented as follow. For each experiments, there will be four sets of
images captured from the simulation in different time ¢ = {0,0.08,1.0,2.0}. A set of images
composed of four different views including front, right, left and top views represented by
sub figure (a), (b), (¢) and (d) respectively. The corresponding results, figure numbers and
computational time are also shown in Table 5.5.

Table 5.5: Simulated result

Start position of blood fluid | Cardiac cycle | Figures Computational time
1 | Inside the blood vessel No Fig.5.2 to Fig.5.5 1m 19508
2 | Inside the blood vessel Yes Fig.5.6 to Fig.5.9 1m 49 s 29
3 | Inside the heart chamber No Fig.5.10 to Fig.5.13 | 1 m 21 s 35
4 | Inside the heart chamber Yes Fig.5.14 to Fig.5.17 | 1 m 51 s 17
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(c) t = 1.00 (d) t = 2.00

Figure 5.2: Blood flow simulation in the vessel without cardiac cycle front view




(a) t=0 (b) t = 0.08

(c) t = 1.00 (d) t = 2.00

Figure 5.3: Blood flow simulation in the vessel without cardiac cycle left view
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(c) t = 1.00 (d) t = 2.00

Figure 5.4: Blood flow simulation in the vessel without cardiac cycle right view
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(c) t = 1.00 (d) t = 2.00

Figure 5.5: Blood flow simulation in the vessel without cardiac cycle top view
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(c) t = 1.00 (d) t = 2.00

Figure 5.6: Blood flow simulation in the vessel with cardiac cycle front view
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(c) t = 1.00 (d) t = 2.00

Figure 5.7: Blood flow simulation in the vessel with cardiac cycle left view
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(c) t = 1.00 (d) t = 2.00

Figure 5.8: Blood flow simulation in the vessel with cardiac cycle right view
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(c) t = 1.00 (d) t = 2.00

Figure 5.9: Blood flow simulation in the vessel with cardiac cycle top view

31



(c) t = 1.00 (d) t = 2.00

Figure 5.10: Blood flow simulation inside the heart model without cardiac cycle front view
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(a) t =0 (b) t = 0.08

(c) t = 1.00 (d) t = 2.00

Figure 5.11: Blood flow simulation inside the heart model without cardiac cycle left view
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(c) t = 1.00 (d) t = 2.00

Figure 5.12: Blood flow simulation inside the heart model without cardiac cycle right view
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(c) t = 1.00 (d) t = 2.00

Figure 5.13: Blood flow simulation inside the heart model without cardiac cycle top view
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(c) t = 1.00 (d) t = 2.00

Figure 5.14: Blood flow simulation inside the heart model with cardiac cycle front view
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(a) t=0 (b) t = 0.08

(c) t = 1.00 (d) t = 2.00

Figure 5.15: Blood flow simulation inside the heart model with cardiac cycle left view

37



(c) t = 1.00 (d) t = 2.00

Figure 5.16: Blood flow simulation inside the heart model with cardiac cycle right view
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(d) t =2.00

Figure 5.17: Blood flow simulation inside the heart model with cardiac cycle top view
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Chapter 6

Evaluation

After implementing the proposed method, another 40 minutes interview was conducted.
The interviewee was the same medical professor who provided the consultation about this
educational tool in the preliminary section. As mentioned, the professor is currently teaching
in a medical school in Thailand namely, Faculty of Medicine, Siriraj Hospital, and also
positioning in the hospital. The interview was conducted online via Skype video call. The
professor was presented with the simulation in real-time and was explained about the process
and flow of the simulation, then he was inquired about his evaluation with a set of guided
questions as shown in Table 6.1.

Table 6.1: Interview questions

Questions
1 | What do you think about the simulation in term of the accuracy of the mechanism?
2 | What do you think about the feature where the students specify the beating parts in systole
phase?
3 | What potential do you think this simulation model has to be integrated into medical edu-
cation?
4 | What features do think should be added in order to better serve the educational purpose?

Conclusively, the discussion points that he provided can be divided into 3 main cate-
gories; (1) Virtual accuracy, (2) Functionalities, and (3) Educational integration.

6.1 Virtual accuracy

The professor mentioned that the heart model and beating motion are quite genuine. In
systole phase, the heart will actually contract toward the center as shown in the presented
model. However, from the front view, the blood should enter the ventricular chamber from
the left vessel instead of the right. He also mentioned that the heart vessels or veins should
be thinner.

In addition, the doctor mentioned that it will be beneficial to see the blood flow enters
and leaves the heart in the vessels. That way the students can observe the blood pressure
in the vessels as well. Furthermore, the vessels conveying the blood into the heart should
be bigger than the one conveying the blood from the heart to the whole body.
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6.2 Functionalities

In term of functionalities, he stated that it would be more promising to observe real patient’s
heart models from CT or MRI scans. Moreover, there are two cases of CVD, namely irregular
and inconsistent beating, that he believed would be helpful for the students to visualize on
this platform. Irregular beating when the heart begins contracting without fully released, is
preventing the blood from filling the heart completely. If this happens the amount of blood
being pumped out will be less than normal. Meanwhile, Inconsistent beating is when some
sections of the heart aren’t beating at the same rate of the rest causing inconsistent blood
pressure. With the feature that allows the students to select the beating parts, these cases
can be simulated easily.

6.3 Educational Integration

As for the aspect of integrating this module into medical education, he agrees that the
platform got potentials and can be very helpful. Especially, if the module has been proven
to be capable of simulating the normal and abnormal cases, i.e. irregular and inconsistent
beating, the students will benefit greatly.
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Chapter 7

Discussion and future work

As a result, the 3D human heart and blood simulation proof-of-concept engine proposed in
this research has shown a considerable amount of potentials. The platform can simulate the
deformable heart model, blood flow and the interaction between the two in an interactive
environment, additionally, with a feature to manipulate how the heart should behave in the
cardiac cycle. With all of these in mind, the concept of using PBD to create an educational
oriented system has been proven plausible. Thus, with time and effort, such an innovative
tool is absolutely possible.

There are still a number of limitations in this research. Further study has to be done
to elevate the result to be even more realistic and educative, i.e. utilizing the CT or MRI
scan of the patient’ heart for a more detailed and precise model, and simulating abnormal
cases in comparison with the normal one as stated in the previous section. More noticeably,
the interaction between the heart model and blood flow is still one-sided. The interaction
presented in this research only considers the forces that the deformable object applies to the
fluid particles, but the forces that the fluid particles apply to the object is still overlooked.
This fluid and deformable object interaction issue is still ongoing in the field of PBD.

Furthermore, a well designed graphic user interface and parallel computing should be
included in the program. Since the main users of this program are the medical students and
professors, the interface should be designed in compliance with their needs and specifica-
tions. Also, to improve their experiences, better rendering methods, for instance, shading,
or texture mapping, should be added to the interface to deliver a more realistic simulation.
Besides, even though PBD is already a prompt method and this system has already imple-
mented CPU parallelism, utilizing GPU will still dramatically accelerated the computation
time.
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