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The coupling of the charge carriers passing through a molecule bridging two bulky conductors with
local vibrational modes of the molecule gives rise to distinct features in the electronic transport prop-
erties on one hand and to nonequilibrium features in the vibrations’ properties, e.g., their population,
on the other. Here we explore theoretically a generic model for a molecular junction biased by an
arbitrary dc voltage in the weak-coupling regime. We succinctly summarize parts of our past work
related to the signature of the electron-vibration interaction on the full-counting statistics of the cur-
rent fluctuations (i.e., the cumulant generating-function of the current correlations). In addition, we
provide a novel account of the response to an ac field exerted on the junction (on top of the dc bias
voltage); in particular, we study the nonequilibrium distribution and the displacement fluctuations of
the vibrational modes. Remarkably, we find a behavior pattern that cannot be accounted for by clas-
sical forced oscillations. The calculations use the technique of nonequilibrium Green’s functions and
treat the electron-vibration coupling in perturbation theory, within the random-phase approximation
when required. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4973707]

I. INTRODUCTION

Molecular junctions, which are metallic electrodes
bridged by a single molecule (or a few molecules), are
currently a subject of considerable interest due to their
possible applications in molecular electronics.1 The partic-
ular feature of these setups, which distinguishes them from,
e.g., quantum-dot or quantum-wire junctions, is the coupling
between the motion of the molecule’s vibrations, e.g., those of
the center-of-mass, and the single-electron tunneling. Nano-
electro-mechanical vibrations were indeed detected in a single-
C60 transistor.2 Early experiments, achieving almost a perfect
transmission via a single molecule, were carried out on break-
junction devices bridged by H2.3 Conductances comparable to
those of metallic atomic junctions were detected also for ben-
zene molecules coupled to platinum leads.4 These are just a few
examples of the huge body of experimental results concerning
electric transport through molecular junctions. However, these
devices have other attributes. Molecular junctions are partic-
ularly useful for studying electro-mechanical interactions in
the quantum regime. When the bias voltage across a molecu-
lar junction exceeds the energy of a given mode of vibration,
that mode can be excited, at low temperatures, by the elec-
trons injected from the source electrode. This results in an
additional contribution to the electric current. Whether this
inelastic event increases or decreases the measured differential
conductance is an intriguing question. At sufficiently strong

a)orawohlman@gmail.com

electron-vibration coupling, the current flow at low biases is
found to be suppressed, a phenomenon termed the “Franck-
Condon blockade.”5 On the other hand, a clear crossover
between enhancement and reduction of the dc conductance
was detected in shot-noise measurements, in a H2O molec-
ular junction,6 and in gold nanowires.7 Interference effects
on transport in molecular junctions have been studied both
experimentally and theoretically, see, for example, Ref. 8.
Beside electronic transport, other specifications of molecu-
lar junctions are being explored.9 Inelastic neutron tunneling
spectroscopy10 and Raman response11 were used to study the
molecular conformation and other characteristics of the junc-
tion itself. The electron-vibration coupling also induces renor-
malization, damping,12 and heating of the vibrational modes,13

whose study could explain certain features in the Raman spec-
troscopy of OPV3 junctions.14 Interestingly enough, the ability
to measure the thermoelectric effects in molecular junctions
provides a tool to determine the electronic structure of the
molecule, for instance, by monitoring the Seebeck coefficient
(for a recent review, see Ref. 15). Transport through molecular
bridges coupled to metallic electrodes has been also exploited
to investigate electronic correlations, e.g., bias-induced charg-
ing of the junction16 or the Kondo effect;17 see, however,
Ref. 18 for a different interpretation for the latter observation.

The theoretical analysis of transport through molecular
junctions has been carried out by a vast variety of methods.
These include ab initio computations (see, e.g., Refs. 19–22),
mixed quasi-classical and semiclassical approaches (see,
e.g., Refs. 23 and 24), calculations based on the scatter-
ing theory,25–27 constructions of quantum master equations,28
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using real-time path-integrals combined with Monte Carlo
computations,29 and more.

In this paper, we consider the effect of the electron-
vibration coupling on transport properties at an arbitrary bias
voltage, i.e., when transport is beyond the linear-response
regime. The coupling of the vibrations with the charge carriers
naturally involves also inelastic processes. At very low tem-
peratures, as considered in this paper, real inelastic scattering
events are feasible when the bias voltage exceeds the threshold
of the vibrational modes’ energy. One therefore expects unique
features at bias voltages around this energy. The application
of an additional ac field as considered below gives rise to an
interplay between the ac frequency and the frequencies of the
vibrational modes. The focus of our paper is the study of the
dynamics of the charge carriers and that of the vibrations of
the molecule over a wide range of bias voltages, vibrational
frequencies, and ac frequencies.

Under these circumstances, a suitable method to use is
that of the nonequilibrium Green’s functions, i.e., the Keldysh
technique.30 We apply this technique to the ubiquitous simple
model for molecular junctions, which replaces the molecule
by a quantum dot with a single localized level attached to two
electronic reservoirs. Electrons residing on the level exchange
energy with Einstein vibrations (or optical phonons), of fre-
quency ω0, resulting from oscillations of the junction, as
represented by the localized level. Even for a weak electron-
phonon coupling, this model, which has been pursued for more
than a decade, produces intriguing features in the transport
properties.31–33 As in our previous works on this topic,33–38

we confine ourselves to this regime, treating the electron-
vibration interaction in the lowest possible order in the cou-
pling energy.32,33,39–42 Note, however, that this procedure is
rather delicate and care must be taken in exploiting it (see,
e.g., the discussion in Sec. III). The limit where the vibrations
are strongly coupled to the charge carriers,43–47 and the effect
of electron-electron correlations,48–51 is beyond the scope of
this paper.

While considerable theoretical effort has been devoted
to the study of dc transport, less attention has been paid to
the response of molecular junctions to a frequency-dependent
electric field. The ac conductance for tunneling through an
arbitrary interacting quantum dot was analyzed in Ref. 52, and
polaronic effects were considered in Ref. 53, assuming that the
vibrational modes are equilibrated on a time scale shorter than
the transit time of the electrons through the junction. We focus
on the situation where the vibrational modes are equilibrated
via their interaction with the charge carriers; in particular, we
explore the effect on the full counting statistics (FCS), and the
modifications introduced by an ac field in the nonequilibrium
distribution of the vibrational modes, together with its effect
on the oscillations of the center of mass of the molecule.

Our paper is organized as follows. In Sec. II A we describe
the model used for the calculations. To set the stage for
the discussion of the ac current in the presence of arbitrary
dc voltages, in linear response to an ac field, we review in
Sec. II B certain properties of the dc current at finite voltages.
Section II C contains a detailed analysis of the ac response of
the junction; particular attention is paid to the dependence of
the response coefficient on the ac frequency. This part of the

calculation involves the consideration of various diagrams,
whose individual contributions to the ac transport coefficient
are not easy to anticipate. We list in the Appendix these dia-
grams, their detailed expressions, and display the plots of their
separate contributions to the ac response. The investigation of
the effect of an ac field on the dynamics of the junction is con-
tinued in Sec. II D, where we study two correlation functions
of the vibrations: the first is related to the nonequilibrium dis-
tribution of the vibrations, and the other to the fluctuation in the
displacement of the harmonic oscillator representing the junc-
tion. The dependence of the two quantities on the ac frequency
is analyzed. In particular, we find that the phase delay of the
fluctuation shows a structure at two specific values of that fre-
quency: one which can be explained by considering a classical
driven oscillator, and another which cannot; it stems from two-
vibration scattering by the charge carriers and thus exemplifies
a quantum electron-mechanical effect. Section III reviews our
recent results for the cumulant generating-function (CGF) of
our model and dwells in particular on its modifications due
to the electron-vibration coupling and the nonequilibrium dis-
tribution of the vibrations. An intriguing relation between the
full counting statistics and the theory of thermodynamic phase
transitions is pointed out. Section IV summarizes briefly our
work.

II. ELECTRIC CURRENT AND VIBRATIONAL
MODES DYNAMICS
A. The model Hamiltonian and the electric current

The model we use is depicted in Fig. 1: a localized
electronic level, of energy ε0, is coupled to two electronic
electrodes, which are held at two different chemical poten-
tials, µL + δµL(t) and µR + δµR(t). An ac field of frequency
ωac applied to the junction is represented by a periodic time-
dependence of the chemical potentials, δµL(R)(t). Specifically
we choose

µL + δµL(t) = µ + eV/2 + δµL cos(ωact),

µR + δµR(t) = µ − eV/2 + δµR cos(ωact),
(1)

where V is the bias voltage, and µ is the common chemical
potential of the electrodes. An electron on the level is coupled
to local Einstein vibrations; this coupling induces fluctuations
in the level energy.31–33,54,55 The model Hamiltonian is

H = Hlead +Hmol +Hph +Htun. (2)

The two electronic electrodes (assumed to be identical except
being kept at different chemical potentials) are represented by
free-electron gases,

Hlead =
∑

k

(εk − µ − eV/2)c†kck

+
∑

p

(εp − µ + eV/2)c†pcp, (3)

where c†k(p) and ck (p) denote the creation and annihilation oper-
ators of an electron of momentum k(p) and energy εk(p) in
the left (right) electrode, respectively. The Hamiltonian of the
localized level reads

Hmol = [ε0 + γ(b + b†)]c†0c0 , (4)
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FIG. 1. Illustration of the model used in the calculation. An electronic local-
ized level, of energy ε0, is coupled to two bulky electronic reservoirs, held
at two different chemical potentials, µL(R) + δµL(R)(t) for the left (right)
electrode. The charge carriers exchange energy with Einstein vibrations of
frequency ω0; the coupling energy of the electrons with the vibrations is
denoted γ. The difference µL − µR = eV is the bias voltage multiplied by
the unit of charge; δµL(R)(t) are monochromatic ac fields of frequency ωac
applied to the junction. These are treated in the linear-response approximation.

with the creation and annihilation operators, c†0 and c0, respec-
tively, for an electron on the localized level. The second
term in the square brackets is the (linear) electron-vibration

coupling: the creation and annihilation operators of the Ein-
stein vibrations are b† and b, respectively, and the electron-
vibration coupling energy is γ. The vibrational modes obey
the Hamiltonian

Hph = ω0b†b. (5)

(We use units in which ~ = 1.) Our calculations are carried out
in second-order perturbation theory in the electron-vibration
coupling, i.e., we keep terms up to order γ2. However, in the
absence of the ac field, this approximation is not sufficient
for the determination of the vibrations’ population [see the
discussions following Eq. (30) and in Sec. III].

The tunneling Hamiltonian connecting the localized level
with the left (right) electrode is specified by the tunneling
amplitude tL (R) and is written in the form

Htun,± =
∑

k

tLe±iλL c†kc0 +
∑

p

tRe±iλR c†pc0 + H.c. (6)

Here, λL(R) are the counting fields.37,56 These are intro-
duced to facilitate the calculation of the full-counting statistics
(Sec. III). In the long-time limit, the cumulant generating-
function depends only on the difference of the two, i.e.,
on

λ = λL − λR. (7)

As λL + λR counts the number of electrons flowing into the
localized level, the fact that the cumulant generating-function
depends solely on λ implies charge conservation. For the
calculation of the response of the system to the chemical
potentials, we set λL = λR = 0.

The average (time-dependent) current emerging from the left electrode is

IL(t) = −e
〈 d

dt

∑
k

c†kck

〉
= eRe *

,

∫
dt ′

∑
k

|tL |
2

[
Gr

00(t, t ′)g<k (t ′, t) + G<
00(t, t ′)ga

k(t ′ − t) − gr
k(t − t ′)G<

00(t ′, t) − g<k (t, t ′)Ga
00(t ′, t)

]+
-

. (8)

The current emerging from the right electrode is obtained from
Eq. (8) by the replacements L → R and k → p. Here, G00 is
the Green’s function on the localized level in the presence of
the coupling to the electrodes, the ac fields δµL(R), and the
electron-vibration interaction. The retarded and the advanced
electron Green’s functions are

Gr/a
00 (t, t ′) = ∓iΘ(±t ∓ t ′)〈{c0(t), c†0(t ′)}〉, (9)

and the Keldysh lesser Green’s function30 is

G<
00(t, t ′) = i〈c†0(t ′)c0(t)〉. (10)

The Green’s functions on the decoupled electrodes are denoted
by the lowercase gk (p), with

gr/a
k(p)(t, t ′) = ∓iΘ(±t ∓ t ′)〈{ck(p)(t), c†k(p)(t

′)}〉 (11)

and
g<k(p)(t, t ′) = i〈c†k(p)(t

′)ck(p)(t)〉 . (12)

We consider the response of the junction to the ac fields
in linear response. That is, while the bias voltage is arbitrary,
δµL(R) [Eq. (1)] are assumed to be small. To this end, we use
the expansion∑

k(p)

g<k(p)(t, t ′) = iν
∫

dεk(p)fL(R)(εk(p))e
−iεk(p)(t−t′)

× exp

[
i
∫ t

t′
dt1δµL(R)e

iωact1

]
, (13)

where

fL(R)(ω) = [eβ(ω−µ∓eV/2) + 1]−1 (14)
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is the Fermi distribution function of the electrons in the left
(right) electrode, and β = 1/(kBT ) is the inverse tempera-
ture. In Eq. (13), ν is the density of states of the electron
gases in the electrodes, at the common chemical potential.
[Note that δµL(R) cos(ωact) is replaced in the calculations by
δµL(R) exp(iωact).35] By expanding Eq. (13) to linear order in
the chemical potentials, we find

IL(t) ≈ IL + CLL(ωac)eiωactδµL + CLR(ωac)eiωactδµR, (15)

where IL is the dc current flowing from the left electrode. The
other terms on the right-hand side of Eq. (15) describe the
ac current emerging from the left electrode in linear response
(with respect to δµL and δµR).

We adopt the definition

I(t) = [IL(t) − IR(t)]/2 (16)

for the current flowing through the junction. In Sec. II B we
examine the dc current; Sec. II C analyzes the response to
the ac field, assuming for concreteness that δµL + δµR = 0,
and confining the discussion to a spatially symmetric junction.
With these assumptions, the response to the ac field is given
by a single coefficient

C(ωac) = [CL(ωac) + CR(ωac)]/2. (17)

(Since part of the coefficient CLL (RR) is cancelled against
CLR(RL ), the notations are modified.35) We remind the reader
that while the ac field is treated in linear response, the bias
voltage V is arbitrary.

B. The dc current

In the absence of the ac field (but in the presence of a
constant bias voltage), the dc current through the junction can
be written in the form (see, for instance, Ref. 33)

I = (IL − IR)/2

= e
ΓLΓR

Γ

∫
dω
2π

ImGa
00(ω)[fL(ω) − fR(ω)]. (18)

Due to the coupling with the leads, the localized level becomes
a resonance, whose width is Γ,

Γ = ΓL + ΓR , ΓL(R) = 2πν |tL(R) |
2, (19)

where ΓL (ΓR) is the partial width arising from the coupling
to left (right) electrode. These partial widths determine the
transmissionT of the junction at the average chemical potential
of the leads,

T =
ΓLΓR

(µ − ε0)2 + (Γ/2)2
. (20)

This derivation assumes that the tunnel coupling and the elec-
tronic density of states can be replaced by their values at the
average chemical potential of the leads, that is, tL and tR are not
modified by the coupling with the vibrations. An alternative
treatment would be to first carry out the small-polaron trans-
formation, which transforms tL and tR into functions of the
operators b and b†. Here we follow a straightforward second-
order calculation in γ. To order O(γ2), the two approaches are
identical. The Green’s function Ga

00(ω) is the Fourier transform
of Ga

00(t − t ′), Eq. (9) [note that at steady state the functions in

Eq. (9) depend only on the time difference]; to second order
in the electron-vibration coupling γ, it reads33

Gr/a
00 (ω) =

[
ω − ε0 ± iΓ/2 − Σr/a

Har − Σ
r/a
Ex (ω)

]−1
. (21)

Here ΣHar and ΣEx(ω) constitute the self-energy due to that
interaction. The Hartree term of the interaction gives rise to a
frequency-independent self energy,

Σ
r/a
Har = −iγ2

∫
dω
2π

G(0)<
00 (ω)Dr/a(0), (22)

and the exchange term is

Σ
r/a
Ex (ω) = iγ2

∫
dω′

2π

(
G(0)<

00 (ω − ω′)Dr/a(ω′)

+ G(0)r/a
00 (ω − ω′)[D<(ω′) ± Dr/a(ω′)]

)
. (23)

The electron Green’s functions appearing in Eqs. (22) and (23)
are zeroth-order in the electron-vibration coupling, as these
self-energies are proportional to γ2. The expressions for these
Green’s functions are

G(0)r/a
00 (ω) =

[
ω − ε0 ± iΓ/2

]−1
(24)

and

G(0)<
00 (ω) = i[ΓL fL(ω) + ΓR fR(ω)]G(0)a

00 (ω)G(0)r
00 (ω). (25)

[The greater Green’s function is obtained upon replacing f L (R)

by f L (R) � 1.] The Hartree term in the self energy is ignored
hereafter, as it just produces a shift in the localized-level
energy.

The expressions for the self-energies include also the
vibration Green functions, D,

Dr/a(t, t ′)= ∓ iΘ(±t ∓ t ′)〈[b(t) + b†(t), b(t ′) + b†(t ′)]〉 ,

D<(t, t ′)= − i〈[b(t ′) + b†(t ′)][b(t) + b†(t)]〉.
(26)

At steady state, the Fourier transforms of the vibration Green’s
functions are

Dr/a(ω) =
2ω0

(ω ± iη)2 − ω2
0 + 2ω0Π

r/a(ω)
(27)

for the retarded and advanced functions and

D<(ω) = Dr(ω)Π<(ω)Da(ω) (28)

for the lesser Green’s function. In Eqs. (27) and (28), η
characterizes the approach of the vibrations’ distribution to
its equilibrium value (see below), Π is the electron-hole
propagator,

Π
r/a(ω) = −iγ2

∫
dω′

2π
[Gr/a

00 (ω′)G<
00(ω′ − ω)

+G<
00(ω′)Ga/r

00 (ω′ − ω)] (29)

and

Π
<(ω) = −iγ2

∫
dω′

2π
G<

00(ω′)G>
00(ω′ − ω), (30)

where G>
00 is the greater Keldysh function.30 Since the

electron-hole propagator is proportional to γ2, the Green’s
functions G00 in Eqs. (29) and (30) are those of the interaction-
free junction, Eqs. (24) and (25).

There is a subtle feature in this model, which distinguishes
between the equilibration processes of the electrons and of



092313-5 Ueda et al. J. Chem. Phys. 146, 092313 (2017)

the vibrational modes. While the electrodes serve as thermal
baths for the electrons, where they acquire the Fermi distribu-
tion (different for the two electrodes), the model, as described
in Sec. II A, does not specify the relaxation of the vibrational
modes. In other words, whether or not the vibrations can equili-
brate in a time much shorter than the transit time of an electron
through the junction affects significantly the dynamics. When
it is plausible to assume that the distribution of the vibrational
modes is determined by their coupling to a phonon bath (e.g.,
the substrate on which the junction is lying) and is given by
the Bose-Einstein distribution, η � Im[Πa(ω)]. In contrast, in
the other extreme case, Im[Π] dominates, and the vibrational
modes’ distribution is governed by the coupling to the charge
carriers.57

Figure 2 displays the dependence of the differential con-
ductance, G, on the bias voltage and on the other param-
eters of the junction and illustrates the difference between
the two possibilities discussed above, i.e., η << Im[Πa(ω)]
and η >> Im[Πa(ω)]. Figure 2(a) shows the conductance of
a junction tightly bound to the leads (the resonance width
Γ is relatively large) and hence the dwell time of the elec-
trons is rather short. Then, at relatively low values of the bare
transmission, T = 0.3, there is no discernible modification in
the conductance which is about the same for nonequilibrium

FIG. 2. The zero-temperature differential conductance G (scaled by the quan-
tum unit of the conductance) as a function of the bias voltage (scaled byω0/e),
for two values of the junction’s transmission T (marked in the figure). The full
lines [for T = 0.81 (red) and T = 0.3 (dark blue)] are the conductance when
the vibrations’ population is determined by the coupling to the charge carri-
ers, and the dotted curves [for T = 0.81 (blue) and T = 0.3 (green)] are for a
Bose-Einstein population. The coupling energy γ is ω0/2 and Γ = 6ω0 (a)
and ω0/6 (b). Adapted with permission from Entin-Wohlman et al., Phys.
Rev. B 81, 113408 (2010). Copyright 2010 The American Physical Society.

vibrational modes’ population and for the equilibrium one.
Figure 2(b) depicts the situation when the resonance width
is relatively small. There, for higher values of the bare trans-
mission, T = 0.81, the step-down feature of the conductance
at threshold for inelastic tunneling, eV =ω0, is enhanced for
nonequilibrium vibrations as compared to the equilibrated
ones. Hence, when the bare transmission of the junction is high,
the conductance in the presence of nonequilibrium population
is lower than the one pertaining to the case of equilibrated
vibrations. For low bare transmissions, the difference is rather
small. One notes that the logarithmic singularity associated
with the real part of the self-energy at the channel opening33 is
manifested also when the vibrations are out of equilibrium, for
high enough values of the bare transmission of the junction.
The fact that the changes in the differential conductance are
more pronounced for the larger values of ω0/Γ is connected
with the actual value of the population. The electrons pump
more and more excitations into the higher vibrational states as
the bias voltage increases and this pumping is more effective
as the dwell time exceeds considerably the response time of
the oscillator.

C. The ac current

In our previous work,35 we have found that the response of
the charge carriers to a frequency-dependent field, when the
bias voltage vanishes, can be enhanced (suppressed) by the
coupling to the vibrations when the localized level lies below
(above) the common chemical potential of the electrodes; this
behavior was attributed to the Franck-Condon blockade due
to the Hartree term, Eq. (22). It was also found that the ver-
tex corrections of that interaction induce an additional peak
structure in the response, which could be modified by tuning
the width of the resonance, i.e., by varying ΓL(R). This addi-
tional peak disappeared in a spatially symmetric junction, for
which ΓL = ΓR. In a more recent work,38 we have included
also the effect of a finite bias voltage, assuming that the vibra-
tions are equilibrated by their coupling to both a phonon bath
[as described by the η, see the discussion following Eq. (30)]
and the charge carriers (a possibility that exists at very low
temperatures when V , 0). That analysis pertained to a per-
fect junction for which T = 1 [see Eq. (20)]. It was found that
the response can be enhanced by the coupling to the vibrations
for sufficiently large values of the bias voltage. In addition,
C(ωac) developed a sharp feature at ωac = 2ω0; we discuss
this structure below. Here we extend that study for non-perfect
junctions, i.e., for T < 1.

The detailed expressions for the Fourier transform of
the transport coefficient C(ωac) are given in the Appendix,
see also Ref. 38. They are based on the expansion of
the electron Green’s function, in the absence of the cou-
pling with vibrations, to linear order in the ac amplitude
δµ = δµL = −δµR,

G(nint)<
00 (t, t ′) = G(0)<

00 (t − t ′) + G(ac)<
00 (t, t ′), (31)

where the Fourier transform of the first term on the right-hand
side is given in Eq. (25), and
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G(ac)(0)<
00 (ωac,ω) =

iΓδµ
ωac

G(0)r
00 (ω − ωac)G(0)a

00 (ω)

× [fL(ω − ωac) − fL(ω)

− fR(ω − ωac) + fR(ω)]. (32)

The Green’s function Eq. (32) is written for a spatially sym-
metric junction, ΓL = ΓR = Γ/2 [see Eq. (19)]. The relevant
diagrams (whose expressions are given in the Appendix) are
depicted in Fig. 8.

The transport coefficient C(ωac), in the presence and
in the absence of the electron-vibration interaction, is plot-
ted in Fig. 3 as a function of ωac/ω0. Panels (a) and (b)
there show it for a high-transparency junction, T= 0.8, for
eV = 0.5ω0 and eV = 2ω0, respectively. The other parameters
are µ− ε0 = 0.125ω0, Γ= 0.5ω0 for the upper pair of curves,
and µ− ε0 = 0.5ω0, Γ= 2ω0 for the lower pair. The coupling
of the charge carriers to the vibrations suppresses C(ωac)
for both pairs of parameters when the bias voltage is low,
eV = 0.5ω0. The coupling to the vibrations has almost no
effect on C(ωac) as the ac frequency exceeds the vibrations’
frequency; one might say that the vibrations cannot “catch
up” there. For the higher bias voltage, eV = 2ω0, the cou-
pling with the vibrations causes C(ωac) to diminish for the
large resonance width, Γ= 2ω0, but enhances it for the smaller
value of Γ(= 0.5ω0) when ωac < ω0. Panels (c) and (d) in
Fig. 3 display C(ωac) for a low-transmission junction, T= 0.2.
Here, µ − ε0 = 0.5ω0, Γ= 0.5ω0 for one pair of curves, and
µ− ε0 = 2ω0, Γ= 2ω0 for the other. It is seen that the coupling
to the vibrations enhances C(ωac) at small ac frequencies for
eV = 0.5ω0 [Fig. 3(c)], but decreases it for the higher ones:
0.8ω0 . ωac for Γ= 0.5ω0 and 2.3ω0 . ωac for Γ= 2ω0. At
eV = 2ω0 [Fig. 3(d)] C(ωac) diminishes when ωac . 0.5ω0

for both values of Γ, but increases for ωac ∼ 0.7ω0 and
Γ= 0.5ω0, and for ωac ∼ ω0 and Γ= 2ω0, respectively. Again
we find that C(ωac) tends to decrease gradually at high ac

frequencies. The Appendix examines the contribution of each
diagram separately to C(ωac), see Figs. 9 and 10.

D. Features of the vibrations under an ac field

Within the framework of the Hamiltonian Eq. (2), the
dynamics of the vibrational modes is brought about via their
coupling with the charge carriers; they are affected by the
ac field also only through that interaction. Technically, the
dynamics of the vibrations is described by the particle-hole
propagator, see the diagrams in Fig. 8. Here we focus our atten-
tion on the ac field-induced modifications of two quantities.
The first comes from the correlation d<(t, t ′) = −i〈b†(t ′)b(t)〉,
the second from the usual vibration Green’s functions, given
in Eq. (26).

Formally, the distribution of the vibrational modes is given
by the equal-time correlation

N(t) = id<(t, t), d<(t, t) = −i〈b†(t)b(t)〉. (33)

The Green’s function d<(t, t) is derived by solving its equation
of motion, treating the electron-vibration coupling γ up to the
second order. The definition (33) does not coincide with the one
given in Refs. 13 and 40, which uses the equal-time Green’s
function D [Eq. (26)], that is, N(t) = [−1 + iD<(t, t)]/2. The
reason is the presence of the ac field which causes 〈[b†(t)]2〉

and 〈[b(t)]2〉 to be nonzero. The equal-time conventional vibra-
tion Green’s function D<(t, t) [see Eq. (26)] yields the fluc-
tuation of the displacement of the harmonic oscillator rep-
resenting the junction, (∆X)2, as the coordinate operator X̂
along the junction (assumed to lie along the x direction) is
given by

X̂
√

2ω0 = (b + b†). (34)

Hence

iD<(t, t) = 2ω0[∆X(t)]2. (35)

FIG. 3. The zero-temperature transport
coefficient C(ωac) [Eq. (17)] as a func-
tion of the ac-field frequency, mea-
sured in units of ω0, for various val-
ues of the junction transmission T
and the bias voltage V. (a) T = 0.8,
eV = 0.5ω0; (b) T = 0.2, eV = 0.5ω0;
(c) T = 0.8, eV = 2ω0; (d) T = 0.2,
eV = 2ω0. There are two pairs of curves
in each panel. The members of each
pair correspond to the same value of
the resonance width (either Γ= 0.5ω0
or Γ= 2ω0); one of them is plotted
for zero electron-vibration coupling, and
the other for γ = 0.5ω0.
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We expand both quantities, Eqs. (33) and (35), to linear order in
the ac chemical potentials, to obtain (for the Fourier transforms
at the ac frequency)

N(ωac) = N (0) + N (1)
L (ωac)δµL + N (1)

R (ωac)δµR (36)

and

[∆X (ωac)]2 = [∆X (0)(ωac)]2 + [∆X (1)
L (ωac)]2δµL

+ [∆X (1)
R (ωac)]2δµR. (37)

The first terms on the right-handside of Eqs. (36) and (37) refer
to the case where there is no ac field.

Below, we present results for the sum of the two linear-
response coefficients,

N (1)(ωac) = N (1)
L (ωac) + N (1)

R (ωac) (38)

and

∆X (1)(ωac) =
[
[∆X (1)

L (ωac)]2 + [∆X (1)
R (ωac)]2

]1/2
. (39)

Both quantities are complex, since as mentioned the cal-
culations use for the ac chemical potentials the form
δµL(R) exp[iωact]; the phase delay of N (1) and ∆X (1) yields
the phase shift away from ωact. We plot below the absolute
values of N (1)(ωac) and of ∆X (1)(ωac), and the phase of the
latter (see Ref. 38).

The absolute value of N (1) is plotted in Fig. 4(a) for a trans-
parent junction whose transmission is 0.8, and in Fig. 5(a) for
an opaque junction, with T = 0.2. Perhaps not surprisingly, the
larger is the bias voltage V, the larger is ���N

(1)���, for both types of
junctions. This tendency was found also in the absence of the
ac field.57 Large values of ωac/ω0 suppress the effect of the
ac field on the vibrations’ occupation. Furthermore, for large
Γ, (Γ = 2ω0), the maximum value of N is located at ωac = 0.
This value deceases monotonically with the ac frequency. For
small Γ, (Γ = 0.5ω0), the peak due to the resonance between
the molecular vibration and the ac frequency emerges at
0 < ωac < ω0.

While the ac field-modified amplitude |∆X (1) |, Fig. 4(b)
for the high transmission and Fig. 5(b) for the lower one,
also decays at high values of the ac frequency, this fluctua-
tion possesses a distinct peak around ωac ∼ 2ω0, apparently
of the same origin as the dip in the contribution of the two-
vibrational modes processes in the particle-hole propagator
to C(ωac), see Figs. 9(c) and 10(c). For small ac frequency,
|∆X (1) | behaves similarly to |N (1)|; the characteristics resem-
ble those of the displacement x of a classical forced oscillator
when the decay rate is large. Indeed, the displacement x of a
classical forced-oscillator obeys the equation of motion

ẍ + ηẋ + ω2
0x = f cos(ωact), (40)

where f is the force (normalized to the proper units). The
amplitude A of this driven operator is

A =
f√

(ω2
0 − ω

2
ac )2 + η2ω2

ac

, (41)

and its phase shift θ is given by

tan θ =
ηωac

ω2
0 − ω

2
ac

. (42)

FIG. 4. A transparent junction, T= 0.8. (a) The change in the vibrations’
population due to the ac field [|N (1) |, see Eq. (38)] scaled byω−1

0 , as a function
ofωac/ω0; (b) the change in the displacement’s fluctuation amplitude [in units
of (2ω0)−1/2, see Eq. (39)], due to the ac field as a function of ωac/ω0; (c)
the phase delay (in units of π) of the displacement’s fluctuation.

Thus at ωac = ω0, the phase delay of the classical oscilla-
tor reaches π/2 and “jumps” from being positive (ω2

0 >ω
2
ac)

to a negative value. As seen in Figs. 4(c) and 5(c), the phase
delay of the displacement is 0 or −π at very small ac fre-
quencies and reaches the out-of-phase configuration where
it is ±π/2 around ωac &ω0. The fact that it occurs at higher
frequencies, ωac >ω0 (e.g., for Γ >ω0), indicates that the res-
onance itself is shifted. In any event, one may understand
this dependence on classical grounds. This is not the case
for the additional structure at ωac ∼ 2ω0. As observed for the
amplitude |∆X (1) |, this feature is related to the two-vibrational
mode processes contributing to the particle-hole propagator
(see the Appendix); it cannot be explained by referring to
the classical driven oscillator. This feature is thus a unique
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FIG. 5. An opaque junction, T = 0.2 (the other parameters are as in Fig. 4).

manifestation of an electro-mechanical interaction in the
quantum regime.

III. DC-CURRENT NOISE AND FULL-COUNTING
STATISTICS

The term full-counting statistics (FCS) refers to the dis-
tribution function of the probability Pτ(q) for the number q
of transmitted charges to traverse a quantum conductor during
a certain time, τ, at out-of-equilibrium conditions. We con-
sider the FCS when no ac field is applied to the junction,
δµL = δµR = 0 in Eq. (1), and thus

µL − µR = eV , (43)

where V is the bias voltage (the frequency-dependent third
cumulant is considered in Ref. 58). In our previous work,37

we have investigated the FCS for weak electron-vibration cou-
pling, emphasizing in particular the fluctuation theorem (FT)
and charge conservation. The FT has been recently applied to
nonequilibrium quantum transport,59–68 including the present
issue in the strong-coupling regime.45,47 The FT is a con-
sequence of micro-reversibility and can be understood as a
microscopic extension of the second law of thermodynamics.
It relates the probabilities to find negative and positive entropy
productions,

Pτ(−q) = Pτ(q)e−βqeV. (44)

Despite its simple appearance, Eq. (44) produces linear-
response results, i.e., it ensures the fluctuation-dissipation
theorem and Onsager’s reciprocal relations close to equilib-
rium,59–65 while conveying invaluable information at nonequi-
librium conditions.

The Fourier transform of the probability distribution is
connected to the Keldysh partition function,30∑

q

Pτ(q)eiqλ =
〈
T̃ exp[i

∫ τ

0
dtHtun,−(t)I ]

×T exp[−i
∫ τ

0
dtHtun,+(t)I ]

〉
≈ exp[τF(λ)],

(45)

where T (T̃ ) is the (anti) time-ordering operator. The subscript
I indicates that time dependency is in the interaction picture
[see Eq. (6)].

At steady state, that is, in the long measurement-time limit,
τ → ∞, the cumulants of the current, e.g., the noise, are derived
from the derivatives of the cumulant generating-function
(CGF), F, 〈〈

In〉〉 = en ∂
nF(λ)
∂(iλ)n

���λ=0
. (46)

As mentioned, our calculations are confined to the regime of a
weak electron-vibration coupling energy and therefore require
an expansion in γ. However, there is a subtle point in this proce-
dure. A naı̈ve second-order perturbation theory is not capable
of producing the correct nonequilibrium distribution function
of the vibrations.39,57 One has therefore to re-sum an infinite
number of diagrams by adopting the linked cluster expansion
(see, e.g., Ref. 56) or to use an even more advanced method,
the nonequilibrium Luttinger-Ward functional, as exploited in
Ref. 37. In terms of this functional, the CGF is

F(λ) = F0(λ) − Φ
(2)

(λ), (47)

where F0 is the CGF of the noninteracting electrons (i.e., the
CGF for γ = 0),

F0(λ) =
1

2π β

[
(arc cosh Xλ)2

]
, (48)

with

Xλ = (1 − T ) cosh
βeV

2
+ T cosh

βeV + 2iλ
2

, (49)

where T is the transmission of the localized level. A trivial
constant preserving the normalization condition, F0(0) = 0, is
omitted here for convenience.
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The effect of the electron-vibration interaction on the
FCS is contained in the second term of Eq. (47). Using a
diagrammatic expansion in powers of the small parameter

g = 2γ2/(πΓ2), (50)

where Γ, Eq. (19), is the width of the resonance, and Ref. 37

shows that Φ
(2)

is faithfully described within the random-
phase approximation (RPA),

Φ
RPA

(λ) = Φ
(2)

(λ) +O(g2), (51)

up to second order in γ, i.e., up to first order in g, Eq. (50). In
terms of the vibration Green’s function Dλ(ω),

Φ
RPA

(λ) =
1

4π

∫
dω ln det D−1

λ (ω). (52)

Here,

D−1
λ (ω) =



ω2−ω2
0

2ω0
− Π++λ (ω) Π+−λ (ω)

Π−+λ (ω)
ω2

0−ω
2

2ω0
− Π−−λ (ω)


, (53)

where Π is the electron-hole propagator, resulting from the
polarization of the electrons [Eqs. (29) and (30), modified in
a non-trivial way to include the effect of the counting field λ,
see Ref. 37 for details].

Figure 6(a) displays the average current at a finite temper-
ature (solid curves) and at zero temperature (dashed curves),
as a function of the bias voltage, for a spatially symmetric
junction. (Temperature is measured in units ofω0 and the bias
is scaled by ω0/e.) When the transmission is perfect, T = 1,
the current is suppressed once |eV | > ω0, since the elec-
trons can then be backscattered inelastically by the vibrations.

FIG. 6. The source-drain bias voltage dependence of the current (a) and of
the current noise (b), for a perfect transmission, T= 1 (black curves), and for
T = 0.5 (red curves). The solid curves are for βω0 = 10, and the dashed ones
are for zero temperature. The electron-vibration coupling constant g [Eq. (50)]
is 0.1. Adapted with permission from Utsumi et al., Phys. Rev. B 87, 115407
(2013). Copyright 2013 The American Physical Society.

At weaker transmissions, e.g., T = 0.5, the current is slightly
enhanced above this threshold.39 Apparently in this regime the
main effect of the inelastic scattering of the electrons by the
vibrations is to add more transport channels and to increase
the phase-space volume available for the scattering events. A
finite temperature tends to smear the kink structure of theT = 1
curve. The effect of the temperature on the current for T = 0.5
is rather insignificant.

Figure 6(b) depicts current noise, 〈〈I2〉〉, Eq. (46) with
n = 2. At perfect transmission and zero temperature, the noise
vanishes below the threshold, at |eV | < ω0. Thermal fluc-
tuations which arise at a finite temperature induce addi-
tional noise there. Although the current, i.e., 〈〈I〉〉, is sup-
pressed above the threshold, the inelastic scattering resulting
from the interaction of the charge carriers with the vibra-
tions enhances the noise in that regime. As in Fig. 6(a), the
effect of the temperature on the noise in an imperfect junc-
tion (T = 0.5) is far less dramatic, and the noise is simply
enhanced.

As mentioned, the CGF is constructed from the long-time
limit of the probability distribution Pτ(q) of a charge eq pass-
ing through the junction during a time τ. The approach of
this probability to its steady-state value is characterized by
the rate function, defined as −limτ→∞ ln Pτ(τI)/τ, where in
the long-time limit the charge eq is scaled as Iτ. Figure 7
displays the CGF and the rate function at perfect transmis-
sion. For comparison, we plot the corresponding curves for

FIG. 7. The CGF [as a function of iλ/( βeV )] (a), and the rate function
[as a function of I ∝ q/τ/(eV/(2π))] (b), for a perfect transmission, T= 1,
eV/ω0 = 1.5, and βω0 = 10. The solid (black) and the dotted (red) curves
show results with (g = 0.1) and without (g = 0) the electron-vibration coupling,
respectively. In the dashed area of panel (a), the CGF of interacting electrons
is non-analytic and non-convex, resulting in a non-differentiable point of the
rate function at I = 0 (b). Adapted with permission from Utsumi et al., Phys.
Rev. B 87, 115407 (2013). Copyright 2013 The American Physical Society.
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noninteracting electrons.37 The width of the rate function
is enhanced by inelastic phonon scattering [Fig. 7(b)]. The
CGF obeys the fluctuation theorem: the curves are symmet-
ric around the dotted-dashed vertical line at iλ = −βeV/2
[Fig. 7(a)]. The peak of the probability distribution is shifted in
the negative direction and the probability to find large current
fluctuations is suppressed as compared with that pertaining
to noninteracting electrons [Fig. 7(b)]. In the shaded area of
Fig. 7(a), the CGF is non-analytic and non-convex. Corre-
spondingly, the rate function has a non-differentiable point at
I = 0 [see Fig. 7(b)]. As a result, although the probability to
observe currents smaller than the average value is enhanced
by the inelastic scattering due to the coupling with the vibra-
tions, the probability to find negative currents I < 0 is strongly
reduced. This is consistent with the fluctuation theorem, which
states that although thermal agitations generate current flow-
ing in the opposite direction to the source-drain bias, that
probability is exponentially suppressed at low temperatures.

The analogy between the characteristic function Eq. (45)
and the equilibrium partition function helps to utilize
statistical-physics methods for characterizing statistical prop-
erties of current fluctuations. The large-deviation approach
connects the non-convexity in Fig. 7(a) and the kink in Fig. 7(b)
with those observed in the Helmholtz free energy and the Gibbs
free energy at the liquid-gas first-order phase transition. For
noninteracting particles, zeros of the characteristic function
(45) reside on the negative real axis in the complex z = exp[iλ]
plane,69 reminiscent of the Yang-Lee zeros.70 The zeros’ dis-
tribution can be used to characterize the interaction.71 In
Ref. 37 it is found that the distribution of the singularities of
F in the complex λ−plane can be a useful tool for identifying
the effect of the electron-vibration interaction on the current
probability distribution.

IV. CONCLUSIONS

Our work is centered on nonequilibrium features in the
dynamics of molecular junctions, in the regime of weak
electron-vibration coupling. Specifically, we have presented a
detailed study on the response of the junction to a weak ac field,
in the presence of an arbitrary bias voltage (constant in time). In
Sec. II we have analyzed the electronic response of the charge
carriers to an ac field, and the modifications introduced by that
field in the vibrations’ distribution and in the fluctuations of the
displacements, as a function of the ac frequency ωac. Perhaps
the most intriguing feature we find is the newly discovered (rel-
atively) sharp structure aroundωac ∼ 2ω0 (ω0 is the frequency
of the vibrational mode). While the structure around ωac ∼ω0

can be understood on a classical ground, the one atωac ∼ 2ω0 is
related to quantum effects in the particle-hole propagator (see
Secs. II C and II D, and the Appendix). It is thus a unique mani-
festation of an electro-mechanical feature in coherent transport
through a single-channel molecular junction. The effect of the
arbitrary bias voltage is dwelled upon in particular in Secs. II B
and III. Here we identify a change in the behavior of the dc cur-
rent and its noise when the voltage is aroundω0 (using units in
which ~ = 1 and e = 1). We hope that a future study on the full-
counting statistics and the cumulant generating-function when
the junction is also placed in an ac field will substantiate our

understanding of the dynamics of the excitations in molecular
junctions.
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APPENDIX: THE AC LINEAR-RESPONSE
COEFFICIENT

The diagrams that give the coefficient C(ωac) [Eq. (17)]
are depicted in Fig. 8. Figure 8(a) illustrates the diagrams
that contribute to C(ωac): (i) is the contribution when the
electron-vibration interaction is omitted, (ii) is that of the
exchange term, and (iii) and (iv) pertain to the vertex cor-
rections (due to the exchange term and to the particle-hole
propagator, respectively).

In the presence of the ac field, the vibration Green’s
functions take the forms

Dr/a(ωac,ω) = Dr/a(ω) + D(ac)r/a(ωac,ω) (A1)

and

D<(ωac,ω) = D<(ω) + D(ac)<(ωac,ω). (A2)

FIG. 8. (a) The diagrams for the ac transport coefficient C(ωac), Eq. (17). The
solid lines pertain to the electron Green’s function and the dotted lines are the
vibration Green’s function; the wavy curve represents the ac external field. (i)
Without the electron-vibration coupling; (ii) the exchange term (without the
effect of the ac field in the vibration Green’s function); (iii) vertex corrections
for the exchange term (without the effect of the ac field in the vibration Green’s
function); (iv) particle-hole propagator (with the effect of the ac field in the
vibration Green’s function, enclosed in the dotted (red) lines). ((b) and (c))
The vibration Green’s function; (b) in the absence of the ac field and (c) with
the effect of the ac field. The latter, enclosed by the dashed (red) lines, appears
due to the presence of the ac field and affects diagram (iv) in part (a).
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The first terms on the right-handside of Eqs. (A1) and (A2) are
depicted in Fig. 8(b),

Dr/a(ω) = D(0)r/a(ω) + D(0)r/a(ω)Πr/a(ω)D(0)r/a(ω) (A3)

and

D<(ω) = D(0)<(ω) + D(0)r(ω)Πr(ω)D(0)<(ω)

+D(0)r(ω)Π<(ω)D(0)a(ω)

+D(0)<(ω)Πa(ω)D(0)a(ω). (A4)

The second terms on the right-handside of Eqs. (A1) and (A2),
which are due to the ac field, are shown in Fig. 8(c),

D(ac)r/a(ωac,ω)=D(0)r/a(ω −ωac)Π(ac)r/a(ωac,ω)D(0)r/a(ω)

(A5)

and

D(ac)<(ωac,ω) = D(0)r(ω − ωac)Π(ac)r(ωac,ω)D(0)<(ω)

+D(0)r(ω − ωac)Π(ac)<(ωac,ω)D(0)a(ω)

+D(0)<(ω − ωac)Π(ac)a(ωac,ω)D(0)a(ω).

(A6)

Here, D(0) is the bare vibrational modes’ Green’s function,

D(0)r/a(ω) =
1

ω − ω0 ± iη/2
−

1
ω + ω0 ± iη/2

(A7)

and

D(0)<(ω) = −i
( η

(ω + ω0)2 + (η/2)2
(N + 1)

+
η

(ω − ω0)2 + (η/2)2
N

)
, (A8)

where N denotes the vibrations’ population. Since Eq. (A8) is
zeroth-order in the electron-vibration coupling, then in prin-
ciple, N at a finite temperature is determined by the coupling
to a surrounding phonon bath.57 Here we confine ourselves to
zero temperature, and hence the zeroth-order vibration Green’s
function contains N = 0. The processes in which a vibra-
tional mode excites a particle-hole pair and then becomes the
vibrational mode again are given in Eqs. (A1) and (A2). The
electron-hole propagator determines the lifetime of the vibra-
tional mode, when the system is effectively decoupled from
an external phonon bath [see the discussion in the paragraph
following Eq. (30)]. The expressions for the particle-hole prop-
agator in the absence of the ac field are given in Eqs. (29)
and (30), and the ones in the presence of the ac field are

Π
(ac)r/a(ωac,ω) = −iγ2

∫
dω′

2π

(
G(ac)(0)<

00 (ωac,ω′)G(0)a
00 (ω′ − ω) + G(0)r

00 (ω′ − ωac)G(ac)(0)<
00 (ωac,ω′ − ω)

)
(A9)

and

Π
(ac)<(ωac,ω) = −iγ2

∫
dω′

2π

(
G(ac)(0)<

00 (ωac,ω′)G(0)>
00 (ω′ − ω) + G(0)<

00 (ω′ − ωac)G(ac)(0)<
00 (ωac,ω′ − ω)

)
, (A10)

where G(ac)(0)<
00 is given in Eq. (32) (for a symmetric junction).

For concreteness, we give the detailed expressions of the diagrams for a spatially symmetric junction, i.e., ΓL = ΓR = Γ/2
in Eq. (19). Diagram (i) in Fig. 8(a) pertains to the case where the electron-vibration coupling is absent and reads

C(0)(ωac) =
e

4ωac
Re

[ ∫ dω
2π

iΓ[fL(ω − ωac) + fR(ω − ωac) − fL(ω) − fR(ω)][G(0)r
00 (ω − ωac) − G(0)a

00 (ω)]
]
, (A11)

where the electron Green’s function G(0)
00 is given by Eq. (24). The exchange contribution, diagram (ii) in Fig. 8(a), reads

C(ex)(ωac) =
e

4ωac
Re

[ ∫ dω
2π

iΓ[fL(ω − ωac) + fR(ω − ωac) − fL(ω) − fR(ω)][G(ex)r
00 (ω − ωac) − G(ex)a

00 (ω)]
]
, (A12)

where

G(ex)r/a
00 (ω) = iγ2[G(0)r/a

00 (ω)]2
∫

dω′

2π
[G(0)<

00 (ω − ω′)Dr/a(ω′) + G(0)r/a
00 (ω − ω′)D<(ω′) ± G(0)r/a

00 (ω − ω′)Dr/a(ω′)] (A13)

[see Eqs. (A1)–(A6)]. The expressions for the third diagram [denoted (iii) in Fig. 8(a)] and the fourth one [denoted (iv) in Fig.
8(a)] represent vertex corrections to the transport coefficient. They both are given by

C(ver)
`

(ωac) = −
e

4δµ
Re

[ ∫ dω
2π

iΓ
(
G(0)r

00 (ω − ωac)Σ(ver)r
`

(ωac,ω)G(0)r
00 (ω)[fL(ω) − fR(ω)]

−G(0)a
00 (ω − ωac)Σ(ver)a

`
(ωac,ω)G(0)a

00 (ω)[fL(ω − ωac) − fR(ω − ωac)]
)]

. (A14)

For the diagram (iii) in Fig. 8(a) Σ(ver)r/a
`

(ωac,ω) = Σ(ver)r/a
1 (ωac,ω), where

Σ
(ver)r/a
1 (ωac,ω) = iγ2

∫
dω′

2π
G(ac)(0)<

00 (ωac,ω − ω′)Dr/a(ω′), (A15)
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and consequently the contribution of that diagram is denoted C(ver)
1 . [The electron Green’s functions appearing in Eq. (A15)

are given in Eq. (32).] Diagram (iv) in Fig. 8(a) is given by Eq. (A14), with Σ(ver)r/a
`

(ωac,ω) = Σ(ver)r/a
2 (ωac,ω), and is denoted

C(ver)
2 , where

Σ
(ver)r/a
2 (ωac,ω) = iγ2

∫
dω′

2π

(
[G(0)<

00 (ω − ω′) ± G(0)r/a
00 (ω − ω′)]D(ac)r/a(ωac,ω′) + G(0)r/a

00 (ω − ω′)D(ac)<(ωac,ω′)
)
. (A16)

In the numerical calculations, the rate η [see Eq. (27) and
the discussion following Eq. (30)] was chosen to be 0.1ω0;
as a result, it became larger than ImΠa(ω) and therefore the
vibration Green’s functions in Eqs. (A13) and (A15) could be
replaced by D(0).

It is illuminating to study the effect of the electron-
vibration interaction on each diagram separately. Figures 9(a)
and 10(a) display the contribution of the exchange diagram,

FIG. 9. The separate contributions of the various diagrams to C(ωac), as
functions ofωac/ω0, for a transparent junction, T = 0.8. (a) C(ex), Eq. (A12);
(b) diagram (iii), Eq. (A14) for i = 1; (c) diagram (iv), Eq. (A14) for i = 2.

(ii) in Fig. 8(a). This diagram represents the dressing of the
electron Green’s function by the emission and absorption of
vibrational modes. At zero temperature, and when the bias
voltage is smaller than ω0, the electrons can only absorb and
emit virtual vibrational modes; this gives rise to a shift in the
energy of the localized level. [This shift differs from the one
caused by the Hartree self-energy, Eq. (22), which is ignored
here.] The change in the localized-level energy can increase or
decrease the contribution of this diagram at small ac frequen-
cies (as compared toω0). By comparing Fig. 9(a) (for T = 0.8)

FIG. 10. Same as Fig. 9 with T = 0.2.
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with Fig. 10(a) (for T = 0.2), it is seen that at eV = 0.5ω0 and
with a small resonance width, Γ = 0.5ω0, C(ex) is negative for
T = 0.8 and is positive for T = 0.2. The opposite, but rather
weaker, tendency is found for a wide resonance, Γ = 2ω0. At
larger biases, e.g., eV = 2ω0, real inelastic electron-vibration
scattering processes are possible. These broaden the line width
of the localized level. However, modifying the resonance width
and/or the transmission does not lead to significant effects. This
is also the situation at higher values of ωac.

The contribution of diagram (iii) in Fig. 8(a) is shown
in Figs. 9(b) and 10(b). This diagram corresponds to the pro-
cesses in which an electron and a hole exchange vibrational
modes. This process results in a negative contribution of dia-
gram (iii) at small values ofωac, except when Γ= eV = 2ω0 and
the junction is transparent, Fig. 9(b), and when Γ= eV = 0.5ω0

and the junction is opaque, Fig. 10(b). For both types of junc-
tions, there appears a peak in the contribution of this diagram
for the larger bias voltages, eV = 2ω0, just below ωac = ω0;
it may reflect a resonance in the particle-hole channel around
this frequency.

The behavior of the contribution of diagram (iv) of
Fig. 8(a) is depicted in Figs. 9(c) and 10(c). This diagram
describes two-vibration exchange between the electrons [see
Fig. 8(a)]. There are two distinct features in the contribution
of this diagram. First, its contribution at small ac frequencies
is positive, provided that the resonance width Γ is less than
ω0 (otherwise, it is negligibly small). Second, it shows a dip at
ωac ∼ 2ω0. Apparently, the appearance of this dip, which disap-
pears at zero bias,38 can be attributed to two-phonon processes
that reach resonance conditions at this frequency.
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and M. Kulkarni, “Effect of broadening in the weak-coupling limit of vibra-
tionally coupled electron transport through molecular junctions and the
analogy to quantum dot circuit QED systems,” ibid. 91, 245429 (2015).
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60H. Förster and M. Büttiker, “Fluctuation relations without microreversibility
in nonlinear transport,” Phys. Rev. Lett. 101, 136805 (2008).

61K. Saito and Y. Utsumi, “Symmetry in full counting statistics, fluctua-
tion theorem, and relations among nonlinear transport coefficients in the
presence of a magnetic field,” Phys. Rev. B 78, 115429 (2008).

62Y. Utsumi and K. Saito, “Fluctuation theorem in a quantum-dot Aharonov-
Bohm interferometer,” Phys. Rev. B 79, 235311 (2009).

63D. Andrieux, P. Gaspard, T. Monnai, and S. Tasaki, “The fluctuation theorem
for currents in open quantum systems,” New J. Phys. 11, 043014 (2009).

64M. Esposito, U. Harbola, and S. Mukamel, “Nonequilibrium fluctuations,
fluctuation theorems, and counting statistics in quantum systems,” Rev.
Mod. Phys. 81, 1665 (2009).

65M. Campisi, P. Hänggi, and P. Talkner, “Colloquium: Quantum fluctua-
tion relations: Foundations and applications,” Rev. Mod. Phys. 83, 771
(2011).

66A. Altland, A. De Martino, R. Egger, and B. Narozhny, “Fluctuation rela-
tions and rare realizations of transport observables,” Phys. Rev. Lett. 105,
170601 (2010); “Transient fluctuation relations for time-dependent particle
transport,” Phys. Rev. B 82, 115323 (2010).
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