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Abstract

Defect turbulence described by the one-dimensional complex Ginzburg–Landau equation is investigated and analyzed via a birth–
death process of the local structures composed of defects, holes, and modulated amplitude waves (MAWs). All the number statistics
of each local structure, in its stationary state, are subjected to Poisson statistics. In addition, the probability density functions of
interarrival times of defects, lifetimes of holes, and MAWs show the existence of long-memory and some characteristic time scales
caused by zigzag motions of oscillating traveling holes. The corresponding stochastic process for these observations are fully
described by a non-Markovian master equation.
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1. Introduction

The complex Ginzburg–Landau equation (CGLE) is the sim-
plest model describing spatiotemporal patterns in nonequilib-
rium open systems [1], especially near Hopf bifurcations [2].
Defect dynamics is regarded as a key physical concept in un-
derstanding the nature of complex systems such as topological
defects in thermal fluid convection [3], catalytic CO oxidation
on Pt surfaces [4], and cardiac sudden death [5]. Recently, the
Bekki–Nozaki (BN) hole, a defect of the one-dimensional (1D)
CGLE, has been discovered in a healthy human heart, suggest-
ing that nonlinear waves play an important role in understand-
ing the nature of both regular and irregular human heart behav-
ior [6].

The scaled CGLE is expressed by a complex order parameter
A with two real parameters (c1, c2):

∂tA = A + (1 + ic1)∇2A − (1 + ic2)|A|2A. (1)

Spatiotemporal patterns described by the CGLE are specified
by the sets of (c1, c2) with a system size corresponding to the
appearance of various instabilities and transitions [7, 8].

A class of traveling wave solutions, A(x, t) = Â(x − vt)e−iωt,
also known as coherent structures, has been introduced to clas-
sify local structures of the 1D CGLE [9]. Substituting the ansatz
into Eq. (1), one obtains a set of coupled first order ordinary dif-
ferential equations (ODEs) with two real parameters (v, ω):

∂ξa = κa, (2a)

∂ξz = −z2 +
1

1 + ic1
[−1 − iω + (1 + ic2)a2 − vz], (2b)
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where ξ = x − vt, a = |Â|, and z is defined by z ≡ ∂ξln(A) =
κ+iq. The local structures display different trajectories in three-
dimensional (3D) phase space: A plane wave corresponds to a
stable fixed point [9]; a homoclinic hole is defined as an un-
stable homoclinic orbit associated with a saddle node bifurca-
tion [10, 11], whereas a modulated amplitude wave (MAW) is
defined as the stable one [12, 13]; and the BN hole corresponds
to an unstable heteroclinic orbit [9, 10].

The concept of coherent structures has been extended to spa-
tiotemporal disorder of the 1D CGLE. The spatiotemporal in-
termittency is modeled by a coupled map lattice involved in
defects and holes, which reflect the features of the BN holes
and the homoclinic holes, in the disorder background [11]. The
phase turbulence is regarded as a state of many-body interac-
tions among the MAWs with their associated instabilities [13].

Although the above approaches based on local structures
have been able to capture various dynamical properties of sys-
tems with disorder, their statistical properties have not been
fully investigated. In this research, we show that the defect tur-
bulence can be described by a birth–death process composed of
defects, holes, and MAWs based on a non-Markovian master
equation.

2. Identification of the local structures

We have implemented a numerical simulation of Eq. (1)
by using a fourth-order Runge–Kutta scheme for time and a
second-order central-difference scheme for space with peri-
odic boundary condition. The time and space resolutions are
∆t = 0.01 and ∆x = 0.5, respectively. The parameters of Eq. (1)
are fixed at (c1, c2) = (1.5,−1.2), beyond the Benjamin–Feir
(BF) criterion with system size Ω = 500 large enough to gen-
erate defect turbulence [7]. Figure 1 shows the spatiotemporal
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Figure 1: Spatiotemporal patterns of (a) the amplitude |A| and (b) the phase
arg(A) with snapshots of (c) the amplitude and (d) the phase at a certain time.
Black and white lines in (a) correspond to the local minima and maxima of the
amplitude in (c), respectively. The discontinuities of color gradation in (b) and
the phase jumps in (d) are accompanied by the local minima of the amplitude.

pattern of (a) the amplitude |A| and (b) the phase arg(A) with
snapshots of (c) the amplitude and (d) the phase at a certain
time. Black and white lines in Fig. 1(a) correspond to local
minima and maxima in Fig. 1(c), respectively. The black lines
accompany discontinuities, namely, phase jumps in Fig. 1(b).
The range of phase values, as seen in Fig. 1(d), is extended to
get unbounded lines for evaluating phase gradients adequately.
We utilize information about the local profiles of both ampli-
tude and phase to identify the types of local structures appro-
priately. In what follows, let us review their definitions in the
defect turbulence [14].

A defect is characterized by a nonzero winding number, and
thus we can capture defects as phase singular points in the x–t
plane by the criterion 1

2π

∮
∇ϕ·dr,0, where ϕ = arg(A). The

contour integrals have been numerically evaluated on each dis-
crete lattice (i, j), being discretized as i = x/∆x for space and
j = t/∆t for time, in terms of the phase on site, ϕi, j. A defect
is captured if and only if its phase discontinuity vanishes on the
integral contour: ϕi−1, j−1→ϕi+1, j−1→ϕi+1, j+1→ϕi−1, j+1→ϕi−1, j−1
(see Fig. 2(a)). Lifetimes of defects are thereby less than the
discretized time interval ∆t.

A hole is defined as a local minimum of amplitude with a
phase jump (see Fig. 2(b)). Although defects, for which the
winding numbers are not zero, also satisfy this condition, the
winding numbers of holes are zero. In other words, phase jumps
of holes pass through their integral contours without vanishing.
Hence we can distinguish holes from defects.

As mentioned above, a MAW appears as the stable branch of
a saddle node bifurcation whereas a hole appears as the unstable
one in the context of coherent structures. It is thus difficult to
distinguish MAWs from holes in the defect turbulence, where
both the stable and the unstable branches coexist. A MAW is
defined by a local maximum of amplitude with a steep phase
gradient exceeding a specific value (see Fig. 2(c)). To avoid

φi+1, j-1

φi+1, j+1φi-1, j+1

φi-1, j-1

Phase discontinuity

(a)
Amplitude

Phase

Jump

(b)
Amplitude
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Figure 2: Conceptual diagram of the definition of the local structures. (a)
Defects are identified by phase singularities at which the winding numbers
in the discretized x–t plane are not zero. A defect is thus captured if and
only if a phase discontinuity vanishes on the discretized integral contour:
ϕi−1, j−1→ϕi+1, j−1→ϕi+1, j+1→ϕi−1, j+1→ϕi−1, j−1. (b) Holes are identified by lo-
cal minima of the amplitude at phase jumps. Holes can thereby be captured
after defect identification because defects also have the same characteristic. (c)
MAWs are identified by local maxima of the amplitude with steep phase gradi-
ents exceeding a specific value.

confusing MAWs with holes in the defect turbulence, we have
performed the procedure for MAWs after defects and holes had
been identified completely.

Note that defects need “three” snapshots of successive
time steps to be captured by evaluating the contour integrals,
whereas holes and MAWs are captured in “one” snapshot of
each time step. However, many previous authors [15, 16], in-
cluding us [17, 18], have used one snapshot of each time step
to identify local structures, which gives a misleading identifica-
tion that all the local depressions of amplitude are regarded as
the BN-holes. Furthermore, defect dynamics in 1D systems are
essentially different from those in two-dimensional (2D) sys-
tems. The latter defects are captured in “one” snapshot of each
time step, where the contour integrals can be evaluated in x-y
plane.

3. Statistical analysis of the local structures

3.1. Number statistics of defects, holes, and MAWs

After identifying the local structures, we investigated their
statistics. Figure 3 shows the probability density functions
(PDFs) of the number of (a) defects, (b) holes, and (c) MAWs.
The number of each local structure is counted in the whole
space at each time step of the numerical simulation. The Fano
factor (FF) is defined as the variance-to-man ratio, of which
the Poisson distribution is 1. The specific values of the FF are
(a) 1.00 for defects, (b) 1.01 for holes, and (c) 1.04 for MAWs.
Thus, all these PDFs are subjected to the Poisson distribution

P(n) =
λn

n!
e−λ, (3)

where n is the number of each local structure and λ is the con-
stant parameter estimated as the average value of n.

In our previous works [17, 18], we reported that the num-
ber of local minima in amplitude, regarded as “holes” in that
work, are subjected to sub-Poisson statistics, which implies the
existence of bunching states analogous to the squeezed states
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Figure 3: PDFs of the number of (a) defects, (b) holes, and (c) MAWs. The number of each local structure is counted in the whole space at each time step of
the numerical simulation. The black circles indicate the collected data from the numerical simulation and the solid lines represent the Poisson distributions with
estimated parameters of (a) λ = 0.0105, (b) λ = 7.43, and (c) λ = 26.5.
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Figure 4: (a) Distances between nearby amplitude dips, regarded as the inter-
hole distances in our previous works [17, 18]. However, the amplitude dips
are in fact parts of either holes or MAWs. The PDFs are shown for interhole
distances obtained from (b) the method with only an amplitude value or (c) the
method presented in the previous section. The δ-function-like peak in (b) is
automatically removed from (c), which means that the identification method
based on only the amplitude causes confusion with regard to the sub-Poisson
statistics.

of light (photon bunching). Actually, one can recognize a δ-
function-like peak at a certain low value in the PDF of the in-
terhole distances, which is caused by nearby amplitude dips of
holes and MAWs (see Figs. 4(a) and (b)). This δ-function-
like peak is automatically removed by the hole identification
method presented in the previous section (see Fig. 4(c)). Thus
the sub-Poisson statistics for the number of the local structures
can be regarded as an unexpected illusion caused by an unsuit-
able identification method based on only amplitude value.

The interaction rules of the local structures have been inves-
tigated to understand the dynamical properties of systems with
disorder. A hole can transform into a defect when the amplitude
dip of the hole reaches zero, followed by the defect generating
another hole and transforming back to a hole [20]. Holes and
MAWs transform into each other through saddle-node bifurca-
tions [14]. MAWs emerge from and sink into the background;
moreover, splitting and merging processes of MAWs are dom-
inant in turbulent regimes [13]. The observed main interaction

rules can be written as

H
k1

�
k2

D, (4a)

D
k3→ D + H, (4b)

H
k4

�
k5

M, (4c)

0
k6

�
k7

M, (4d)

M
k8

�
k9

2M, (4e)

where D, H, M, and ki denote a defect, a hole, a MAW, and
their reaction rates, respectively. The corresponding Markovian
master equation derived from the above interaction rules is

d
dt

P(d, h,m; t) = k1(d + 1)P(d + 1, h − 1,m; t)

+ k2(h + 1)P(d − 1, h + 1,m; t)
+ k3dP(d, h − 1,m; t)
+ k4(h + 1)P(d, h + 1,m − 1; t)
+ k5(m + 1)P(d, h − 1,m + 1; t)
+ k6ΩP(d, h,m − 1; t)
+ k7(m + 1)P(d, h,m + 1; t)
+ k8(m − 1)P(d, h,m − 1; t)
+ k9Ω

−1(m + 1)mP(d, h,m + 1; t)
− [k1d + k2h + k3d + k4h + k5m + k6Ω

+ k7m + k8m + k9Ω
−1m(m − 1)]

× P(d, h,m; t), (5)

where d, h, and m denote the number of defects, holes, and
MAWs, and Ω is the system size. In general, a multivariable
Poisson distribution is derived from the master equations for
stationary states under the independence condition [21]. Thus,
assuming that P(d, h,m; t) = P0(d, h,m; t) + εP1(d, h,m; t) with
P0(d, h,m; t) = ξ(d; t)η(h; t)ζ(m; t) and ε decaying more rapidly
than Ω−1 with Ω→∞, we can obtain the evolution equations of
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the marginal PDFs, ξ(d; t), η(h; t), and ζ(m; t) from Eq. (5) as

d
dt
ξ(d; t) = k1(d + 1)ξ(d + 1; t) + k2〈h〉ηξ(d − 1; t)

− [k1d + k2〈h〉η]ξ(d; t), (6a)
d
dt
η(h; t) = (k2 + k4)(h + 1)η(h + 1; t)

+ (k1 + k3)〈d〉ξη(h − 1; t)
− [(k2 + k4)h + (k1 + k3)〈d〉ξ]η(h; t), (6b)

d
dt
ζ(m; t) = (k9Ω

−1m + k5 + k7)(m + 1)ζ(m + 1; t)

+ [k4〈h〉η + k8(m − 1) + k6Ω]ζ(m − 1; t)

− [k9Ω
−1(m − 1) + k5 + k7]mζ(m; t)

− [k4〈h〉η + k8m + k6Ω]ζ(m; t), (6c)

where 〈d〉ξ and 〈h〉η are the mean values of ξ and η with re-
spect to ξ(d; t) and η(h; t), respectively. Because the PDFs of
the number of each local structure are evaluated for the station-
ary state, the stationary PDFs, ξs(d), ηs(h), and ζs(m), in a large
system where ε→0, are readily obtained from Eq. (6) as the
Poisson distributions:

ξs(d) =
λd
ξ

d!
e−λξ , λξ =

k2〈h〉η
k1

, (7a)

ηs(h) =
λh
η

h!
e−λη , λη =

(k1 + k3)〈d〉ξ
k2 + k4

, (7b)

ζs(m) =
λm
ζ

m!
e−λζ , λζ =

k6Ω

k5 + k7
. (7c)

The Markovian master equations can be written in the form

d
dt

P(n; t) = J(n + 1; t) − J(n; t), (8)

where J(n; t) is a functional of P(n; t), the stochastic flux [21].
In the stationary state, Js(n) = 0 leads to the recursion relation

P(n) =
c(n − 1)

a(n)
P(n − 1) (9)

with n-dependent creation rate c(n) and annihilation rate a(n).
The ratio, c(n − 1)/a(n) must be proportional to n−1 for sta-
tionary Poisson processes. Figure 5 shows the creation and the
annihilation rates of the local structures estimated by using the
least-square method. The creation rates (Fig. 5(a), (c), and (e))
are estimated as constant values, c(n) = c0, and the annihilation
rates (Fig. 5(b), (d), and (f)) are proportional to n, a(n) = a1n.
The values of the creation and the annihilation rates for smaller
numbers of MAWs less than 21 were also counted. In estimat-
ing the creation and the annihilation rates of MAWs, we have
utilized the data for the values of them for the numbers for 21≤
n ≤ 45, since the error bar increases for smaller values of n in
c0, and for larger values of n in a1. Hence, the values c0, a1 for
21 ≤ n ≤ 45 are depicted in Figs. 5(e), (f). This result gives
a plausible explanation for the appearance of Poisson statistics
for the stationary state.
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Figure 5: Creation rates of (a) defects, (c) holes, and (e) MAWs, and annihi-
lation rates of (b) defects, (d) holes, and (f) MAWs. These creation and an-
nihilation rates are estimated by using the least-squares method. In each fig-
ure, the black circles indicate the mean values with the vertical bars indicating
the standard deviations obtained from the numerical simulation. The values of
each creation and annihilation rate, (c0, a1), are (0.00376, 0.501) for defects,
(0.0232, 0.0037) for holes, and (0.057, 0.00147) for MAWs.

3.2. Long-memory and characteristic time scales in interar-
rival times of defects and lifetimes of holes and MAWs

The statistical properties of interarrival times of defects and
lifetimes of holes and MAWs give us information on the time
code for the birth–death process of the local structures, while
the number statistics provide information on the rate code.
These two codes provide complementary information. To ob-
tain the PDFs of the interarrival times of defects and the life-
times of holes and MAWs, we have to know the time evolution
of the PDFs of the number of the local structures. The Marko-
vian master equation of each local structure in the large system
is

d
dt

P(n; t) = c0[P(n−1; t)−P(n; t)]+a1[(n+1)P(n+1; t)−nP(n; t)].
(10)

The exact solution is given by

P(n; t) =
1
n!

[
c0

a1
(1 − e−a1t)

]n
exp
[
− c0

a1
(1 − e−a1t)

]
. (11)

The corresponding PDFs of the interarrival times of defects and
the lifetimes of holes and MAWs, fM(t), are readily obtained
from the relation fM(t) = − d

dt P(0; t) as

fM(t) = c0e−a1t exp
[
− c0

a1
(1 − e−a1t)

]
. (12)

Figure 6 shows the PDFs obtained from the numerical simu-
lation; these PDFs are characterized by fat tails and specific
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(5.7×10−2, 1.47×10−3, 30.1, 1.28).

peaks. In contrast, the theoretical PDF, fM(t), in Eq. (12) shows
a double-exponential decay.

Recalling the spatiotemporal dynamics of the defect turbu-
lence in Fig. 1, one can see zigzag motions of traveling holes
with oscillating amplitudes. Figures 7(a) and (b) show a zigzag
motion of a traveling hole extracted from Fig. 1 and a defect
generation caused by the traveling hole moving from the right
side to the left side, respectively. In Fig. 7(a), the white cir-
cles on the edges of the zigzag black line correspond to defects
generated from the traveling hole. In Fig. 7(b), the hole moving
from the right side changes to a defect, which generates another
hole moving to the left side when the amplitude of the traveling
hole reaches zero. The defect then changes into a hole moving
to the right side. Hence the intervals between nearest neighbor
defects in the direction of time in Fig. 7(a) correspond to both
the interarrival times of defects and the lifetimes of holes. In
other words, a kind of periodicity involved in the zigzag mo-
tions of holes causes the specific peaks in Figs. 6(a) and (b).

Traveling
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Defect generating interval
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Defect Hole
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Figure 7: (a) Zigzag motion of a traveling hole extracted from Fig. 1(a). The
black line is a trajectory of the traveling hole and the white circles are defects.
The intervals between nearest neighbor defects in the direction of time corre-
spond to both the interarrival times of defects and the lifetimes of the holes. (b)
Defect generation caused by the traveling hole moving from the right side to
the left side. The defect is generated when the amplitude of the traveling hole
reaches zero.

We assume that the zigzag motions of holes enhance the cre-
ation rates of defects and holes as a superposition of Lorentzian-
type functions involved in periods of the zigzag motions. In

addition, a time-scaling function is introduced to realize the ef-
fects of long-memory. There are two ways to take into account
the effect of long-memory for master equations: 1. general-
ized master equations with convolution-type memory functions
involved in waiting-time PDFs of reactions [22] and 2. non-
stationary, convolutionless-type master equations with time-
dependent reaction rates [23]. Here, we adopt the latter-type
non-Markovian master equation

d
dt

P(n; t) = c0(1 + ψ(t))ν(t)[P(n − 1; t) − P(n; t)]

+ a1ν(t)[(n + 1)P(n + 1; t) − nP(n; t)], (13a)

ψ(t) =
∑

j

κ0 j

[1 + κ1 j(t − T j)2]α j
, (13b)

ν(t) =
ν0

1 + ν1t
, (13c)

where ψ(t) is the superposition of the Lorentzian-type functions
including sets of real parameters {(κ0 j, κ1 j,T j, α j)} j and ν(t) is
a monotonically increasing function with two real parameters
(ν0, ν1). The time evolution of the PDF is exactly given by

P(n; t) =
[Φ(t)]n

n!
exp[−Φ(t)], (14a)

Φ(t) =
c0

a1

1 − 1

(1 + ν1t)
a1ν0
ν1

 + c0θ(t)

(1 + ν1t)
a1ν0
ν1

, (14b)

θ(t) =
∫ t

0
ν0(1 + ν1t′)

a1ν0
ν1
−1
ψ(t′)dt′. (14c)

The corresponding PDFs of the interarrival times of defects and
the lifetimes of holes and MAWs are readily obtained as

fnM(t) = −dΦ(t)
dt

exp[−Φ(t)]. (15)

Since Φ(t) satisfies lim
t→∞
Φ(t) = c0/a1, P(n; t) leads to the Pois-

son distribution at stationary state, which is consistent with the
result of the number statistics in the previous section. In a spe-
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cial case, ψ(t) = 0 for MAWs, fnM(t) is simplified as

fnM(t) =
c0ν0

ν1
(1 + ν1t)−

a1ν0
ν1
−1exp

[
− c0

a1

(
1 − (1 + ν1t)−

a1ν0
ν1

)]
.

(16)
The theoretical PDFs of the interarrival times of defects and the
lifetimes of holes and MAWs, fnM(t), are compared with those
of the numerical results in Fig. 6. For the interarrival times
of defects, τD, fnM(τD) captures the “power-law” behaviors for
both low and high values of τD and the specific peaks involved
in a period of the zigzag motions. The non-Markovian theoreti-
cal PDF fnM(lH), for the lifetimes of holes, lH , include a higher
mode at T1 = 3.76 in addition to the main peak at T0 = 0.48,
which may be generated from the nonlinearity of the system.
The Markovian description, fM(lM), and the non-Markovian
one, fnM(lM), are compared for the lifetimes of MAWs. The
non-Markovian PDF fnM(lM) agrees quite well with the numer-
ical result because of the effect of the time-scaling function
describing the “power-law” relaxations for both low and high
values of lM . However, the double-exponential decay, which
is characteristic of the Markovian PDF fM(lM), cannot capture
the “power-law” relaxations. From these observations, we con-
clude that our non-Markovian model can describe the effects
of both the zigzag motions and the long-memory in the birth–
death process.

4. Conclusions

The 1D CGLE exhibits defect turbulence associated with the
BF instability in large systems. From the point of view of the
local structures, the defect turbulence can be successfully de-
scribed by many-body interactions among defects, holes, and
MAWs.

In this research, we have investigated defect turbulence via
the birth–death process of the local structures. After identi-
fying defects, holes and MAWs, we performed an appropriate
statistical analysis for the number fluctuations, the interarrival
times of defects, and the lifetimes of holes and MAWs. All the
PDFs of the number of each local structure are subjected to the
Poisson statistics, which is consistent with the analytical result
derived from the master equation based on the local interac-
tion rules among the local structures. In addition, we have shed
light on the existence of long-memory and specific time scales
in the interarrival times of defects and the lifetimes of holes and
MAWs and have elucidated that their characteristics—“power
laws” and specific peaks in the PDFs—can be identified by the
non-Markovian master equation with time-dependent reaction
rates. The non-Markovian master equation is characterized by
the slowly varying time scale function and the superposition of
the Lorentzian type functions, which are reflect the power-laws
and the specific time peaks in the PDFs, respectively. These
characteristics imply that the rather deterministic processes of
the local structures, such as traveling holes and MAWs with
long lifetimes and zigzag motions of holes, remain in the defect
turbulence. In other words, the defect turbulence is not fully
random spatiotemporal dynamics. The nature can be ascribed

to the degree of freedom strictly limited in 1D systems. Ac-
tually, the PDF of lifetimes of defects in the 2D CGLE has a
Markovian property, namely an exponential decay [24].

To the best of our knowledge, this is the first time that the
statistical properties of local interactions involved in the appro-
priately distinguished local structures in defect turbulence of
the 1D CGLE have been investigated. Although the parameters
of the CGLE in Eq. (1) were fixed as (c1, c2) = (1.5,−1.2), the
same dynamical and statistical properties reported here can be
observed in the parameter range of the defect turbulence (cf.
the phase diagrams in Refs. [7, 10, 12]). On the other hand,
the dynamical and statistical properties in the region of other
spatiotemporal dynamics have not been elucidated involving
the detailed local structures and constructing their interactions.
Moreover, detailed identification of local structures in higher
dimension has yet to be made. In 2D systems, the number statis-
tics of topological defects have been thoroughly studied in the
context of birth–death processes and revealed to be sub-Poisson
statistics [19]. However, detailed classifications for local struc-
tures in 2D systems is not enough to construct local interaction
rules because the topological defect may not be the only lo-
cal structure. Therefore, further work is needed to clarify local
structures in 2D systems and to uncover dynamical properties
such as the existence of long-memory and/or characteristic time
scales.
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