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Fine structures in the intensity dependence of excitation and ionization probabilities
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We studied the elementary processes of excitation and ionization of atomic hydrogen in an intense
800-nm pulse with intensity in the 1.0 to 2.5 × 1014 W/cm2 range. By analyzing excitation as a continuation of
above-threshold ionization (ATI) into the below-threshold negative energy region, we show that modulation of
excitation probability and the well-known shift of low-energy ATI peaks vs laser intensity share the same origin.
Modulation of excitation probability is a general strong field phenomenon and is shown to be a consequence of
channel closing in multiphoton ionization processes. Furthermore, the excited states populated in general have
large orbital angular momentum and they are stable against ionization by the intense 800-nm laser—they are the
underlying reason for population trapping of atoms and molecules in intense laser fields.
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I. INTRODUCTION

Photoexcitation and photoionization processes of an atomic
hydrogen over the whole electromagnetic spectrum are the
standard topics in undergraduate modern physics and quantum
mechanics textbooks. Before the invention of intense lasers,
the interaction of light with matter was often treated by
perturbation theory. Since the 1960s, with the invention of
intense laser pulses, two-photon and multiphoton absorption
processes began to draw great interest. In the last two to three
decades, with Ti:sapphire lasers (wavelength around 800 nm),
short pulses with duration from a few to tens of femtoseconds
became widely available. These pulses can be focused to reach
very high intensity such that strong field physics of atoms
and molecules have emerged as a new discipline. Processes
such as high-order harmonic generation, above-threshold
ionization (ATI), multiple ionization, and other phenomena
have been widely investigated. Lately, with the advent of
laser technology, strong field physics has been extended to
midinfrared wavelength lasers (up to a few microns). Similarly,
advance of accelerator technology has opened up nonlinear
physics—for free-electron lasers with wavelength from the
extreme ultraviolet (EUV) to x rays. These progresses make
it possible to study nonlinear physics over a broadband of
electromagnetic spectrum.

From the theoretical viewpoint, the nonlinear interaction of
a hydrogen atom with an intense field of light of different wave-
length is considered a basic problem that can be rigorously
solved numerically. Within the nonrelativistic approximation,
for a given light pulse, all the physical processes are included
in the “exact” solution of the time-dependent Schrödinger
equation (TDSE). Such results are considered as good or even
“better” than experimental data. These numerical data can
be used to test simpler theoretical models to draw general
conclusions that may be applicable at least qualitatively to
more complex targets.

In spite of this minimal goal, an “exact” solution of TDSE
in intense laser field has to be taken with caution. From the

numerical standpoint, how does one know that the calculation
indeed is converged? The dimension of the Hilbert space of
a hydrogen atom is infinite. Besides the dominant processes,
there are processes where transition probabilities are much
smaller. More precisely, the hydrogen atom can be ionized or
excited after the pulse is over. The atom can be left at various
excited states, from the low-lying levels to very high Rydberg
states, or ionized with the electron emerging at different
energies and angles. Convergence can be tested for a selected
subset of data of interest. For example, total excitation and
total ionization probabilities may be “converged,” but it does
not guarantee that excitations to individual states or ionization
to various electron energy or momentum are converged. On
the other hand, there are possible features that are not specific
to atomic hydrogen only. Here our goal is to draw from the
numerical “experimental” data some general conclusions that
are common to other complex targets.

In strong field experiments, a laser pulse is sharply focused
into a gas cell or a gas jet. The experimental data are
obtained by integrating over the distributed intensities within
the focal volume. Precise characterization of temporal and
spatial distributions of a laser beam in general is not possible.
Thus many finer features predicted from the accurate TDSE
calculation may be averaged out after volume integration. In
other cases, they are normally not measured by experimental-
ists, for example, excitations to individual excited states. On
the other hand, some features that do not change rapidly with
laser intensity may survive the volume integration. Examples
of such features are abundant. For example, ATI electrons
[1], Freeman resonances [2], “fanlike” angular distributions of
low-energy photoelectrons [3–5], “holography” in the photo-
electron momentum distributions [6–8], and the conspicuous
low-energy structures (LES) of photoelectrons by midinfrared
pulses [9–11]. In addition, there are fine features observed only
in very carefully detailed measurements. For example, both
multiphoton ionization and tunneling ionization model predict
that total ionization probability should grow monotonically
with laser intensity, but measurement of ion yields with small

1050-2947/2014/89(2)/023421(9) 023421-1 ©2014 American Physical Society

http://dx.doi.org/10.1103/PhysRevA.89.023421


LI, TONG, MORISHITA, WEI, AND LIN PHYSICAL REVIEW A 89, 023421 (2014)

steps of intensity increment revealed minute yet reproducible
modulation from a smooth curve [12,13]. Such irregularity
was later interpreted as due to “population trapping” where
electrons are not ionized, but trapped in the excited states.
To interpret population trapping an elaborate interference
stabilization (IS) [14] model employing second-order �-type
Raman transitions was proposed. While this model has been
used to interpret many experiments qualitatively, we note that
no actual calculations have ever been actually carried out to
confirm the IS model.

The existence of low or high Rydberg states in an intense
laser field was often viewed as unlikely, especially at high
intensity where the atom in the ground state is already
severely depleted. On the other hand, the presence of excited
states of an atom in an intense laser field has been reported
experimentally since the 1990s [15–17]. In our opinion,
however, how these excited states are populated and how they
remain stable in the intense laser field still have not been
fully investigated yet. Thus, a careful examination based on
accurate numerical TDSE results will be illustrative. Since
excitation probabilities for higher excited states are small, it is
important to perform TDSE calculations that are converged.
In this article we obtained results from two independent
well-tested TDSE codes. They are then analyzed by treating
excitation and ionization on equal footing. We mention that
a similar method of analyzing laser induced excited states
has been employed by Morishita and Lin [18] for the strong
field ionization of Li by an 800-nm laser. Since the ionization
energy of Li is only 5.39 eV, at an intensity of a few times of
1012 W/cm2 the ground state of Li is already fully depleted.
The interplay between excitation and ionization in Li is thus
different from the hydrogen atom studied here. However,
it has shown in Ref. [18] that a few percent of Li would
remain neutral, with the Li in highly excited states. In other
words, in general atoms and molecules are stable against
ionization by intense laser fields if they are in highly excited
states.

The goal of this work is twofold. First, we carried out
TDSE calculations to study electron spectra and the integrated
total ionization yields vs laser intensity. The origin of “small
steps” in the ion yields vs laser intensity is identified: They are
associated with intensities when “channel closing” occurs, i.e.,
at an intensity where absorption of one more photon is needed
to ionize the atom due to the increase of the ponderomotive
energy. Second, we study excitation probabilities for low-lying
and Rydberg states. We will show that small steps in ionization
always occur when the total excitation probabilities are at
the local maximum. The increase in excitation probabil-
ity above channel closing can be understood as resulting
from the shift of the first ATI peak below the ionization
threshold.

The rest of this paper is organized as follows. In Sec. II
a short summary of the methods used for solving the
TDSE equation will be described. In Sec. III detailed
comparison of data from the two calculations will be
analyzed, with emphasis on photoelectrons near the ion-
ization threshold and the excited states. The last section
summaries the results and the mechanism of “population
trapping.” Atomic units are used in the article unless indicated
otherwise.

II. THEORETICAL METHODS

We solved the time-dependent Schrödinger equation
(TDSE) for atomic hydrogen in an intense laser field to
calculate photoelectron spectra and the population of excited
states with the hydrogen atom initially in the ground state.
Two different computation methods are used. In the first, the
TDSE is solved in the time-integral form [19]. The real space is
divided into an inner region R < Rc and an outer region Rc <

R < Rmax. The time-dependent wave function is propagated
within the box R < Rmax using the second-order split operator
method in the energy representation [20]. In the outer region,
the continuum states are expanded into continuum Coulomb
wave functions and then further propagated analytically as
Volkov momentum states [19]. The bound states and electron
momentum distributions are obtained by analyzing the time-
dependent wave function after the laser pulse is over. The box
size chosen is Rmax = 800 a.u., Rc = 500 a.u.. For each IR
cycle 2000 time steps were used. The radial grid points is 2000
and 50 partial waves are used in the expansion. The results
from this method are obtained using the velocity gauge for
describing laser-atom interaction [21]. The maximum electron
energy in the calculation is 5 a.u. and the highest Rydberg states
that can be described accurately are n = 25, but we include
all negative energy states in the total excitation probability
calculation. To check convergence, we enlarge Rmax, the
number of grid points in space and in time steps, and the
number of partial waves.

In the second method, length gauge is used for describing
laser-atom interaction. The electronic wave function is also
expanded in spherical coordinates where the radial functions
are further expanded in terms of direct products of discrete
variable representation (DVR) functions [3,22]. Using the
split operator method the time propagation is integrated in
the space of the energy eigenstates of atomic hydrogen.
With the length gauge, the time steps can be made larger,
but the number of angular momentum states has to increase
substantially. In our typical calculation, for 10 fs pulse, we
chose Rmax = 1500, number of r grids = 3000, maximum
angular momentum = 240, and number of time grids =
2000. For 20 fs pulses, the respective numbers are 3000,
4800, 400, and 4000. To check convergence, we also vary
the box size, the number of grid points in space and time of
integration, and the maximum orbital angular momentum. The
total ionization probability is checked to be accurate to better
than 1%. For the smaller excitation probability and electron
energy distribution, we estimated that the accuracy is within
5% to 10%. (Figure 10 shows results from the two gauges and
their relative convergence.)

A linearly polarized laser field is used in the calculation. Its
electric field is taken the form [22]

F(t) = F0ẑa(t) cos(ωt + ϕ), (1)

where ω is the carrier frequency and ϕ is the carrier-envelope
phase with the envelope function a(t) chosen to be

a(t) = cos2

(
πt

τ

)
(2)

for the time interval (−τ/2, τ/2) and zero elsewhere. The pulse
duration, defined as the full width at half maximum (FWHM),
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FIG. 1. (Color online) Intensity dependence of total excitation and ionization probabilities of atomic hydrogen by a 10 fs, 800-nm laser
pulse. (a) Results from TDSE calculations and comparison with the ADK tunneling ionization model. The excitation probability has been
multiplied by 5 for easier visualization. (b) Renormalized excitation and ionization probabilities (expressed as ratios with respect to a smooth
background) to display nonmonotonic oscillatory features vs laser intensity (see text). Arrows indicate positions of channel closing thresholds,
with the first one for absorption of 13 photons. The peaks of excitation and ionization are out of phase, at least below intensity of 2 × 1014 W/cm2.

is given by � = τ/2.75. The carrier envelope phase is always
set at zero in the calculation.

III. RESULTS AND DISCUSSION

A. Oscillation of total ionization and excitation
probabilities vs laser intensity

Figure 1(a) presents the calculated total ionization and
excitation probability for 10 fs pulses with intensities from
1.0 to 2.5I0, where I0 = 1014 W/cm2. Within this range,
the ionization probability rises from about 2% to 35%
when the laser intensity only increases 2.5 times. With
calculations carried out with a step size of 0.01I0, we note
that ionization probability does not increase monotonically,
but instead shows local weak steps where ionization stays
relative flat before rapid rise again. The Keldysh parameters
for the studied intensity range is from 1.07 to 0.68. We also
compare the TDSE results with those obtained according
to the ADK tunneling theory [23]. For comparison, total
excitation probabilities (multiplied five times) are also shown
in Fig. 1(a). They display strong modulations that are out
of phase in relation to the oscillation in the ionization
probability.

To demonstrate the out-of-phase oscillation between exci-
tation and ionization probabilities, we first obtain a smoothed
curve for each, respectively, then the ratios of excitation
and ionization probabilities with respect to the smoothed
probabilities are displayed. More precisely, in Fig. 1(b), for
excitation we plot the ratio P (I )/Psm, for ionization we
plot 5 ∗ [P (I )/Psm − 1] + 1, where P (I ) is the respective
excitation or ionization probability, and Psm is the respective
smoothed probability. The out-of-phase oscillations between
the two probabilities can now be clearly seen. In the figure,
channel closing intensity Ic for absorption of n photons are
indicated. Here channel closing occurs for n�ω = Ip + Up,
where �ω = 1.55 eV is the photon energy, Ip = 13.6 eV is
the ionization energy of hydrogen, and Up = I/(4ω2) is the
ponderomotive energy of the laser field of intensity I . The

lowest n in the figure is 13, the next one is 14, and so on. Below
2.0I0, between two channel-closing thresholds, ionization and
excitation probabilities each goes through a maximum and a
minimum. These structures are easily understood in terms of
a multiphoton ionization picture.

The features presented above have been investigated previ-
ously by Popov et al. [24] for atomic hydrogen. Their calcu-
lations were carried out using TDSE also, but by representing
a wave function on the grid points in the radial coordinate.
A regularized Coulomb potential V (r) = −1/

√
r2 + α2 is

employed to represent the electron-nucleus interaction. In spite
of such an approximation, the oscillation in the excitation
probabilities and the small steps in the ion yields vs laser
intensity have been observed in their calculations also. Similar
calculations have been carried out for the Xe atom to explain
the experimentally observed nonmonotonic dependence of ion
yields vs laser intensity, as reported by Azarm et al. [25].
The electron and Xe ion core interaction is again represented
by a regularized Coulomb potential with the parameter α

chosen such that the ground state energy of Xe is correctly
reproduced.

B. Low-energy photoelectron energy distributions

In Fig. 2, photoelectron energy distributions below 8 eV are
displayed vs laser peak intensities. As the intensity increases,
the electron distribution shifts toward lower energies, in
accordance with the increase of ponderomotive energy which
depends linearly with the intensity. Close to the channel
closing threshold (marked by arrows on the horizontal axis),
the photoelectron has maximum yield near the ionization
threshold. With intensity increases beyond the channel closing
threshold, these “above-threshold ionization” (ATI) electrons
would “dive” into the below-threshold region. These electrons
would appear as excited states. Thus it is instructive to consider
excitation and ionization on the same footing, by redefining
excitation probability Pn for each state in terms of excitation
probability density dPn/dE = Pn(dn/dE) = Pnn

3, where

023421-3



LI, TONG, MORISHITA, WEI, AND LIN PHYSICAL REVIEW A 89, 023421 (2014)

 1  1.2  1.4  1.6  1.8  2  2.2  2.4

Intensity (1014W/cm2)

 0

 1

 2

 3

 4

 5

 6

 7

 8
E

le
ct

ro
n 

en
er

gy
 (

eV
)

 0

 0.5

 1

 1.5

 2

 2.5

FIG. 2. (Color online) Electron spectra vs peak laser intensity for
10 fs pulses. Arrows along the horizontal axis indicate the positions of
channel closing thresholds. At lower intensities, for channel closing
intensity the first ATI peak is located at the ionization threshold. At
higher intensities additional features related to Freeman resonances
appear.

E = −(1/2n2) is the energy of the excited state with principal
quantum number n.

In Fig. 3 we show how the electron spectra evolve from
−0.04 (close to n = 4) to 0.12 a.u. for laser intensities between
two channel closing thresholds at 1.61I0 and 1.88I0. At each
intensity, above the threshold, individual ATI peaks are clearly
visible. The first ATI peak moves toward lower energy as the
laser intensity is increased, and then continues smoothly below
the threshold. From 1.61I0 to 1.70I0, see Fig. 3(a), the portion
of the lowest “ATI” peak lying below the threshold increases
in strength, while the portion above the threshold decreases,
as the laser intensity is increased. This is reflected by the
increase of total excitation and decrease of total ionization
probability shown in Fig. 1(b) in this intensity region. The
trend is different from 1.70I0 to 1.79I0 [Fig. 3(b)], where
the first ATI peak lies almost entirely below the threshold,
with decreasing strength as the intensity is increased, while
the strength of the second ATI peak, which lies above the
threshold, increases with the laser intensity. This trend explains
the decrease of total excitation and increase of ionization seen
in Fig. 1(a) in the 1.70I0 to 1.79I0 region. Thus the out-of-phase
oscillation between excitation and ionization probabilities can
be understood based on the multiphoton ionization picture, as
the lowest ATI peak shifts into the below-threshold region.
This also explains why total excitation peak always occurs
after each channel closing threshold. The numerical results
of Fig. 1(b) supports this general observation. Figure 3(c)
offers a different scenario where both excitation and ionization
increase as the laser intensity increases. The behavior of the
first ATI peak again explains how this occurs, since the first
ATI peak increases in strength and this peak straddles the
threshold.

While individual peaks in Fig. 3 have been discussed in
terms of nonresonant ATI peaks, a closer examination shows
that this is not a complete description. For the 10 fs pulses
used in the calculation, the bandwidth is 0.0066 a.u., while
most of the peaks seen in Fig. 3 are at least twice broader. In
fact, some peaks show substructures. This is further examined
in connection with the so-called Freeman resonances.

Freeman resonance occurs when an ac Stark shifted excited
state |i〉 is resonantly excited by absorbing (N − 1) photons,
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FIG. 3. (Color online) Detailed electron spectra below and above
the ionization threshold for intensities between two channel closing
thresholds (15 and 16 photons). Below the threshold the excited state
probability is expressed in terms of probability density per unit energy
(see text) as in the continuum states, thus the ATI peak is extended to
the below-threshold region. Note that each ATI peak is much broader
than the bandwidth of the 10 fs pulse, as the result of contributions
from Freeman resonances.

i.e, Ei + Up = (N − 1)�ω at intensity I , where Ei is the
excitation energy from the ground state. Such resonances are
observed in the electron spectra if these excited states absorb
one more photon, thus appearing near the N photon (or the
first ATI) peak in the electron spectra. In Fig. 4 we show the
detailed electron spectra from below to above the threshold at
two laser intensities, with the positions of excited states and
the expected Freeman resonances indicated. With 10 fs pulses,
the bandwidth is large, thus individual Freeman resonances
cannot be identified, but the bumps seen in the continuum
electron spectra are consistent with such an interpretation.
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FIG. 4. (Color online) Analysis of generalized electron spectra
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probability is at the local maximum, and 1.78I0, where excitation is
at the minimum. The theoretical ATI peak positions and the expected
positions of Freeman resonances are indicated. At both intensities
contribution from the n = 5 states can be identified.

C. Distributions of excited states

Figure 1(a) shows that total excitation probability within
1.0–2.5I0 is at most a few percent. The total probability
remains nearly constant above 1.6I0, in contrast to total
ionization which continues to grow rapidly with intensity.
Since it takes from 13 to 18 photons to ionize the hydrogen
atom in the 1.0–2.5I0 range, it would take 12–17 photons
to reach the excited states. Since absorption of one photon
increases or decreases the angular momentum by one unit,
we can estimate that the dominant l should be around 5 or 6
for the populated excited states, with the distribution skewed
toward higher l because the branching ratio for increasing one
unit of angular momentum is higher than decreasing one in
photoabsorption.

Figure 5(b) shows the normalized distributions of l = 5 and
l = 6 for the excited states over the 1.0–2.5I0 region, with other
l’s contributing a total of less than 50% at most intensities.
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FIG. 6. (Color online) The population of excited states for dif-
ferent laser intensities for 10 fs pulses. The peak position in the n

distribution shifts with laser intensity, in relation to the shift of the
first ATI peak with the laser intensity.

Figure 5(a) shows the n = 5, 6, and higher n distributions,
again normalized for each intensity to the total excitation
probability. Note that n > 6 distributions can account for up
to 80% of the excited states at some intensities. The intensities
where they peak coincide closely with the peaks of the total
excitation probabilities in Fig. 1(a). In other words, these
high-n states are populated most efficiently slightly after each
channel closing threshold, as the lowest ATI peak dives below
the ionization threshold. These high-n states have l = 5 or 6
mostly.

Figure 6 shows the distribution of excited states from n =
5–16 at four intensities from 1.50 to 1.68I0. From Fig. 1(a)
the total excitation probability in this intensity range goes
from minimum to maximum. The high n > 6 probabilities
do not drop rapidly, especially in the intensity region where
the total excitation is near the peak. Similar behavior of the n

distribution has been observed at higher intensities. They show

 0

 0.2

 0.4

 0.6

 0.8

 1

 1  1.2  1.4  1.6  1.8  2  2.2  2.4

N
or

m
al

iz
ed

 p
ro

ba
bi

li
ty

Intensity (1014W/cm2)

(b) l=5
l=6

 0

 0.2

 0.4

 0.6

 0.8

 1

 1  1.2  1.4  1.6  1.8  2  2.2  2.4

N
or

m
al

iz
ed

 p
ro

ba
bi

li
ty

Intensity (1014W/cm2)

(a) n>6
n=5
n=6

FIG. 5. (Color online) The dominant n (a) and l (b) distributions of excited states. The n distributions are normalized for each intensity to
the total excitation probability, and the l distributions are normalized for each intensity to the total population with n > 6. These high-n states
have l = 5 or 6 mostly, and are not easily further ionized by absorbing one photon from the laser field.
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FIG. 7. (Color online) n distribution for a given dominant l, at (a) 1.61I0 and (b) 1.68I0, corresponding to minimum and maximum
excitation probabilities, respectively, calculated using both the velocity and length gauges. Discrepancies between the two methods begin to
appear when the probability is smaller than 0.001. Results become inaccurate for high n due to the limit from the size of the “box” used or
from numerical accuracy when the probability drops below 10−4.

indeed that high-n Rydberg states survive the intense 800-nm
laser fields.

Figure 7 gives the probability distributions for excitation to
different n states for a given l indicated at two laser intensities,
1.61I0 and 1.68I0, with results from the velocity and the length
gauges. Since the radial size of the velocity gauge is smaller,
the probabilities for n > 19 become inaccurate. For the length
gauge calculation, results for n > 27 become inaccurate. The
figures show that discrepancies between the two calculations
become discernible for probabilities less than 0.001. These
results indicate the high-n states are those with angular
momentum quantum number close to l = 5. Since linearly po-
larized laser light is used, this means the states all have m = 0.

The results just presented show that high-n excited states are
populated for atoms in an intense laser field. Depending on the
minimum number of photons N needed to ionize an atom, we
can estimate that the main orbital angular momentum would
be about l0 = N/2. In the tunneling ionization regime, l0 will
be near 5, 6, or higher, thus these high Rydberg states all have
large l. The high-l states have little probability near the nucleus
or ion core, thus an electron in such a state cannot absorb an
additional photon from the laser field and it will not be ionized.
This is the “mechanism” of population trapping for Rydberg
states for atoms or molecules in an intense laser field. This
mechanism can be extended even to the overbarrier ionization
regime [18].

To support this qualitative interpretation in terms of actual
numbers, we have calculated the ionization probability of
high-l, high-n Rydberg states by 800-nm pulses using the
first-order perturbation theory. The probabilities given in Fig. 8
are calculated for a flat-envelope pulse with duration of 5
fs at a constant intensity of 1014W/cm2. These first-order
probabilities scale linearly with pulse duration and intensity,
and thus can be used to estimate the ionization probability
for a given pulse. For the pulse duration and intensity used
in typical laser-atom experiments, the ionization probability
for n > 6 can be estimated from Fig. 8. If the probability is
less than a few percent, the excited state is considered stable

against absorption of another photon. From Fig. 8, one can
expect that depletion of l � 4 Rydberg states by the laser
field could become significant, but not for Rydberg states
that have l = 5 and 6 or higher. Thus high Rydberg states
can be formed in the early part of an intense laser pulse.
The high-l Rydberg states formed will not be ionized by
absorption of another photon. This discussion is not based
on a specific target atom or molecule, thus it is a general

 0.001

 0.01

 0.1

 1

 6  8  10  12  14  16  18  20

Io
ni

za
ti

on
 p

ro
ba

bi
li

ty

Principal quantum number

l=4
l=5
l=6

FIG. 8. (Color online) Single photon ionization probability of
high Rydberg states with l = 4, 5, 6 by 800-nm lasers. The
calculation was carried out using first-order perturbation theory for a
monochromatic light with intensity of 1014 W/cm2. The probabilities
are shown for a duration of 5 fs. The probability scales linearly with
laser intensity and with pulse duration. This figure can be used to
estimate the probability of ionization of Rydberg states in an intense
800-nm laser pulse. If the resulting probability is close to 0.1 or
more, then the number obtained from the figure is incorrect because
the data were obtained from first-order perturbation theory. If the
calculated ionization probability is less than 0.1, the Rydberg state
can be considered stable against ionization by the laser field such that
“population trapping” occurs for such a state.
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FIG. 9. (Color online) Total ionization probabilities for pulse
durations of 5, 10, 20, and 30 fs, respectively, vs the intensity of
the laser. The probability does not scale linearly with pulse duration
due to saturation at higher intensity or to population trapping of the
excited states.

phenomenon for atoms and molecules in an intense laser
field. The observed “population trapping” of Rydberg states
is due to the fact that high-l Rydberg states do not absorb
800-nm photons. Thus our interpretation of the presence of
high Rydberg states in intense laser fields does not require the
second-order Raman processes for “interference stability,” nor
the rescattering followed by photorecombination processes in
the “frustrated tunnel ionization” model [17] that would incur
emission of additional photons.

Finally, we note that total excitation probability for the 10 fs
pulse does not increase for intensities higher than 1.6I0, see
Fig. 1(a). At lower intensity, the excited states are continuously
generated during the pulse. As the field intensity increases,
the low-n and low-l excited states will be depleted by the
absorption of one more photon. When the production and
destruction of the excited states balance out, the total excitation
probability would not change anymore. This can be used
to explain the saturation of excitation probability at higher

intensities. Oscillation of excitation probability still would
occur since the production of excited states is associated with
the occurrence of channel closing, as explained earlier.

Direct observation of excited states in atoms after inter-
acting with an intense laser has been reported in a number
of experiments. Their existence also have been postulated
in the interpretation of the observation of neutral atoms or
molecules in a few high-intensity laser measurements. These
excited atoms exist in high-n states. They are better described
together as a coherent wave packet in the field. This wave
packet is highly polarizable and would possess a large dipole
moment. Such a highly polarizable Rydberg atom can then
experience a very large force in a spatially nonuniform laser
field, as reported in an earlier experiment [26].

D. Pulse duration dependence

The results presented so far are limited to 10 fs pulses and
intensity below 2.5I0. They were calculated by solving TDSE
using two different methods, and in each calculation conver-
gence has been checked. As the intensity is increased, such a
convergence test becomes more difficult as the parameters in
the numerical calculations have to be increased substantially.
This is also true when the pulse duration is increased at a fixed
intensity.

Figure 9 shows the total ionization probability for intensity
within 1.0–2.5I0, for pulse durations of 5, 10, 20, and 30 fs,
obtained using the velocity gauge. At selective intensities,
results from the length gauge calculations were carried out. For
the 5 fs pulses, the total ionization rises nearly monotonically
with intensity because of the large bandwidth of the pulse. For
the 10 fs pulses, the small modulations have been analyzed
earlier. For the 20 fs pulses, the modulations become larger
and complicated. At intensities below 2.0I0, the convergence
has been checked, but not at higher intensities. Similarly, for
the 30 fs pulses, convergence is expected for lower intensities
but could be a problem at higher intensities. The larger and
more numerous modulations for the longer pulse and higher
intensities may be real since Freeman resonances in general
will be sharper, but they could also be due to inaccuracy in the
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FIG. 10. (Color online) Total excitation probabilities vs laser intensities for 10 fs (a) and 20 fs (b) pulses. Results from 5 fs pulses are also
shown in each panel for comparison. Main calculations are carried out using a velocity gauge. The blue symbols are obtained from length
gauge—they are in good agreement with the results from the velocity gauge.
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FIG. 11. (Color online) Comparison of excitation (normalized per unit energy) and ionization probability densities for 5, 10, and 20 fs
pulses at two intensities, 1.68I0 (a) and 1.78I0 (b), where the total excitation probabilities are at the maximum and minimum, respectively.
For 5 and 10 fs pulses, ATI peaks can be identified readily, but the much broader width of each peak indicates presence of contributions from
Freeman resonances. The positions of the ATI peaks, the bound states, and the expected Freeman resonances are indicated. Some of the peaks
for the 20 fs pulses cannot be easily identified with either ATI peaks or Freeman resonances. They are likely the consequence of interference
between the resonant (via excited states) and nonresonant multiphoton ionization amplitudes.

numerical calculation. The main point is that highly accurate
calculations for ionization of atomic hydrogen by a linearly
polarized 800-nm laser pulse is not as trivial as one might
like since check of convergence is not trivial without a careful
investigation.

Figures 10(a) and 10(b) demonstrate the accuracy of
total excitation probability calculated for 10 and 20 fs laser
pulses over the 1.0–2.5I0 region, respectively, obtained using
the velocity gauge. These results are compared to the total
excitation probabilities for the 5 fs pulses in each figure. Note
that the peaks and valleys for different durations do not match
very well. It is clear that the probabilities at the same intensity
do not scale with the pulse duration. Within the 1.5–1.79I0

range, results from the length gauge are also obtained and
compared to the velocity gauge, showing good agreement
between the two calculations.

Finally, in Fig. 11 we compare the excitation and ATI
spectra for 5, 10, and 20 fs pulses, at two peak intensities of
1.68I0 and 1.78I0, where the total excitation probabilities are
at maximum and minimum, respectively. The positions of the
excited states and the expected Freeman resonances are marked
by arrows. The expected first ATI peak (above the threshold)
is indicated in each figure. For the 5 and 10 fs pulses, the peaks
are distinct but rather broad, almost two times broader than one
expected from the pulse width alone. For the 20 fs pulse, the
identification of all the peaks becomes difficult. While there
are peaks that can be associated with ATI peaks or Freeman
resonances, there are others that cannot be assigned. The latter
likely are due to interference between the broadband resonant
(like Freeman resonances) and nonresonant (like ATI peaks)
multiphoton ionization amplitudes.

IV. SUMMARY

In this article we analyzed excitation and ionization
probabilities of atomic hydrogen in an intense 800-nm laser

field, with pulse duration up to 20 fs. The probabilities
are carried out by solving the time-dependent Schrödinger
equation using two independent codes with identical laser
parameters. By expressing excitation probability in terms of
probability density, excitation and ionization processes can be
treated on equal footing. As the laser intensity is increased
the ATI peak moves toward lower energies. At the intensity of
channel closing the first ATI peak is centered at the ionization
threshold. Upon further increase of intensity, the ATI peak
moves below the ionization threshold, meaning that they
would peak in the region of excited states. Thus excitation
probability will peak after each channel crossing threshold.
The increase of excitation is accompanied by the decrease of
total ionization probability. This explains the small steps in the
ion yield against a monotonically increasing background. This
interpretation is not specific to atomic hydrogen. It is a general
behavior of strong field ionization of atoms and molecules by
intense laser fields, especially in the multiphoton ionization
regime.

We further examined the stability of excited states pop-
ulated in the laser field. These states tend to have large
angular momentum quantum number l—they are incapable of
absorbing another photon to become ionized by the laser field.
This is the main reason behind population trapping of excited
states. There is no need to introduce “new” mechanisms
to explain the stability of high excited states of atoms or
molecules in the intense laser field.
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