*Manuscript

Flow-Balanced Routing for Multi-Hop Clustered WirelessSar
Networks

Yaling Tad, Yongbing Zhang*, Yusheng Ji

aGraduate School of Systems and Information Engineering,
University of Tsukuba, Japan, Emajto.are, ybzhangdsk.tsukuba.ac.jp
bInformation Systems Architecture Science Research Diyisi
National Institute of Informatics, Japan, Email: kei@a.jp

Abstract

Power dficiency and coverage preservation are two important peeioom metrics for a wireless
sensor network. However, there is scarcely any protocobtwsider them at the same time. In
this paper, we propose flow-balanced routing FBR) protocol for multi-hop clustered wireless
sensor networks that attempts to achieve both podfariency and coverage preservation. The
proposed protocol consists of four algorithms, one eachdtwork clustering, multi-hop backbone
construction, flow-balanced transmission, and reroufirige proposed clustering algorithm groups
several sensors into one cluster on the basis of overlagi#ggees of sensors. The backbone
construction algorithm constructs a novel multi-level ldame, which is not necessarily a tree,
using the cluster heads and the sink. Furthermore, the fldanbed routing algorithm assigns the
transferred data over multiple paths from the sensors titilein order to equalize the power
consumption of sensors. Lastly, the rerouting algorithoonstructs the network topology only in
a place where a head drops out from the backbone due to thelma@idg out of its energy. Two
metrics called theetwork lifetimeand thecoverage lifetimeare used to evaluate the performance
of FBR protocol in comparison with previous ones. The sitiottaresults show that FBR vyields
both much longer lifetime and better coverage preservdlian previous protocols. For example,
FBR yields more than twice network lifetime and better cager preservation than a previous
efficient protocol, called the coverage-preserving clusteprotocol (CPCP) [18], when the first
sensor dies and the network coverage is kept at 100%, raspect
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1. Introduction

Advances in miniaturization and low-power design have ththe development of extremely
small and low-cost sensors that possess sensing, datasgirageand transmission capabilities.
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Wireless sensor networks (WSNs) are usually composed afa feumber of sensors, which are
densely and randomly deployed over inaccessible terraidsaee utilized in applications such as
environment surveillance and security monitoring [1]. leshapplications, data sensed by the
sensors are sent to a central station, usually calleditikedirectly (in single hop) or via multiple
intermediate sensors (in multi-hop).

One of the most critical constraints of WSNs is the powerthition, and therefore it is impor-
tant to design an energy-aware protocol to prolong therifetof a sensor network. Two metrics
are usually used to show the lifetime of a sensor network 2 ndtwork lifetimeand coverage
lifetime Those metrics indicate the durations from the beginnistaint of the network operation
to the instant when a given percentage of sensors die anatibeof the current coverage by the
active sensors to the initial coverage by all the sensongsdoelow a predefined threshold, respec-
tively. In this paper, we aim to design a new data aggregadroiocol that yields longer network
lifetime and better coverage preservation.

Techniques such as network clustering, sensor schedudimg), multi-hop transmission are
widely used to improve energyficiency for WSNs [4-18]. Clustering is a technique to group
several sensors into a cluster with one as the head and tbes @b the members. Each member
sends data to the head and then the head conveys the agdrégetdo the sink. Most previous
clustering approaches [4—7] mainly focus on the head seteand the cluster construction, rather
than the coverage preservation and the data routing attaritister formation. Sensor scheduling
is a technique used in [18-21] to put some sensors into tlep steode whose sensing areas are
totally covered by other sensors. This technique can be itmdbnto the clustering process, and
it usually faces the challenges of network connectivity emverage preservation. Multi-hop trans-
mission has generally been considered fiitient energy-saving approach for large-scale sensor
networks[8—18], and the tree rooted at the sink is the mastnoonly used multi-hop topology.
However, the tree topology has an inherent drawback in thalh sensor has only one path to
the sink, and therefore the data flow passing through eacdosemay be imbalanced, resulting
in some sensors running out of their energy quickly. To badathe tréfic flows to the sink and
equalize the residual energy among the sensors, most psespproaches periodically perform the
cluster formation and the network construction. Periodiclustering and network reconstruction
would shorten the lifetime since the overhead cost for fearing the control messages between
the sensors cannot be ignored.

In this paper, we propose a new flow-balanced routing (FBBjogppl to achieve powerfig-
ciency and coverage preservation. In contrast with prevwatocols, the whole network clustering
and construction are performed only once at the beginningeohetwork operation. The network
is reconfigured will be performed locally only in a place wdhany sensor runs out of its energy.
Furthermore, the network topology may not be a tree stradbut a multi-level hierarchy, where
each sensor may have multiple paths to the sink. In FBR, wefiopose a clustering algorithm to
determine the cluster formation on the basis of the oveitepgegree of each sensor, which is de-
fined as the ratio of the overlapping area with other sensdisetwhole sensing area of the sensor.
Then, we propose a hierarchical network construction d@lguarthat constructs a multi-level back-
bone with the sink at the top level and the cluster heads aridsvels. All the parents of a head



should be at the same level which is one higher than the heduaad can transfer its data to the
sink through any path via its parents. We propose a flow-lbathmouting algorithm that assigns
the data flow from a cluster head to the sink to equalize thduakenergy of the head’s parents.
Furthermore, to reconfigure the network topology, we preocal rerouting algorithm to recon-
figure the network topology when any head drops out of theli@wd. The main contributions of
our work can be summarized as follows.

1. Our proposed protocol takes into account the overlappaggees of sensors in the clustering
decision, resulting in better coverage preservation.

2. By organizing the cluster heads into a hierarchical meiltel backbone, each cluster head
may have multiple paths to the sink, and by using our propfisedbalanced routing algo-
rithm the flow from each head to the sink can be distributetstparents, resulting in energy
balance between sensors.

3. Since the network reconfiguration is performed only whesiuagter head runs out of its
energy and only in a place where the exhausted head drop$ the lbackbone, the energy
needed for network construction is reduced greatly.

The remainder of this paper is organized as follows. Se@ibriefly introduces some impor-
tant related works. Section 3 describes the network modsiti@ 4 presents our four algorithms
used to construct network and route data over the netwoiitiddes shows the performance eval-
uation by simulation, and Section 6 gives our conclusions.

2. Related Work

A number of energy-based data aggregation protocols haregreposed [1, 3]. In this section,
we summarize the related works regarding the network diagtethe power scheduling, and the
multi-hop transmission, respectively, and say how ourquuoit differs from them.

Most clustering approaches attempt to achieve the endiigpyeacy for data aggregation in
WSNs [1]. Low-energy adaptive clustering hierarchy (LEAJHM] is a well-known and simple
distributed clustering approach wherein each sensorseliselif as a cluster head with a certain
probability, and then the cluster heads act as routers gatiing and transferring sensing data to
the sink directly. A centralized version of LEACH, called AEH-centralized (LEACH-C) [5],
was proposed wherein each sensor sends its location infiormelong its residual energy to the
sink, and then the sink computes the average energy of aflgihgors. Then, the sink decides the
incapable nodes whose residual energies are below thegavengrgy. Another extension, called
the hybrid energy4&cient distributed clustering (HEED) approach [6], conssdiae residual en-
ergy of each sensor and attempts to obtain a well distributiothe cluster heads in the service
area. The computation time of HEED is extremely long sinegattobability of becoming a head is
computed iteratively depending on the residual energy ol sansor. Recently, a coverage-based
clustering approach was proposed [18]. The coverage castsehsor is defined to be inversely
proportion to either the total energy of neighboring sessmrthe overlapping redundant degree
with neighboring sensors. The basic idea of our proposestarimg approach is similar to that of
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CPCP, but our proposed approach only calculate the ratibeofitea of each sensor that overlaps
with other sensors, resulting in a simpler mechanism.

Power scheduling is a technique to switch some sendbit® save power while keeping the
network connectivity to satisfy a given coverage pres@watequirement [10, 18-21]. An ap-
proach called SPAN [19] was proposed to save power consamplf putting some nodes into
sleep mode for ad hoc wireless networks. SPAN attempts ttelswif such nodes that do not
affect the network connectivity by maintaining the informatiof the two hop neighbors in real
time. However, it is not given how to turn a sleeping node cairadf the network connectivity is
damaged since some active nodes run out of their energyhdfarore, as pointed out by Zhang
and Hou in [27], the power saving for a wireless ad hoc netveordt a wireless sensor network is
generally diferent from each other. It may befiiliult to apply SPAN directly for a sensor network.
A coverage configuration protocol (CCP) [20] tries to achiewgiven coverage goal by turning o
as many sensors as possible while keeping the network ciivityedn a coverage-aware protocol
[18], called CPCP, two kinds of coverage preservation aggres were proposed. One is based
on the coverage redundancy defined by the number of senseexkatpoint, and therefore if the
sensing area of a sensor is covered by more sensors, the sgihdave a higher priority to be a
cluster head. The other is based on the the coverage endimggdiby the total residual energy that
can be used to monitor a location, and therefore if there ame total residual energy that can be
used to monitor sensing area of a sensor, the sensor willdhbigher priority to be a cluster head.
The drawback of this protocol is that it may take much timedirglate the two parameters. On
the other hand, in our proposed approach, only the sensé@gadia sensor and the area where the
sensor and its neighboring sensors overlap are needed jputation.

Multi-hop transmission is generally morffieient to reduce power consumption than the single-
hop transmission [28]. Multi-hop transmission can be aaddor intra-cluster or inter-cluster data
transmission. In the former, members of a cluster can tearteeé sensed data to the cluster head
through multiple intermediate members [9—11], while in kkter [8, 12], a backbone network is
constructed with the cluster heads. Inter-cluster trassiom has been widely used in previous re-
search. In an inter-cluster transmission approach, aerlhstad sends the aggregated data from its
members to the sink via multiple intermediate cluster heAtisexample of a multi-hop transmis-
sion mechanism can be found in the IEEE 802.15.4 standajdvh@rein a personal area network
(PAN) coordinator triggers the formation of a cluster-tea® works as the root of the cluster-tree.
It broadcasts a beacon message to its neighboring coardin#t coordinator receiving the beacon
decides whether to join the tree and, if it does, it also braat$ the beacon to its neighbors. The
standard does not give the details of how to determine the foom each coordinator to the root.

Some recursive approaches are used to construct hiera@rchistering networks [15-17]. The
distributed hierarchical agglomerative clustering (DHAfpproach [17] is a bottom-up network
construction scheme wherein some nearby sensors are fingbegt into a cluster and a sensor
with the smallest identification number is elected as thelh&en, the neighboring clusters are
grouped into a larger cluster also with the smallest idesatifbon number as the head. This process
is repeated until the cluster size reaches a given threshblelenergy-gicient multi-level cluster-
ing (EEMC) approach [16] is a centralized and top-down eliasg scheme wherein the network



topology is constructed from the sink. The sink first cobeitte location and energy information
of all the sensors and then determines the heads on the kexetmit and the members of each
head. Each head then collects the information of its mensetsletermines the heads on the level
next to it again. This process is repeated until the numbdevafis equals the optimal expected
value. Some approaches proposed for single hop transmisgah as HEED [6] can be extended
to construct a multi-level network by using a recursive apgph similar to [15]. We implemented
the hierarchical version of HEED, named M-HEED, for compam. The main problems in those
recursive approaches are that they converge very slowhedsdad selection and cluster formation
has to be done recursively in each level.

Since most multi-hop transmission approaches are basedtiree topology, the tific flow
passing through the sensors may be unbalanced [22]. Taa#iethe flow imbalance problem,
some approaches [24—26] try to find and use alternative treetsres for data transmission. How-
ever, they face the problem of how to find and when to use tleergtive trees and most impor-
tantly they cannot resolve the problem of the flow imbalamc@ur initial work [33], we proposed
a flow-balanced protocol that constructs the network in iplelievels and in which the network
topology may not be a tree structure. Therefore, each hegdhage multiple paths to the sink
and, by balancing the tfizc flow on each path, can equalize the energy consumption bffesad.
Furthermore, we propose a new cluster formation approaahpiteserves the network coverage
in a simple but #&cient way. In cluster formation, a sensor with a larger am@ping degree is
selected as a cluster head with a higher priority. Acient scheme is also proposed to reduce the
power consumption of a sensor in sleep mode.

3. Network Model

In this paper, we consider only one sink and a set of homogensensors, denoted By that
are deployed randomly over the target field. The target feeiddicated ad1 x N square units. Itis
assumed that the sink can reach all the sensors in the taigedfid has no energy limitation. Each
sensor has a given unique identification number and a linsiéeding range, denoted bywhich
covers a disk area centered at this sensor with radassshown in Figure 1. The data sensed by
a sensor can be transferred to the sink directly in singlednopa multiple intermediate sensors.
The transmission range of a sensor, denoted, loan only be tuned to one of the discrete distances
kR(k = 1,2,...), i.e.,d = kRwhereR denotes a given fixed distance called thester rangein
this paper. GenerallR is larger than or equal toand the transmission rangds shorter than the
distance from a sensor to the sink.

The sensors within the cluster range of sensBy are called thaeighborsof sensoi, denoted
by N;. On the other hand, the sensors located in the area with skemde less tharr Zrom sensor
i are called thdriendsof sensoli, denoted by, and the sensing areas of seng®iffriends may
overlap with that of sensdt Since sensors are densely deployed in the target field etigrg
area of a sensor may commonly overlap with other sensors.oVésapping degreef sensor,
denoted by, is defined as the ratio of the overlapping area of sensfth its friends to its whole



Figure 1: The sensing and the transmission areas of se(Rer 2r, k = 1).

sensing area as follows.

1
whereA; denotes the sensing area of serisandA; N A; denotes the area sensasverlaps with
its friend j. Obviously, we have X p; < 1, and wherp; = 1 it means that the sensing area of
sensoii is totally covered by its friends. Figure 2 illustrates aample in which sensarhas two
friends, j andk, and the area sensboverlaps with sensorgandk is colored gray. Some methods
to calculate the overlapping area of multiple sensors aeatldd elsewhere [10, 20, 21, 26,2%

@ overlapping area

Figure 2: Overlapping area of sensavith its friendsj andk.

The data aggregation is usually run periodically, i.e.,eoimca regular interval called a round.
The cluster formation in most previous approaches [4, 618bis performed in each round. How-
ever, in our proposed protocol, the cluster formation idgrered only once on the basis of the
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Figure 3: Network model.

overlapping degrees of sensors at the beginning of the mletameration. Each sensor tries to
become a cluster head in accordance with the value of itdapgng degree i.e., the larger the
overlapping degree of a sensor, the higher priority to beaalhé head withp = 1 is used only
for data aggregation and transmission but not for sensimgesis coverage area totally overlaps
with those of its friends. Furthermore, a sensor wits 1 other than a head is put into the sleep
mode and called waiting node A waiting node does nothing but wait for tlhELP message to
replace an exhausted nearby head. If a sensoronvthl receives a HEAD message from one of
its friends, it becomes the member of the head.

The cluster heads along with the sink are used to construetveork topology as shown in
Figure 3, called thbackbone networlso that each cluster head can send the aggregated data to the
sink. The network topology is not changed unless any ckistad is dying or loses the connection
to the existing network. From Figure 3, we can see that th&dmame is not a simple tree but a
multi-level hierarchical network in which each node may davwultiple parents belonging to the
same level. Each node on the backbone can send data to thenginka its parent(s), and multiple
paths may exist from a node to the sink.

4. Proposed Algorithms

Data are aggregated from sensors to the sink in two pheasgts: constructioranddata trans-
mission In the route construction phase, the sensors are groupedlirsters on the basis of their
overlapping degreeg;, and then a hierarchical backbone is constructed usingltistec heads
along with the sink at the top. In the data transmission phiagesensors send their sensed data
to their cluster heads and then the heads forward the dalte tsintk probably via multiple paths.
When a head runs out of its energy or its residual energy bestower than a predefined threshold,



it drops out of the backbone and the backbone is reconfigufedthe sake of simplicity, neither
the message transmission delay between the sensors noortipitation time at the sensors is
taken into account.

4.1. Cluster Formation Algorithm

Unlike previous approaches, our proposed clustering difgomperforms the cluster formation
only once at the beginning of network operation so that therteead for clustering is greatly
reduced. Furthermore, a sensor with the largest overlgpgé@gree is selected to be the cluster
head to minimize thefect of the death of the sensor. As a result, both the netwfatintie and
the coverage lifetime can be extended.

At the beginning, the sink broadcast€aS_FORM(Ty) message to inform all the sensors to
start the cluster formation, whefg is a time limit for all the sensors to finish the cluster forioat
After receiving theCLS_FORM(Ty) message, each sensor d8ts= (1-p;i)To and runs Algorithm
1 to determine its own state, i.e., head, waiting node, or b@mWhen the timet expires, the
sensor bids for the head with its neighbors. If there is mioa® tone sensor bidding for the head
at the same time, the sensor with the smallest identificationber is selected to be the head and
it broadcasts &{lEAD message to its neighbors. If a sensor witk 1 receives HlEAD message
from one of its neighbors, it tries to become a waiting nodec&a sensor becomes a waiting node,
it broadcasts &SLEEPmessage to its friends. If a sensor receivé$EAD message from a head
who is one of its neighbors before its timer expires, it beesim member of the head. On the other
hand, if a sensor receivessd. EEPmessage from a waiting node, it recalculates its overlappin

degree without considering the waiting nodes in its friends .
Our cluster formation algorithm is a distributed algorithBach sensor, say, sensoexchanges

its identification number, location information, and staith its neighbors and friends. Therefore,
the number of messages transferred between seasdiits neighboyfriends ismaXO(IN;|), O(Fil)).
In the worst case where all the sensors in a cluster are hoathe same position, the overlapping
degrees need to be recalculated [} — 2 times, and the computational complexity of our clus-
tering algorithm isO(|N;|?). Furthermore, in the worst case where all the sensors iméhgork
are located in the same position, the computational coritplexbound byO(|S|?). However, in

a general case where the sensors are well distributed inetimeork, we haveN;| < |S| and the
number of clusters and the cluster size should be relatsmigll and the computational complex-
ity is similar to that of previous works like LEACH [4]. Ouruwster formation algorithm yields a
well cluster distribution similar to the HEED but in afidirent sense. In HEED, a cluster head is
determined on basis of the residual energy levels of theosemmd there should exist one cluster
head within the cluster range of a sensor. On the other hanulri proposed protocol, there ex-
ists a cluster head within the cluster range but the clustadtshould be the one with the largest
overlapping degree among the sensors in the cluster.

4.2. Backbone Construction Algorithm

The backbone is constructed by using the cluster heads a&aldhghe sink at the top. The
sink initially broadcasts 8N_.CONSTmessage with a transmission distancelof R and with



Algorithm 1 Cluster Formation Algorithm.
Initialization

1: receiveCLS FORMfrom the sink

2: find friends and neighbors

3: calculatep; according to eq. (1)

4: set a timett for the head determination del®y, and then dd&tate Deter mination
State Determination

1: whilet < D; do
2.  if receiveHEAD message from neighbgithen
3: become member gf and therexit
4:  endif
5. if receiveSLEEPmessage from frienk then
6: recalculatey; without considering the waiting friends
7. endif
8: end while
9: if t > Dj then
10:  bid for the head
11:  if p = pk (i <k, ke N;) or there is no other bidding senstiren
12: become the head, broadcetAD message to neighbors, and thesat
13:  dse
14: receiveHEAD from neighborj
15: whilep; = 1do
16: if i <k(ok=1,ke N;) or there is no such a neighbpthen
17 become waiting node, broadc&tEEPmessage to friends, and thexit
18: ese
19: receiveSLEEPmessage from frien#t and recalculate; without considering the waiting
friends
20: end if
21: end while
22: become member of nodeand therexit
23:  endif
24: end if




a parameter tuplek(= 1,1 = 0,id = sinky) wherek denotes the parameter used for tuning the
transmission distancel (= kR), | andid denote the level and the identification number of the
message sender, respectively.

When a cluster head, e.g., nadeeceives th&8N_CONSTmessage from its neighbors the first
time, it joins the backbone and takes those neighbors asiients, whose levels are higher than
those of others. After joining the backbone, nadgpdates its levell, to be one lower than its
parent(s). Then, nodebroadcasts thBN.CONSTmessage with the transmission distad¢cand
with a parameter tuplek(= 1,1,id = i), and then sends the sink @N_BN message to inform the
sink of its existence on the backbone. Therefore, the simkvknwvhether any cluster head is still
not on the backbone. If a cluster head is not on the backbbresihk increments the value kf
and then asks the backbone nodes to broadcaBXh€ONSTmessage again. The valuelofs
increased until th&N_.CONSTmessage reaches a new head that is still not on the backbote. N
that a backbone node may have multiple parents and onceriectsto the backbone, its parent(s)
is(are) not changed.

The backbone construction algorithm is given in Algorithm Phe backbone construction
process of a sample network using Algorithm 2 is shown in Feg The sink initially sek =
1,1 = 0,id = sink and asked the nodes on the backbone to search for new headisi fdceived
the BN.CONSTmessage from nodes 2, 3, and 4 (Figure 4(a)) and then dettrmgparents to
be nodes 2 and 3 (Figure 4(b)). Thereafter, nbdetk = 1,1 = 2,id = i, and broadcasted the
BN_.CONSTmessage witll(= R) but no new head could be found. The sink incremertatd
asked the backbone nodes to do the search again, and nedeivedBN_.CONSTmessages from
nodes 2, 4, andas shown in Figure 4(c).

sink sink sink

\ / h
4 @ _BN.CONST(L12) 4 @ BN_CONST(1,1,2 4 1
BN_CONST(1,2,4) \ ' BN_CONST(2,1,2)
- ’\’\‘é BN_CONST(1,2,4) \ I
i v i BN_CONST(224) |
i
Y BN_CONST(,2) \ BN_CONST(2,3)

/ v 7/

x® \\ |,
L4
o [ j

(@) (b) (©

Figure 4: An example of a backbone construction.

In backbone construction, if tHBN_.CONSTmessage cannot reach noddth the current value
of k, the sink incrementk. By assuming that the distance between nicaied the sink to bes, we
havek < rd—Fiﬂ. For a network with high density, a node can easily find a negland sd should
typically be small. For example, in our simulation modelwé 150x 150n? target field, 1000
sensors, and the sink at (13%0), when we seR = 10, we havek < 3.
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Algorithm 2 Backbone Construction Algorithm.

Procedures executed by sink
1: broadcasBN.CONSTk = 1,1 = 0, sinkg) with d (= kR)
2: if not receive th©N_BN message from all the cluster heatten
3: k< k+1andbroadcasiPDATHK) to all the backbone nodes
4: gotostep?2
5: end if

Procedures executed by a head
1: if receiveBN.CONSTK, |, id) at the first timethen

2:  select backbone node(gyvith the lowest levellgn) as parent(s) and put it(them) if
3: li —lmin+ Lk <k

4:  sendON_BN message to sink

5.  broadcasBN_.CONSTwith a tuple &, I;,1) and distancel (= kR

6: end if

7: if already on backborend receiveUPDATHEK) from sinkthen

8: broadcasBN_.CONSTwith a tuple &, I;,1) and distancel (= kR

9: end if

4.3. Flow-Balanced Routing Algorithm

Each backbone node, i.e., cluster head, collects the setsadrom its members and then
conveys the collected data to the sink. A backbone node maymaltiple parents and therefore
may have multiple paths to the sink as shown in Figure 5. Oal oto balance the residual
energy of each backbone node in order to prolong the netwietkrie, that is, to equalize the
residual energy levels of the parents of a sensor after sgritle collected data. For example,
assuming that a backbone node, say, npded|-bit data to the sink and three parents whose
current energy magnitudes were 0.1J, 0.3J, and 0.4J, teghecAfter transferring the data, the
residual energy magnitudes of the parents were equalizgdtieey would become 0.1J, 0.2J, and
0.2J, respectively.

Figure 5: Multiple paths from nodeto the sink.

The energy needed to send one bit data from one sensor tceatwath be calculated by using
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the 1/s" path loss model [30] as follows.

Prelay(s) = (a1 + @2 "y, 2

wheresis the transmission distance, is the total energy per bit consumed by the transmitter and
the receiver electronicg;, accounts for energy dissipated in the transmit op-aynpthe number

of bits relayed per second,is the path loss exponent, and typicatiyakes a value between 2 and
5. Similar to Heizelman et al. [4], we calculate the transiois energy by using the free spac? (
power loss) and the multi-path fading? (power loss) channel models as follows.

{(Ee+ef52)l, if s< s,
E; =

(Ee+em@), if s> s, (3)

wheresy = \/% andEg is equivalent tar; in (2) and we set it to 50rdit. Since the power control
can be used to invert this loss by appropriately setting tivegp amplifier, if the distance is less than
a thresholdsy, the free space (fs) model is used, thanis; 2 anda is set toef = 10pJ/bit/m?.
Otherwise, the multipath (mp) model is used, thahis, 4 anda; is set toem = 0.0013pJ/bit/nt*.
The energy needed to receivbit data can be calculated by

Er = Eel. 4

Since each backbone node may have multiple parents, thgyeneeded to send a given size
message to each of its parents needs to be estimateé; (g€ P;) to denote the residual energy
of nodei’s parentj. Assuming that nodiehasl -bit data, denoted bly, to the sink and that the flow
from nodei to its parent] is denoted by;j, then we have

I =Z|ij. %)

J€Pi
Therefore, we can write the eneygit consumption for conveying datg at nodej as
AEij = (a1 + a2(kiR"lij = &jlij, (6)

whereg; = (@1 + a2(k;R)"). Therefore, the residual energy of nadeparent, denoted byx;, after
conveying datd;; can be written as

ijEj—AEij =Ej—8j|ij. (7)

Here, we attempt to let the following relation hold.

- 1 .
x-:E:_EX-, eP, 8
J |P|,| & il i ( )
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whereP; (P; < P;) denotes the set of nodls parents to which the flow from nodes greater than
0,i.e., forgj; > E(j € P),ljj > 0. According to Egs. (5), (6), (7), and (8), we can determine
On the other hand, fdg; < E (j € P; \ P{), the flow from node to nodej should be 0, i.el;j = 0.
Therefore, we have for e P,

0, if Ej <E,
1 E
i = Ii+EjZE|_Z?| 9)
J IePi’ IePi’ if E. E—
Z T , IfEj>E.
8]’ -
iep; &l

The proposed routing algorithm is executed by each node terrdae the flow to each of its
parents that satisfies Eq. (9).

Algorithm 3 Data Aggregation Algorithm.
1: get residual energy of pareris(j € P;)
2: P « P,
3: calculatel;;
4: if there is any parerjt l;; < Othen
5. setl;j = 0 and removg from P;
6
7
8

:  gotostep 3
cend if
: send flowl;; to parentj (j € P;) that satisfy eq. (9)

In flow-balanced routing, attempts are made to equalizeasidwal energy of nodiés parents
after data transmission. The calculationlgf(line 3 in Algorithm 3) plays a key role in deter-
mining the capable parents to which nddean send some data. First, nddealculates the total
energy needed to convey ddtand estimates the average energy of its capable parentadmyrig
those parents with energy lower than the average. This gsdserepeated until all the capable
parents have energy equal to or more than the average eridrigycomputational complexity of
this process is bound b@(|P;|?). Note that only the total residual energy of ndeparents are
considered here, and if nodle parents do not have enough energy to convey the collecttd d
nodei is regarded as an isolated node with no capable parent. Theeisplated node reconnection
mechanism described in Section 4.4 is triggered.

4.4. Rerouting Algorithm

Instead of reconstructing the whole backbone in each romedyropose a local rerouting al-
gorithm to do the backbone reconfiguration only if the togatal change occurs in any place; i.e.,
if a node drops out of the backbone due to its energy exhaudfithe residual energy of a back-
bone node becomes lower than a predefined threshold, eigerapgrcentage, denoted by, of
sensor’s initial energy, the node’s energy is exhaustedtanterouting algorithm is triggered. The
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exhausted head tries to find a new head in its neighbors tacekelf. Otherwise, its descendants
including the members in its cluster and the children on thekbone lose the connection to the
sink, and have to try to repair the connection to the netwgrthbmselves. Our proposed rerouting
algorithm contains two phaselsead replacemergndisolated node reconnection

In thehead replacemerghase, the exhausted head, e.g., npbdepadcasts HELP message to
its neighbors to find a capable node to replace itself. A wgitiode has a higher priority to become
the new head. To detect the HELP message, the waiting node&keegythe radio receiver on in
each round. Considering that overhearing is not enefiygient [31], we can borrow the beacon
scheduling way from [32] by setting the radio receiver onyaatl the beginning of each round to
save energy. In this paper, we also propose a new schemeefavaiting node to detect HELP
message. When the data aggregation begins, a waiting nedgkscthe residual energy of each
head in its neighbors at the beginning of the first and therseoounds to estimate the remaining
lifetime of the head, denoted hy i.e.,t; ~ L%J whereE; andE; denote the residual energy
at the beginnings of the first and the second rounds, respBctiTo prevent a waiting node from

oversleeping, we can use a paramgtél < 8 < 1) and determing as follows.

Ez — Eirin
L= lﬂﬁi (10)

Since there may be more than one waiting node in the exhanetigls neighbors, the waiting
node with the smallestl number is selected as the new head. However, if no waiting sad be
found, the node that has the most residual energy and tlweafatie residual energy to the initial
energy is higher thany, is selected as the new head. After the new head has been ohetdrm
the exhausted head, say, nadsforms its members and children of the result. If the neadhe
say, nodej, is not a backbone node, nodsends REQHD(k;, I;,i) message tq so thatj can
determine its level and data transmission distance. In thestwcase, if nodé cannot find any
candidate node to replace itself, it involuntarily thromsg its descendant(s), and just transfers its
own sensed data to its parent node(s) until its death. Thedaiped members and children become
isolated orphans, and they have to find their new head or tfayday themselves.

In the isolated node reconnectiophase, a member of the exhausted head who realizes its
cluster head has gone will try to find a new head. If it can ss&fedly find a backbone node in its
neighbors, it becomes its member immediately. Howeverci&innot find any backbone node, but
has more energy than its neighbors, it becomes the new helasktsk = 1. Otherwise, it invites
the neighbor with the most energy to become the new headnsdg,j, and sek; = 1.

An isolated head, say, nodebroadcasts RECONK;, |}, j) message to connect to the back-
bone. If no backbone node responds, it increméniand then broadcasts tiRECONmessage
again until it finds a backbone node. The rerouting algorithiflustrated in Algorithm 4.
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Algorithm 4 Rerouting Algorithm.

Head Replacement executed by exhausted heiad

1: broadcasHELP message to neighbors
2: if receive response(s) from neighboit{sgn

3:  select the best node, denotedjhyas new head
4: if nodej is not a backbone nodeen
5: sendREQHD(k;, I;,i) message to nodge
6: endif
7:  become a member of nogeand inform members and children to connect to npde
8: ese
9:  ask members and children éReconnection
10: end if

Reconnection executed by an isolated member

1: if find a backbone nodgin neighborghen
2:  become member of node

3. ese
4: if find a nodej (j = arg maxEx), k € N;, Ex/Eo > r, Ex > E;) then
5: sendREQHD(k;, I;, i) message to nodg and become member of nojle
6: €se
7 become new head and broaddaBCONKk;, I;, i) within d (= kR)
8: while cannot find a backbone notleiithin d (= kiR) whose level is higher thanhdo
9: ki=k+1
10: end while
11: become child of node
12:  endif
13: end if

Reconnection executed by an isolated head
1: broadcasRECONK;, l;, j) within d (= k;R)
2: while cannot find a backbone notlaithin d (= kjR) whose level is higher than do
3 kj = kj +1
4: end while
5: become a child of node
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Table 1. Parameters used in simulation

Parameter name | Symbol | Value
Field size 150x% 150 nt
Sink location (150,150)
Number of sensors S 1000
Sensing range r 5m
Cluster range R 10m
Transmission tuning parameter k >1
Initial energy Eo 0.5J
Transmission energyit Ee 50nJbit
Amplifier energy(fs) ef 10pJbit/m?
Amplifier energy(mp) em 0.0013pJbit/m?
Data size I 2000bits
Control message size msg 100 hits
Data compression ratio Ide 30%
Energy threshold ratio Ih 30%
Head percentage (LEACH) p 5%
Head percentage (HEED) Coprob 5%
Energy threshold (HEED,CPCP) Prmin 104J
Transmission range(broadcast) (CPGP) R, 20m

5. Simulation

We compared the performance of our proposed HFB with thok&ACH, HEED, M-HEED,
CPCP, and HEED-FBR using simulation. Two performance rm®tnetwork lifetimeand cover-
age lifetime are used for comparison. The network lifetime is definechasduration from the
beginning instant of the network operation to the instanemvlny or a given percentage of the
sensors die. On the other hand, the coverage lifetime isatbfia the duration from the beginning
instant of the network operation to the instant when theratithe coverage of the current alive
sensors to the coverage of the whole sensors drops belowdefimed threshold. The M-HEED
approach is a multi-hop hierarchical version of HEED depetbin this paper wherein the cluster
heads are constructed hierarchically using the recurpipsoach proposed in HEED. Furthermore,
HEED-FBR is a modified version of FBR wherein the cluster fation algorithm is replaced by
HEED.

Our simulation program was developed using Java. The paeawvadues used in the simulation
experiments are shown in Table 1, and the performance metece also examined with various
parameter values. A network model with a 26A50 n? square area was used. The sensors were
randomly deployed in the network but the sink was locateti@pbsition (150, 150). All sensors
had an initial energy of 8J. We assumed that each sensor was assigned a unique idéatifica
number. In practice, a method [11] can be used to assigmdidtientification numbers to the
sensors. The data from each sensor to the sink were assurbe®@90 bits, and the sizes of the
control messages exchanged between sensors and betwemoaa® the sink were assumed to
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be all the same and were 100 bits. Time in the experiments vee@ded in rounds similar to
previous protocols [4, 6]. At the beginning of each rouna ttuster formation is performed in
previous protocols but in our proposed protocol it is perfed only once at the beginning of the
network operation.

5.1. Lifetime Comparison

To avoid any unfair treatment over previous approaches,imalated those protocols with a
wide range of parameter settings and chose the best pararnetbinations for the comparison.
The parameter values used in the experiments are shown e TalThe simulation experiment
was repeated 10 times in order to calculate the confideneevais of the results. One example of
the network topology obtained using our FBR protocol is shawrFigure 6. From this figure, we
see that the backbone topology is a novel multi-level simgctrather than a simple tree, and some
nodes have multiple paths to the sink.

Figure 7 compares the network lifetime of our FBR protocalhwhose of LEACH, HEED,
M-HEED, CPCP, and HEED-FBR. The results shown in the figureevebtained as the sample
means of 10 experiments with 95% confidence intervals. Stmedalf widths of the confidence
intervals are all less than 2% of the sample means, they ashown in the figures. We see from
this figure that CPCP outperforms other conventional aptres and FBR yields a much longer
lifetime than the others. The lifetime of FBR when the firsisa died is near 10 times longer than
that of CPCP and is around 5 times longer when 10 percent aigthsors have died. Furthermore,
we can see that HEED-FBR also provides a long lifetime. Themince between the lifetimes of
FBR and HEED-FBR shows the usability of the proposed clust@nation approach. Similarly,
by comparing HEED-FBR and HEED, we see that the flow-balangeting algorithm plays a key
role in data aggregation and that balancing flows betweeasgiélds a long lifetime.

Figure 8 shows the coverage lifetimes of FBR along with HEEBCP, and HEED-FBR. We
selected these previous protocols for comparison becantbeHEED and CPCP are coverage-
aware protocols [18]. From this figure, we see that both FBIRAIEED-FBR yield much longer
coverage lifetimes than others.

The main reasons for the above results can be summarizetlawgsfo

1) The backbone constructed in FBR is not a simple tree butlig-lenel structure with the sink
at the top. Each head may have multiple paths to the sink adftire balancing the flow from
a sensor to the sink over multiple paths can equalize theggreemsumption among the heads,
resulting in a longer lifetime. On the other hand, in the iideltel protocols extended on the basis
of HEED, attempts are made for the cluster heads at eachttebe distributed uniformly in the
network, resulting in some higher level heads far away froedink. Those heads have to spend
more energy to send data to the sink and die fast. Furthermmo@PCP the cluster heads are
simply constructed as a shortest path tree rooted at the Aihkad near to the sink and with more
offspring should die quickly.

2) Alocal rerouting approach is used in FBR (and HEED-FBR&fmir the backbone topology
only at the location where the topological changes occuthérprevious algorithms, on the other
hand, the network construction is repeatedly executededbelginning of each round.
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Figure 6: An example of the hierarchical network topologpnstoucted in FBR.
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3) In large-scale sensor networks, a large number of seasenssually deployed randomly in
the target field. The coverage areas of some sensors mdy tailap those of others. Taking out
the overlapped sensors does not degrade the usability nétiverk at all. In FBR, the overlapping
sensors are taken amiting nodesthat is, those sensors are put into the sleep mode to reduce
energy consumption.

5.2. Parameter Examination

To further examine theffects of the system parameters on the performance of our ggdpo
protocol, we simulated FBR and also the main previous podowith various parameter settings
as follows. In these experiments, the parameter being exaris changed while all others are
fixed. The initial energy of each sensor was set to 0.05J ierai speed up the experiments,
and the others are shown in Table 1. Due to space limitatibesfigures show only the network
lifetimes of the protocols under consideration when the §ensor or ten percent of the sensors
died.

e The numbers of sensors were set to 100, 300, 500, 800, 1000, 46d 2000.
e The values of sensing rangevere setto 2, 5, 8, 10, and 15.
e The cluster rangeR were set to 5, 10, 15 and 20.

e The energy threshold ratiaog, were set to 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.4, 0.5, 0.8, and
0.9. This indicates the ratio of the current residual enefgy head to its initial energy and
works similarly to parametepnin in HEED and CPCP, but is fierent in the sense tha,
can be adjusted to adapt to various conditions.

e The data compression ratiog were setto 0.2, 0.3, 0.4, 0.5, and 0.6. This indicates the rat
of the size of the aggregated data at a head to the total sike ofiginal data received from
its members along with its own sensed data. If a head receivbi data from its children
and generatek-bit data to send, then the total data sent to the sinkg(a + 1)I bits. In
the experiments, we also simulated a special case, similBEACH, HEED, and CPCP,
wherein the data collected at a cluster head are aggreg#tedrie packet no matter how
many packets the head receives. The result of this casewsdhor, in Figurel3.

Figure 9 illustrates the lifetimes of the algorithms undemsideration when changing the num-
ber of sensors. We see that when the number of sensors iesfeBR outperforms others, because
more nodes are treated as waiting nodes and the number ffpaith each node to the sink may
increase, resulting in better flow balancing. Even thouglEPuts some sensors into sleep mode
whose sensing areas are totally covered by other sens@ss thecided after the cluster forma-
tion phase, but there is no need to consider the sleep noddaster formation. Furthermore,
when the number of sensors increases, the network construmterhead in each round also in-
creases, wasting scarce resources, so rerouting locailidwbviously work more ficiently than
reconstructing the network.
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Figure 11: Lifetimes for various cluster ranges.

Figure 10 shows the lifetimes of the algorithms for varioeesing ranges. We see that FBR
outperforms other protocols as the sensing range incrdasesuse when the coverage area of each
sensor increases, the number of nodes that can becomegnraitiles also increases. Furthermore,
a sensor can find more friends in its widened sensing area aydafeo choose a better head.
Figure 11 shows the lifetimes of the algorithms foffelient cluster ranges. We see that the cluster
range, also used in HEED, M-HEED, and CPQReéts the performance more because the cluster
range determines the size of clusters and the number of fetexels.

Figure 12 shows the lifetimes for féierent head energy threshold ratios, we find thatrthe
is a sensitive parameter for FBR, while in other algorithims #¢fect of this parameter can be
negligible. From Figurel2, we see that FBR performs bestwags around 0.25-0.4. Sinag,
is a tunable parameter, we can adjust its value dependingeonédtwork configuration. Figure
13 shows the lifetimes of the algorithms when changing damapression ratios. In this figure,
denotes an extreme case: no matter how many data packetge agued/es it will aggregate them
into one packet. We see from this figure that FBR outperfoimesothers and that the network
lifetime decreases when the compression ratio becomes low.

6. Conclusion

In this paper, we have proposed a new flow-balanced routiBdR}Fprotocol for multi-hop
clustered wireless sensor networks. In FBR, the clustendtion is performed only once at the
beginning of the network operation and is determined on #sslhof the the overlapping degrees
of sensors. Some sensors whose sensing areas are covertéebitsyase put into sleep mode in
order to save energy. The cluster heads are constructed uitialenel architecture with the sink
at the top and there may be multiple paths from each head tsirike On the basis of this novel
network architecture, a flow-balanced routing algorithrprigposed to assign the flow from a head
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to the sink over multiple paths to equalize the power congiompf sensors. Furthermore, a local
rerouting algorithm is proposed to reconfigure the netwopology only at the location where any
topological change occurs due to the dropouts of exhaustesbss.

The proposed protocol, FBR, has been evaluated in compasiio previous protocols, LEACH,
HEED, CPCP, and also two modified versions of HEED, i.e., MEBEand HEED-FBR, using
simulation. The results show that FBR vyields longer netwdédtime and also longer coverage
lifetime than other protocols. The network lifetime of FB&be more than five times longer than
that of CPCP, the best among the previous protocols undeidemation, and at the same time the
coverage lifetime can be two times longer. Furthermore etfects of the parameters have been
examined with a wide range of parameter settings, and FBRyalwutperforms the others.
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