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Chapter 1

Introduction

This thesis is concerned with several problems related with the concept of
time scale separation. On the first part of the thesis we work on Brownian
motion with constraint conditions. Particularly we focus on the overdamp
limit, where the momentum of the Brownian particle has been relaxed to
the Maxwell distribution and the dynamics is described by position variable
only, as the result of time scale separation between momentum and position.
Studies on these issues are motivated by a mean field scenario of the glass
transition, based on the analogy between a certain class of spin glasses and
molecular glasses. On the second part we consider theories of slow dynamics
near the glass transition point of a p-spin spherical model and binary mixtures
with disparate size ratio between large and small species. Below we describe
briefly what is the glass transition, why interest on the glass transition leads
to the problems concerned in the present thesis, and why these topics are
tied with the concept of “disparately separated time scales”.

When a liquid is cooled below its freezing temperature, it forms a crys-
talline solid. The crystallization , however, can be avoided by cooling the
liquid sufficiently fast (i.e. quench) or by introducing frustrations. A liquid
below its freezing temperature realized in this way is called a supercooled
liquid. Microscopic dynamics of molecules of supercooled liquids slows down
dramatically upon further cooling. It leads to abrupt elevation of the vis-
cosity, ranging from order of several Poise to about 10'* Poise which is the
measurement limit of viscosity. To measure the viscosity of a fluid it must
flow within a measurement time. But if fluid is too viscous it cannot flow.
This is what happens in supercooled liquid around 10'® Poise. This is the
phenomenon what is called the glass transition. While the supercooled lig-
uids experience such a drastic slowing down, its static structure remains
indistinguishable from ordinary liquids. Thus in short the glass transition
can be viewed as a solidification without crystallization. Understanding the
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origin of this slowing down is the ultimate goal of investigation on the glass
transition. What makes understanding of the glass transition difficult is
reduced to its randomness and the strong many body effect. Since the struc-
ture of the glass is as random as liquid one can hardly find the appropriate
order parameter to characterize the slow dynamics. Furthermore since the
glass transition occurs in high density liquids the dynamics of the constituent
molecules becomes strongly correlated. Not only just the glass transition is
a challenging problem to solve but it is also a universal phenomena. Molec-
ular liquids are the most popular glass forming systems for experimentalists.
SiOy and GeO, are typical network-forming glass materials. Glasses made of
metallic alloys are much stronger than usual alloys. Soft matters are consist
of mesoscopic(sub-micron order) units like polymers and colloids. Among
of them, some foods like yogurt, which is a colloidal dispersion, can sustain
their shape against gravity. They also achieve solidity without crystalliza-
tion. Recently colloidal glasses are actively investigated since the interaction
between them is isotropic and thus can be handled theoretically. Rubber
made of polymers also becomes glass at low temperature. In industrial pur-
pose it is very important to control the temperature dependence of elastic
properties of rubber tire since it is used from daytime to midnight, from sum-
mer to winter. The universality of the glass transition is not restricted in real
materials. Recently the analogy between the spin glass and molecular glass
has been pointed out, as we will discuss later. Spin glass was originally intro-
duced to model a dilute ferromagnet but it turned out that its concepts can
be applied to optimization problems, computational physics, and molecular
glasses.

The Mode-Coupling Theory(MCT) is the one and only microscopic first-
principles theory that partly succeeded to describe the slow dynamics of
supercooled liquids [1]. MCT was proposed and have been examined by Gotze
and co-workers about 3 decades ago. Now it has established a strong presence
as an important milestone of the kinetic theory of supercooled liquids. But at
the same time it has some flaws. For example, MCT for binary mixtures has
a serious defect, although it can be obtained as a straightforward extension
from one-component MCT. The binary MCT predicts that the large and
small components form glasses at the same temperature, irrespective of size
ratio between large and small particles. But as intuitively expected when
small species is much smaller than larger one, the larger particles undergo
the glass transition while the smaller ones remain in fluid phase [2]. We
investigate this conflict in detail in Chapter [l There is an another example.
MCT predicts a power law divergence of relaxation time of density correlation
function of liquid at finite temperature Ty, called the dynamic transition
temperature. While in real liquids the relaxation time diverges exponentially,



at much lower temperature than Ty. In other words, MCT captures the slow
dynamics of supercooled liquids qualitatively but not quantitatively. This is
one reason why MCT is called “a mean field theory of glass transition”. The
another reason comes from the similarity of the MCT with the exact solution
for a mean field spin glass model.

A certain class of spin glass models can help lifting above two difficulties
while keeping the phenomenology of the glass transition. Spin glasses are
models with spins arranged on a prescribed lattice interacting randomly.
Thus randomness is controlled more easily than molecular liquids. Among
of them the p-spin spherical model(PSM) is a mean field spin glass model
belonging to the 1-step Replica Symmetry Breaking(1RSB) universality class.
The mean field character of the PSM suppresses the many body effects and
allows one to handle it theoretically. Since the analogy between structural
glasses and PSM was pointed out in [3], many efforts have been made to
understand the glass transition with the help of knowledge on the spin glasses.
The slow dynamics of PSM is the only link between glasses and spin glasses.
But the analysis of the dynamics of the PSM was carried out in an instrict
way. The model is imposed a holonomic constraint condition called spherical
constraint. This constraint condition must be satisfied time by time and in
each ensembles. But in the previous derivation [4,5] the spherical constraint
condition is satisfied only in average, i.e., not in time by time and not in
each ensemble. Our study on the dynamics of PSM presented in Chapter
is intended to give a strict treatment of the spherical constraint condition
and see whether the link between glass and spin glass remains intact or not.

The dynamics of PSM is modeled by a stochastic differential equation
originally used to describe the dynamic critical phenomena [6]. We found that
the stochastic dynamics with constraint conditions is poorly understood and
even controversial results are reported. It motivated us to study on formula-
tion of the stochastic dynamics with constraint conditions. This is developed
in Chapter [3| It turned out that the constrained Brownian motion appears
not only in the dynamics of PSM but in many other situations, e.g., dynam-
ics of polymers, membranes where monomers are interconnected by almost
inextensible bondings. In these examples, idealizing the vibrating bondings
as rigid inextensible rods amounts to the situation that one is interested in
the long time dynamics of polymers, compared with the characteristic time
of the bond vibration. In such a long time scale the momentum of monomers
have been relaxed to the Maxwell distribution and one can describe the dy-
namics of polymers and membranes only using the position of monomers.
Thus we concentrate on such situation, which is called the overdamp limit.
In PSM, since spins do not have momentum, its dynamics is characterized
only by the values of spins from the beginning.



10 CHAPTER 1. INTRODUCTION

Constrained Brownian motion is inevitably described by the Langevin
equation with a multiplicative noise. A multiplicative noise appears for e.g.,
in the following Langevin equation in the overdamp limit,

i = f(2) + g(a)E(t) (L1)

where ¢ is a Gaussian white noise and f(z), g(z) are given functions of .
A multiplicative noise in ([1.1]) is the term g(x)¢(t). In general it is defined
by the white noise multiplied with function of stochastic variables(in the
present case x). It is known that the first order Langevin equation driven
by the multiplicative white noise cannot be defined uniquely unless its rule
for integration is given. Unfortunately in many case one cannot intuitively
infer the rule of integration. This is the famous Ito-Stratonovich dilemma [7],
named after two major integration rules, first pointed out explicitly by van
Kampen more than 30 years ago. We find that some of the controversy on
constrained Brownian motion has been caused by this mathematical subtlety.
In order to carry out the correct calculation and terminate the controversy we
revisited this old problem in Chapter [2l The multiplicative noises are ubiq-
uitous in physics. It appears not only in constrained Brownian motion but
also in dynamics of nonlinear chemical reactions, systems with temperature
gradient and with hydrodynamic interactions.

We find that all issues treated throughout the thesis are loosely related
by the concept of “time scale separation”, with hindsight. The concept of
scale separation (not only in time but also in space) represents a paradigm
of modern physics. For example it appears in a hierarchy in fundamental
laws of physics. A motion of macroscopic object is governed by Newton’s
equation. But in nanometer scale it breaks down and quantum mechanics
starts to play a central role. In high energy region the theory of relativity
must be applied, rather than the Newtonian mechanics. Nevertheless the
Newton’s equation remains correct at macroscopic scale , thanks to sepa-
ration of the scales between microscopic quantum world and macroscopic
one, and the separation of the scales between velocity of the systems and
light speed. Such structures are present inside the each class of the classic,
quantum, and the relativistic world. For example, since nuclei is more than
10 times heavier than electron it can be assumed that the wave function
of electron is not affected by motion of nuclei, which is known as celebrated
Born-Oppenheimer approximation. In the binary mixtures with disparate
size ratio, whether the binary MCT can describe the time scale separation
between the large and small components is tested. Modelling the Brownian
motion with Langevin equation includes an idealization of motion of solvent
particle as random stochastic processes. It is justified by the scale separation
between colloidal and solvent particle. Within the Brownian motion, the
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overdamp limit is nothing but the situation realized as a result of time scale
separation between fast relaxing momentum and slowly evolving position of
the Brownian particle. Modelling the vibrating chemical bonds by inextensi-
ble rigid rods in polymer needs time scale separation between fast vibration
of the bonds and slow dynamics of a polymer chain.

As seen above the both overdamp limit in multiplicative Langevin equa-
tion and constrained Brownian motion themselves have enough motivations
to study. Thus we think they worth devoting separated chapters. This the-
sis is organized as follows. In the first part of the thesis we formulate the
Brownian motion with constraint. We start from revisiting the problem on
overdamp limit in Chapter 2] Then by using the result obtained in Chapter
we construct a theory of constrained Brownian motion in Chapter 3] The
latter part of the thesis is devoted to studies directly related with glass tran-
sition. We apply the formalism for Brownian motion with rigid constraint
condition to p-spin spherical model in Chapter dl We report the numeri-
cal result on MCT for binary mixtures with disparate size ratio in Chapter
bl Some mathematical and formal methodology used in the main text are
reviewed in Appendices.
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Chapter 2

Overdamp Limit for Brownian
Motion with Multiplicative
Noises

2.1 Introduction

The concept of adiabatic elimination of the fast degrees of freedom to ob-
tain the equation for slow variables is ubiquitous in physical problems [8]:
mechanical systems [9], stochastic processes [10] and in quantum mechan-
ics [11]. Among of them, the adiabatic elimination in Brownian motion is
a highly non-trivial problem. In Brownian motion the momentum of the
Brownian particle normally damps instantly, while its position varies much
more slowly. In other words, the time scales between the momentum and
position are well separated. Then it is possible to describe the dynamics of
the system within the position variables by adiabatically eliminating the fast
relaxing momentum. This situation is called ‘overdamp limit’. On the other
hand, in shorter time scales than momentum relaxation time the system is
called ‘underdamped’ [12].

Brownian particle is agitated by the thermal fluctuations of surrounding
solvent particles and, at the same time, it loses its inertia by the Stokes’
drag force. In literature the coefficient of the Stokes’ force is often assumed
to be a constant. But it may vary with position of Brownian particles. In
other words, the transport coefficient can be position-dependent. Such prob-
lem is not only interesting from the viewpoint of generalization of theory of
Brownian motion but indeed can be realized in experimental systems. Below
we give some examples. When the concentration of the Brownian particles
becomes dense the effect of interactions between the particles starts to play a

15
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central role. Among of these interactions, the hydrodynamics interactions en-
ter in the Langevin equation as a state-dependent friction coefficient [13-15].
The friction coefficient of Brownian particles near the wall also varies with
distance from the wall due to the hydrodynamic interactions [16]. Recent
developments on experimental techniques enable us to observe this effect
directly [17,/18]. As an yet another important example, let us take the Brow-
nian motion with rigid constraint. In general the motion of the particles
becomes limited on the curved manifolds, called the constrained surface, as
the result of the constraint condition. Even if the transport coefficient in
Cartesian coordinate is constant one inevitably faces the position-dependent
transport coefficient in curved constrained surface. Formulation of the con-
strained Brownian motion is interested not only as theoretical extension of
Brownian motion into the one on a manifold [19,20], but it also has practical
demand in soft matter physics |15,21], high energy physics [22], chemical
physics [23,24] and even spin systems [5,25]. We leave the details to Chap-
ter [3] In most cases one is interested in the morphology or configuration of
molecules or spins, rather than momentum, which always relaxes much more
quickly to the Maxwell-Boltzmann distribution.

Overdamp limit for Brownian motion with the state-dependent friction
is thus ubiquitous and is in great demand both conceptually and practically.
Nevertheless, very little is known or even controversial results are reported.
We deduce the reason as follows. Brownian particle is agitated randomly
by surrounding solvent particles. Resulting random force is often modeled
by a white noise since its correlation decays in short time scales relevant
with dynamics of solvent molecules, which can be negligible compared with
the characteristic time of Brownian particles. This idealization makes the
stochastic process Markovian and allows us to handle relatively easily, but
at the same time one has to be careful of the mathematical subtlety caused
by its delta correlated nature. Indeed, the subtlety causes a grave problem
in the Brownian motion with state-dependent transport coefficient. In such
situation, by the fluctuation-dissipation theorem (FDT'), noise becomes mul-
tiplied by a function of position of Brownian particle. More concretely let us
consider the following Langevin equation:

i = f(2)+ g€ (t). (2.1)

Here overdot represents the time derivative, f(z) is the deterministic term
and £(t) is the white Gaussian noise. When ¢ is constant is defined
uniquely. But when g depends on x, the noise term becomes multiplicative
with respect to the stochastic variable x. It is known that the multiplicative
noises cannot be defined uniquely without giving a rule to integrate them.
This feature affects the solution of the first order Langevin equation like
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(2.1). Integration rule for multiplicative noise is often called ‘interpretation
of the multiplicative noise’. The interpretation can be explicitly prescribed

in discretized form of ,
Az = z(t + At) — x(t) = f(x)At + g(x)AW. (2.2)

Here At is the increment of time, AW is the discretized Wiener process

defined by
t+At
AW E/ ds&(s). (2.3)
¢
This AW satisfies a formula
AW? = At, (2.4)

as shown in Appendix [A.T] This somewhat peculiar property of the dis-
cretized Wiener process comes from the white nature of the noise, which is
merely an idealization of the random collision by surrounding solvent parti-
cles. The formula implies that AW is orders of At'/? which is much
larger than At. Thus the right hand side (RHS) of starts from not
At but At'/2. In other words Az ~ At'/2. This feature of the overdamp
Langevin equation with the white Gaussian noise is the root of the subtlety.
For example, the multiplicative noise in the RHS of varies with value of
x*, evaluated at the time before, or after the particle is kicked by the noise.
To see this more concretely, let us define a parameter a varies from 0 to 1
and define x* in general form as

" =ax(t+ At) + (1 — a)x(t). (2.5)

Thus, the value of z* is the sum of the value before a kick, z(¢) and the
value after the kick, (¢t + At) with the mixing ratio of (1 —a) : . a =0
is called the Ito discretization or the Ito interpretation of the multiplicative
noise |26, a = 1/2 is called the Stratonovich [27], & = 1 is called the Hanggi-
Klimontvich [28,29] or Isothermal [17]. In this thesis we call & = 1 the anti-
Ito since it corresponds to opposite definition with the Ito interpretation.
We demonstrate that a multiplicative noise g(x*)AW explicitly affects the
stochastic process depending on the choice of a. The difference between
general o convention and the Ito is calculated as

gz ) AW = g(z(t) + aAz) AW

= g(z(t) AW + ozgaqut) AW?

— () AW + ozgai—(gﬂAt. (2.6)
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From the second to the third line of , we have made use of the formula
. The second term in the RHS of represents the difference between
a convention and the Ito. It is clear that the difference was caused from the
fact that Az ~ At'/2.

The solution of the overdamp Langevin equation like or in general
the first order stochastic differential equation driven by the multiplicative
noise depends on the interpretation of the multiplicative noise. Unfortunately
it is often difficult to infer which interpretation should be applied to .
This difficulty is called the Ito-Stratonovich dilemma [7,30-32], named after
the two major interpretations of multiplicative noises. Such problems ap-
pear not only in Brownian motion in equilibrium but also in non-equilibrium
states like systems under the temperature gradient [33-36] and in noise in-
duced phase transitions 37,38, where origin of stochastic noise is external
and non-thermal nature. On the other hand, the underdamped Langevin
equation, which describes the short time dynamics, is not suffered from the
Ito-Stratonovich dilemma. In short, this feature follows from the fact that
in underdamped regime Az = vAt is order of At, not At'/?, where v is the
velocity of the Brownian particle. We give a detailed proof in Appendix [A.4]

If the noise is not multiplicative, or additive, the overdamp limit becomes
identical with ignoring the inertial term in the underdamped Langevin equa-
tion. This fact is better known than that of multiplicative case and reviewed
in literature [12,39]. We also show the derivation in Appendix [B.1] Let us
consider the following underdamped Langevin equation.

mi(t) = —Ca(t ——+\/2kBT &(t) (2.7)

Here m is the mass of the Brownian particle, ( is a constant friction co-
efficient, U is the potential, kg is the Boltzmann constant and T is the
temperature of the system. Magnitude of the noise, v/2kgT(, is prescribed
by the condition of the thermal equilibrium, called the FDT. The overdamp

limit for (2.7)) is given by
i(t) = ¢ (—— +\/2kpTCE(t ) (2.8)

which is identical with ignoring the inertia in : mi = 0. This result
is often interpreted as follows. The solvent is so viscous that inertia of the
Brownian particle damps very quickly. But in the case of the multiplicative
noises this interpretation is no longer applicable. Actually, one cannot de-
termine their interpretation by simply ignoring the inertia. As will be shown
in this chapter, in general, ignoring the inertia never gives the correct result.
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In the presence of the multiplicative noise one has to go back to the original
definition of the overdamp limit. It is defined by a limiting situation that
the time scale one is interested in is much longer than the relaxation time
of momentum, given by 7, = m/(. Indeed, the overdamp limit for addi-
tive noise system is derived in the spirit of this definition and the neglect of
the inertia is merely the result. Thus on considering the overdamp limit for
the Langevin equation driven by multiplicative noises, we follow the same
strategy with that presented in Appendix [B.1]

Taking the correct overdamp limit from the underdamped Langevin equa-
tion with the multiplicative noise is a longstanding problem and there are
many preceding studies. Ermak and Maccamon [13], Hess and Klein [40]
and Sancho et al. [41] followed the strategy presented above for models with
the state-dependent transport coefficient. Hasegawa et al. [42], Sancho et
al. [41] and Peters [43] proposed a rather heuristic argument that the over-
damp limit is identical with ignoring inertia and interpreting the multiplica-
tive noise as Ito and interpreting the state-dependent transport coefficient
as Stratonovich. We summarize the heuristic argument in Appendix [B.3]
Preceding studies listed above intended to calculate overdamp limit directly
from the underdamped Langevin equation. On the other hand, the over-
damp limit can be also computed through the Fokker-Planck equation for
the probability distribution function, rather than the Langevin equation for
stochastic variables. Such problem is called Kramers problem [10] and its
general solution has already been established by several authors [44-47], see
also literature [48,49]. In this method one make use of the projection oper-
ator formalism of Mori and Zwanzig to project the probability distribution
in the position and momentum onto the one in the position only. In other
words, the method provides the way to adiabatically eliminate the fast re-
laxing momentum from the Kramers equation (the Fokker-Planck equation
for the position and momentum) and obtain the Smoluchowski equation (the
Fokker-Planck equation for position only). Working on the Fokker-Planck
equation, instead of Langevin equation, has two merits. One is that the
procedure is directly applicable to the systems with the position-dependent
transport coefficient. The second is that it is free from the Ito-Stratonovich
dilemma, since one does not treat the stochastic differential equation. We
demonstrate the details of this method in Appendix [B.2]

Even when the transport coefficient is constant and does not depend on
the position of the Brownian particle, the multiplicative noise appears in
the system with temperature gradient since the magnitude of noise is pro-
portional to v/2kgT¢ by FDT. The computations of the overdamp limit in
such situation are carried out by Sekimoto [33] by using the Langevin equa-
tion and by several authors [34}35,50] by using the Fokker-Planck equation.
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For the system with state-dependent transport coefficient and temperature
gradient see [36},51-54].

Because of accumulating studies on the overdamp limit for multiplica-
tive Langevin equations, the correct expression is already known, see for the
example, [55]. Our purpose for revisiting this old problem nonetheless is
twofold. One is to show that no preferred interpretation exists for the over-
damp multiplicative Langevin equation, by performing the calculation of the
overdamp limit within the Langevin equation with arbitrary interpretation
of the multiplicative noise. The second is to extend the method to arbitrary
non-equilibrium situation, including the systems under the temperature gra-
dient.

The organization of present chapter is as follows. We demonstrate our
method to compute the overdamp limit within the Langevin equation for
the most simple 1 dimensional system in Section 2.2} In Section we ex-
tend it to multi-dimensional systems. Our method is capable of deriving
the Ito, the Stratonovich and the anti-Ito multiplicative noise. We perform
these extensions in Section 2.4l and 2.5l We further show the extension to
arbitrary noise interpretation in Section [2.6] In Section we loosen the
FDT and extend the whole derivation to non-equilibrium cases. In the con-
strained Brownian motion treated in the next chapter we inevitably face the
Langevin equation in curved space. To this end we present the way to take
the overdamp limit in such situation in Section In Section [2.9 we show
a derivation of the overdamp limit proposed by Hess and Klein [40], and by
Sancho et al. [41] more than 30 years ago, to explicitly point out what was
wrong in their calculations. Section [2.10]is devoted to summary, discussion
and perspectives.

2.2 One dimensional case

Consider a Brownian motion with a state-dependent transport coefficient.
We represent the position of the Brownian particle at time ¢ by z(¢). In the
underdamped case, the dynamics of the Brownian particle is described by
following Langevin equation

B(t) = =C(x(t))2(t) + b(a(t))E(1). (2.9)
£(t) is white Gaussian noise defined by
(€@) =0, (£(t1)E(t2)) = d(t1 —t2). (2.10)

For simplicity we set the mass of the Brownian particle unity and ignored
the external force. The extension to the case where an external force is
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present is straightforward since the stochastic nature is not affected by the
external force. ((z(t)) is the state-dependent friction coefficient. b(x(t)) is
also state-dependent and satisfies the FDT:

B (a(t)) = 2kpTC(x (1)), (2.11)

here kg is the Boltzmann constant and 7" is the temperature of the system.
We compute the overdamp limit for the underdamped Langevin equation
based on the strategy of Sekimoto [33], but use slightly different method
so that it can be directly applicable to the multi-dimensional systems. The
formal solution of is given by

i) = /_ " A Gt )b (1) E(E). (2.12)

Here G(t1,15) is a propagator defined as

t1
Gt 1) = oxp {— / dtgg“(:c(tg))} | (2.13)
to

The overdamp limit is expressed as the time scale separation between relax-
ation time of the momentum: 7, ~ (! and other time scales which appear
in the formal solution such as t; and t5. Thus one can perform a per-
turbation expansion with respect to a small parameter 7,. From the formal
solution one can show that & is order of 70 and x(ty) — x(t) is O(7,),
by using the following rule to compute the order of small parameter 7,,.

1. Roughly speaking the propagator is G ~ e ¢!, Thus a time integral
applied to the propagator produces (! ~ 7';. Note that this rule is
not always applicable in general. When a time integral passes through

the propagator G it does not cause 7,.

2. b(z) = \/2kpT((x) is order of 7';,_1/2 since  ~ 7-p—1_

3. The white noise £(t) is O(Tp_lﬂ). The two &s can be replaced by its
average value 0(t — t') thanks to the Gaussian nature of £. It prevents
one to get 7, according to the rule [I| above. Thus effectively & acts as
Tp vz

By using these facts, one can show that x(t3) — 2(¢) ~ O(7,). Thus one can

expand the friction coefficient ((x(t2)) around z(t) with ¢y > t,

_ 9¢(x)
C(a(tz)) = C(x(t) + Dt [z(t2) — 2(t)] + O(7) (2.14)
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Substituting this expansion into the underdamped Langevin equation
yields
. . 0 :
) = ~Cle)il) G fot) — alt)] (e
+b(x(t2))€(t2) + O(7). (2.15)

We again solve ([2.15)) formally by regarding the second and third terms as
inhomogeneous terms and obtain

it = [ drger <00 {_g; it; (2(ts) — 2(t)] (1) + b<x<t2>>a<t2>}

- (2.16)
This expression is slightly different from the formal solution , directly
obtained from the underdamped Langevin equation . In fact these ex-
pression is completely identical but only the method using the formal solution
(2.16)) can be generalized into the multidimensional case. This method may
correspond to switching to the ‘interaction picture’ in time ¢ in the quantum
mechanics. In order to determine the interpretation of the multiplicative
noise appears in the RHS of one has to discretize it by further inte-
grating from time t to t + At.

Aw =a(t + At) — 2(t) = /Hmdtlx(tl) (2.17)

/ Hmdtl / =S (1)) (1)

t-i—At
e ¢thi- t2) —x(t)| z(t2 ).
- [T [l o) - 0 402 + O

The first term on the right hand side of appeared from the multiplica-
tive noise in the Langevin equation. The second term is correction caused by
the position dependence of the friction coefficient. Hereafter in this section
we denote ((z(t)) just as ¢. It is shown in [33] that the integral from —oo
to t in 19 in can be negligible since it is smaller than other part of
the integral by the order of \/T_p Thus one can replace f dty = ] " dt,.
Below we evaluate the RHS of (2.17)) in the leading order in 7, to obtain the
overdamped Langevin equation.

We expand b(z(t2)) along the same line with that of {(z(t2)) performed
in (2.14).

[z(t2) — 2(t)] + O(7,/?). (2.18)
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Note that x(t3) — z(t) is order of ~ Az since t < ty < t; < t+ At. Thus the
expansions and can be also interpreted as expansion in Ax. As
we have already pointed out, in the overdamp limit, Az starts from At!/?
(see equation and discussion around it). Thus the above expansions
(2.14) and (2.18)) can also be viewed as power series expansion in At'/2. This
interpretation is in fact more convenient than interpreting (2.14)) and (| -
as power series expansion with respect to Tp, since one do not need to worry
about the exception of the rule|ljabove. By substituting the expansion (2.18)|)
into b(z(t2)) in the first term of the right hand side of the formal solution

(2.17), we have

t+At t+AL
/ dtl/dtge Chs t2 (tz))g tg = b / dtl/dtge (t— t2 tg)
t

t+At
b di dte C=ta) [:(ty) — ()] £(ty).
(2.19)

The second term in the right hand side of (2.19)), which appears from the z-
dependence of the multiplicative noise term, vanishes as Sekimoto has shown
in [33]. Here we check this. Set

phio = 20L2) / s / e (o) — a(0)] ). (220

ox(t)

One can evaluate [z(t2) — x(¢)] in the right hand side of (2.20)) by integrating
the formal solution ([2.16)) from t to to;

x(ty) — x(t / dts / dt e C(ta—ta)

{ ax( ) [ (t4) - f(t)] Zﬁ(t4) + b($(t4))§(t4)} . (2.21)

n {---}, the first term is O(7) (or O(At)), while the second term is O(7,)

(or O(At'/?)). Thus in (2.21)) the leading contribution comes from the second
term. In computation of I one is interested in the lowest order in 7, or
At. Thus, one can neglect the first term in the RHS of (2.21]).

o(ts) — a(t / dt3/ dt e~ (t))E(te) + O(r2)
/ dtg/ dtse= 3T (ty) + O(72). (2.22)
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From the first to the second line we expand b(x(t4)) around z(t) like (2.18)
and take the lowest order in 7,. By substituting (2.22)) into the definition of
1% in (2.20)) one has

AL to t3
o _ / dt, / dtye—C—p( 3 () / dts / dts
ax t t

Xe_dx =t e (1) (ty). (2.23)

We can replace the quadratic term of the noise ¢ by its average according
to (2.10). The solution of the Langevin equation is not affected by this
replacement. In other words, the corresponding Fokker-Planck equation does
not change with this replacement [56]. This feature is guaranteed by the
Gaussian nature of the noise €. Then,

b,Ito b(z) A C(ti—t2)p, & &
I = (t dtl dte (I(t)) ) dtg ) dt4

ts“&@—u (2.24)

This integral vanishes since the integral ranges satisfy ¢ < t4 < t3 < t5 <
t; < t+ At and no choice of t5 and t4 can make argument of delta function
tg - t4 = (0. Then

I — 0, (2.25)

This fact has been already pointed out by Sekimoto [33].
We next calculate the first term in the RHS of (2.19). One can change
the order of dt,dt, integral as

t+At t1 t+At t+At
t t t t2

This enables us to carry out the integral over ¢; in (2.19)) as

t+At t+At t+At
b/ dt1/dt26 (1=R)¢ (1) :b/ dtg/ dtre¢ (1 12)g (1)
t t

t+At
:C]b/‘cM[L—equtﬂfﬁg
(2.27)

Here since ¢ is very large, e ¢(+At=%2) g equal to unity only in the vicinity
of t, =t + At and can be neglected otherwise. Thus one can approximate

| ot _ ) L AR AL (2.28)
0 to=t+At
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Then ([2.27) becomes

t+At t+At—0
¢ / ' dty [1 — e CUFAR)] £(ty) = (b / ) dt2€ ()
t

t

— g(z(t)AW, (2.29)

where we have defined g(z) = (~'(z)b(x) and
t+At
AW = Wt+At - Wt = / dtlg(t1>, (230)
t

is the discretized Wiener process [49]. is the multiplicative noise in
the overdamped Langevin equation. It is clear that the interpretation of the
multiplicative noise becomes the Ito one since g(x) is evaluated with = at
the time before the particle is kicked by the noise: z(t). It has its origin in
the choice of reference point around which the expansion of {(z) and b(x) in
(2.14) and (2.18)) are performed. There is freedom in choosing this reference
point. For example one can choose z(t + At) instead of x(t). The resulting
multiplicative noise becomes anti-Ito, as will be demonstrated in Section
2.4 The choice [z(t) + z(t + At)] /2 leads the Stratonovich, demonstrated
in Section 2.5

Next, we compute the second term in the RHS of . We shall denote
it as 1. It can be evaluated to the lowest order in 7, or At by substituting
(2.16) and (2.22)) for &(t2) and [x(t2) — 2(t)]. As we have already shown the
second term in the RHS of is the leading contribution. Then

¢Ito ag A " —((t1—t2) 2 . —((tz—ta)
I = —— dtl dtge dtg dt4e bf(t4)
or J; t t —0
to
« / st b (1), (2.31)
t

Replacing the quadratic term in £ by its average, carrying out the time
integrals, and dropping e ¢** < 1 by the scale separation 7, < At one
obtain to the lowest order in 7,

OL(z)
ox

Here we defined L(z) = (~'(z) and made use of the FDT. Note that the RHS
of looks (9(7‘5), within the rule of power counting described above.
While the result of integration is O(7,). This discrepancy has been
caused from the exception of the rule [T} the time integration does not give

9% = kpT At +O(72). (2.32)
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rise to the term of the order of 7, when it pass through e ¢*. Indeed the
integral over ¢ in does not act on e~¢ but it just produces At.

Now that we have computed all the corrections appeared in the RHS of
the formal solution to the linear order in 7, or At. Plugging (2.25),

(2.29) and (12.32)) with (2.17]) one reaches the final expression,

Ax(t) = g(x(t)) AW + kBTgL—(x)At. (2.33)
Ox(t)
One finds that the overdamped Langevin equation with multiplicative white
noise, whose origin is the state-dependent transport coefficient, is not just an
equation obtained by ignoring the inertia in underdamped Langevin equa-
tion , but there appears so called Ito drift term kBT%At. Such terms
are also ‘derived’ in [55], by assuming that the RHS of as the sum
of interpretation-dependent unknown deterministic term and multiplicative
noise term, and determined it by requiring the corresponding Fokker-Planck
equation to have the Boltzmann distribution as the stationary solution.
While derivation by [55] is based on an inductive reasoning, ours is deduc-
tive. We will discuss this point more thoroughly at the end of this chapter.
We notice that overdamped version of the FDT between g and L holds:
92 =2k BTL
Extension of the above argument to the situation where an external force
is present is straightforward, since such a term is deterministic and its contri-
bution to the overdamped Langevin equation is O(At) from the beginning.
Therefore we can add the external force to the underdamped Langevin equa-
tion ([2.9)).

(1) = (D)D) — O+ b()ED), (2.34)
The overdamp limit is simply given by
Azx(t) = —L(a:)a—UAt + g(z(t)) AW + k‘BTaL(J:) At. (2.35)

ox

Let us summarize our strategy to take the overdamp limit within the
Langevin equation.

1. Expand the friction coefficient ((z) and the coefficient of the multi-
plicative noise b(z) around some reference point

2. Write down the formal solution of the underdamped Langevin equation
in the form of Az = z(t + At) —z(t) =--- .

3. Estimate it in the linear order of At and 7, with At > 7,,.
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In our method one can realize any interpretation of the multiplicative noise,
by choosing the reference point where the expansion of ¢ and b are performed.
Note also that the FDT is not necessary to carry out the calculation. Thus the
procedure demonstrated above can be applied for far more general situations.

Ermak and MacCammon [13] have performed for the first time the correct
calculation of overdamp limit in the same strategy as ours, more than 30 years
ago. They implicitly used the Ito type expansion for the state-dependent
transport coefficient ((z). But they did not carry out the expansion for b(x).
As shown by Sekimoto [33] and us the correction due to the xz-dependence
of multiplicative noise term vanishes, i.e., 1" = 0. Thus even if one missed
this correction one can obtain the correct result. In this sense Ermak et al.
have obtained the correct result accidentally.

2.3 Extension to multi-dimensional case

Our method works also for multi-dimensional case. Let i, 5, k,---=1,..., N
be indices of the degree of freedom and consider the following underdamped
Langevin equation for the position variables x;.

Bi(t) = —Gij (2 ()2 (2 (1)) + bij (2(1))&;(2), (2.36)

which is a straightforward extension of . Hereafter we assume that
repeated indices are summed from 1 to N. (;(z) is the state-dependent
friction matrix. b;;(x) is also state-dependent matrix which satisfies the FDT:
bik(x)sz () = 2kpT'G;(z). & is the white Gaussian noise and satisfies,

(&) =0, (&i(t1)§;(ta)) = 0;50(t1 — t2). (2.37)
We perform the expansion of (;;(x(t2)) with ¢, being ¢ <ty <t + At.
Gla(t)) = Go(olt) + G fmn(t) ~ )] + OB, (239)

This expansion amounts to the power series expansion with small parameter

Tp OF AtY/2. See Section for detail. By substituting (2.38) into (2.36) ,

we have
i) =~ {6te) + 52 ) - )] 02 + ot )
_ . IGij(x) .
= —Gij(a(t))i;(t2) — D24 (t) [wr(t2) — zi(t)] £5(t2) + by (2(t2))€;(t2)-

(2.39)
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The formal solution of (2.39) is given by

i) = [ dty [ecEOG )] :
() /t dts | I 240
X {—%(%) [m(t2) — (t)] dx(ta) + bjk@(t?))&f(t?)} ‘

Here the leading contribution comes from the multiplicative noise term,
namely the second term in {---} in the RHS of (2.40). Thus in the low-
est order in 7, or At, (2.40) is written as

xz(t1> = /tt dtQ [ Cle®)t— t2)] ij b]k(x<t))£k(t2) + O(Tp). (241)

We discretize the formal solution (2.40) by integrating both side from ¢ to
t+ At.

Axl /t+At / dtg z(t))(t1— tz)Lj (2.42>
X {_%C;;lg((;) [21(ta) — x(t)] Tk (t2) + bjk(a:(tQ))gk(tQ)} +O(A#?),

Again the leading contribution comes from the second term in {---} in the
RHS of (2.42)). Thus by integrating both side of (2.40|) from ¢ to ¢, and taking
the lowest order we obtain

wlts) — it / ﬁ;/ dty [ <] b (w(8)E(E) + O(AD), (2.43)

where the argument of ¢;;, which is x(¢), is omitted hereafter in this section.
Next we expand bj;x(z(t2)) appearing in the second term in {--- } in the RHS

of @1)
Objx ()

bMﬂmrwmam+agwuwﬁ—mm+0@w (244)

Plugging (2.41), (2.43)) and ( into @ (t2), xi(t2) — z(t) and bji(x(t2)) in
the RHS of ({2 1-) we have

t+ At
Axy(t) / dt, / dty [e¢(1712)] jbjk(x(t))gk(tQ)+I§’It°+1§”“"+0(At3/2),
(2.45)
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where,

t+At t1 .
IiC’ItO = _ / dtl/ dt2 [e—C(t1—t2)Lj %((tx)) (246)
/ dts / dty [~ b (2(8)E (1)
X/ dty [emS00)] by (a(1))6, (t5),

t+At t1 ob.: ({L‘)
b,Ito __ _ _ k
Ii :/t dt1/ dts [e St t2)]¢j m (2'47)

/ ity / by [ ) b (2(8)Eo )6k (1),

By repeating the same discussion as —, the first term in the RHS
of (2.45)) becomes the multiplicative noise interpreted in the Ito sense.

t+ At t1
/t dt /t dty [e= ] b (x(1)E(t2) = gis(x (D)) AW, (2.48)

where we defined
g=¢'b. (2.49)

b,Ito
[i

One of the the correction terms vanishes in the same manner as 1-

dimensional case:

e =0, (2.50)
The correction term IS remains finite as in 1-dimensional case. By replac-
ing the order of integral over t; and ¢y as well as t3 and t4 respectively by
using ([2.26)) one can carry out the integral over t; and t3. As a result we
have

@Ck t+ At B B B
ot — VLY ) / dto¢ 148, — [eCitat=t)] 2.51
i o1, b | 2G;, { j [e ]m} ( )
to
X / QG {Ban — [e ] Vg (ta)
t

y / 2 dt5 [ C(ta—ts) ]kp§CI(t5)

Here we denote (;;(x(t)) and b;;(x(t)) simply by (;; and b;; respectively. Since
the friction coefficient is very large one can replace d,; — [e_C(HAt_t?)]rj in
dty integral by

_ _ 0ty =t+ At
D t2)Lj = {5 i Al (2.52)
) *
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Thus one can approximate (2.51)) as

8 t+At—0
IiC,ItO = z; 8C]k bnobpq/ dt2
t

« / A (G — [ <] Yot (253)

to
X/t dt5 [e_C(Q_tE’)} kp fq(t5)

Note that in the integral over t, one cannot use this approximation (2.52]).
Next we replace the quadratic term in & by the delta function, which is
justified by the Gaussian nature of the noise, &,(£4)&,(t5) = 0pg0(ts — t5). It
enables us to carry out the integral over ts.

nk "

Glto _ — aCJk o —((t2—ta)
Ii7 = QkBT dtz dt4 {5ln 27 }
(2.54)

We used the FDT and ignored “—0” in the upper endpoint of the integral
over t, since it only causes the difference in higher order. Remaining integrals
over ty and t4 can be analytically carried out and one has

) o 1. .
I = —kpT (¢, % i py — pyr Ol
T J/’l

8xj 8!Ej

o<

In

(¢, At = kgT At,

(2.55)
to the lowest order in 7, and At. L is the Onsager coefficient matrix defined
by

L=¢" (2.56)
Using ([2.48]), (2.50)), and ([2.55)), the overdamped Langevin equation ([2.45])
becomes oL
Az;(t) = gi;(x(t) AW, + T 3 LAt (2.57)
Lj
Here g;; satisfies the overdamped version of the FDT.
gg' = 2TL. (2.58)

In the presence of the external force, the underdamped Langevin equation is

given by
ou

Zit) = —Giy((t))i; (1)) — 5+ bi(2(8))&;(2). (2.59)
The overdamp limit is not affected by the external force and given by
ou OL;;
Az;(t) = —Lij(x) =—At + g;;(z(t)) AW, + T—2LAt. (2.60)
Ox; Ox;
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2.4 Anti-Ito expansion

In Section and one can determine the interpretation of the multiplica-
tive noise in the overdamped Langevin equation as the Ito one since we have
expanded ¢ and b around x(t), which is the value of stochastic variable eval-
uated at time before kicked by the noise. One expects that, by changing the
reference point at which the expansion is performed, resulting multiplicative
noise in the overdamp limit will be interpreted in another fashion. In this
section we choose the reference point as z(t + At). The resulting multiplica-
tive noise is expected to be the anti-Ito type. The anti-Ito interpretation
itself is less familiar than the Ito or Stratonovich. The reason we perform
this calculation nonetheless it is unfamiliar is twofold. First, Hess et al. [40]
and Sancho et al. [41] has tried to compute the overdamp limit by writing
down the formal solution and implicitly performed the anti-Ito like expansion
of multiplicative noise term. We make a comparison of our result obtained in
this section with theirs in Section[2.9] Second, it is argued that the anti-Ito is
the most natural interpretation of multiplicative noises |17,|18], since in one
dimension the correct overdamp Langevin equation is identical with that ob-
tained by ignoring inertia and interpreting the multiplicative noise in anti-Ito
manner. We show that it is just an accident and in multi-dimensional sys-
tems ignoring the inertial term never gives the correct overdamped Langevin
equation.

One dimensional case

We expand the state-dependent transport coefficient ((x(t5)) and the factor
of the multiplicative noise b(x(t3)) around z(t + At). We assume that t5 <
t 4+ At.

C(z(t2)) =C(x(t + At) — [x(t + At) — z(t2)]) (2.61)
=((x(t + At)) — % [z(t + At) — x(t2)] + O(7p),

b(x(tz)) =b(x(t + At) — [z(t + At) — z(t2)]) (2.62)
=b(x(t + At)) — % [z(t + At) — x(t2)] + 0(75/2).

Note that this expansion is slightly different from the Ito expansion ((2.14])
and (2.18))) demonstrated in Section 2.2] Substituting these expansions into
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the underdamped Langevin equation ([2.9) one has

) = ~Clalt+ A0)itn) + 5o lolt + Af) — alt)] ()
Lot + A)E(t) — 5o s lalt-+ A = ot 6(t)
+0(7)). (2.63)

By regarding the second term and after as inhomogeneous terms one sees
that the formal solution of (2.63)) is given by

. _ " —C(z(t+AL)) (t1—t2 () .
a(t) —/t dtye AN ){m[x(t—l—At) — (ty)] (L)
ob(x)

(i + AD)E(L) — 5"y

(2t + AF) — w(t)] §<t2>} (2.64)

Here we have ignored the contribution from the time integral ffoo dty since

Lo 1/2 . I : : :
it is 7,’" times smaller than other contributions, as in previous sections.
x(t + At) — z(t2) in the RHS of (2.64) can be estimated in the lowest order
by integrating (2.64)) from t5 to t + At as

t+At
z(t + At) — z(ty) = b(x(t + At)) / dtg,/ dtye~C@UEFADN =t e (1 (2.65)

Here we only take the leading order in 7, in the RHS of (2.65). Next we
integrate the formal solution (2.64) from time ¢ to ¢t + At.

t+At
/ dt, / dtye=SEtHAD)(t—t2) (2.66)

X {m [z(t + At) — x(t2)] (o)
ob(x)

ot + A1) ~ i 0+ A0 = alt] ()}

We denote the corrections come from the first and third term in {--- } in the
RHS of (2.66) as I¢* and I*! respectively, i.e.,

t+At
[C@Iz/ dtl/dt e~ Cl(t+a) )(tlt"’)axa&[ﬂv(t+At)—:E(tz)]éc(tg),
t

(t + At) 207
t+At 8b<I)
b,al - :E(t At t1 tz) .
Pl = /t dt, /dt GG el 4 A [2(t + AL) — x(t2)] E(t2).

(2.68)
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Then the formal solution (2.66)) becomes

t+At 1
Azx = / dty / dtoe= @A (1 (t 4+ At))E(ty) 4+ T + 121 (2.69)
t t

The first term in the RHS of (2.69) is the multiplicative noise interpreted in
anti-Ito.

t+AL
b/ ‘“1/ e SEEHANO—g (1) — oot + AD)AW.  (2.70)
t t

We omit the proof since the derivation is almost the same as that have
performed in in Section 2.2 The correction terms, 7¢* and I**!, in
the RHS of can be evaluated by the same manner as in Section .
By substituting the formal solution for & with and x(t + At) — x(ts)
with in their lowest order one has

I = 2k ng—+(9( 2) =—k Tac_—l()AtJrO( ), (2.71)
2(3 P2 0x(t + At) '
Al g Ot “H(z)
e = bbCZ +0(12) = kBTa ( At)AHO(r;). (2.72)

193 and 1% are identical aside from their signs and cancel each other. Thus
the correction terms arisen from the state-dependence of the transport coef-
ficient and the multiplicative noise vanish. The resulting overdamp Langevin
equation becomes

Ax(t) = g(x(t + At))AW. (2.73)

Needless to say, the obtained Langevin equation ([2.73) represents the identi-
cal stochastic process with the Ito result . The correction terms vanish
in the anti-Ito case, in contrast with the Ito case. But this is merely an acci-
dental result and in multi-dimensional system the corrections do not cancel
each other, as shown below. In the presence of the external force the result
is, in continuum expression,

(o) & = —~L() 5 + g(r)e(r). (2.74)

Here (al) stands for the anti-Ito interpretation of the multiplicative noise.
This result is identical with the underdamped Langevin equation with-
out inertia. This is the reason why Langon et al. [17] and Volpe et al. [1§]
have misguidedly concluded that the anti-Ito is the correct interpretation of
multiplicative noise.
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multi-dimensional case

The extension into the multi-dimensional systems is straightforward. As
before, we first expand b;;(z(t2)) and (;(x(t2)) around x(t + At). Since we
assumed that to <t 4+ At,

bila(t)) = bilatt + A0) = 52D o+ A — )]
+O(73/%), (2.75)

Gla(t) = Gt + A0) - G e+ A0 (o)
+O(r). (2.76)

By substituting (2.75]) and (2.76)) into the underdamped Langevin equation
(2.36]) we have

) = ~Golalt-+ ANy (1) + s (e A0 — ()] 1)
et + AN (1) = 5 e+ A1) — au(t)] (1)
+O(r). (2.77)

Formal solution to (2.77)) is then

t1
i) = [ty e

v

% {_8;;;;((3) [1(t + AL) — a(ta)] dx(ta) + bjw(x(t + AL))Ex(ts)
b
_m [z(t + At) — x(t2)] &(h)} . (2.78)

Discretizing (2.78)) in time yields

t+At t1
ASE = / dtl/ dtg [eic(w(H»At))(tlib)} ..
v]

t —00

IG(x) R "
X { D) [21(t + At) — 2y(ts)] @k (ta) + bj(@(t + At))Ek(ta)

__ Obi
Oz, (t + At)

[zy(t + AL) — 21(ts)] 5,4@)} . (2.79)
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zy(t + At) — x;(t2) in the RHS of (2.78) is estimated in leading order in 7, as

t+At
zi(t + At) — xy(ty) / dts / dty [em¢CUFANEtI] b (2(t + AL))Eo(ta)

(2.80)

Applying (2.78]) and - to - one has

t+At
/ / dtg x(t+A))(t1— t2)] y bjk(x(t + At))fk(h)
]baI + ]C aI (281)

where

(%’ t+AL t
t+At
/ dt, / dit [e~CEEHANE—] ¢ (1)e (1) (2.82)
tJrAt
[ié"aI = 8gjk,‘bmnbop/ / dt :E(t-i—At t1 tg)]

t+AL
/ dtg/ dt4 —C(x(t+AL)) (ta— t4)} En(ts)

X/ dty [Nt e (1) (2.83)

ij

Here arguments of (;;(x(t + At)) and b;;(x(t + At)) are abbreviated only
in this section. These integrals can be carried out in the same manner as
Section 2.3] and one obtains

)
et = gl 8?’“& (2.84)
L
I = —kpTZ=2At. 2.85
i 5T, (2.85)

The first term in the RHS of (2.81)) converges to the anti-Ito multiplicative
noise,

t+ At
/ dt, / dty [emCEFANETRI] by (@t + At))Er(t2) = gig(x(t + At)) AW,
t
(2.86)
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Combining (2.84)—(2.86) with (2.81)), the overdamped Langevin equation is

obtained as

T

1 A 99
Az = gij(a(t + A)AW; + = [ gL =2 — g, | At 2.87
gJ( ( )) J 9 (gm amk 8l'k ng ( )
In contrast with one dimensional case (2.73), we have the correction terms
proportional to At. Thus one finds that cancellation of the correction terms
in one-dimensional case is just an accident and anti-Ito is not a special in-

terpretation of multiplicative noise.

2.5 Stratonovich

One can also perform the expansion of b and ¢ around z* = w, which

reads the Stratonovich convention of the multiplicative noise. We need to
split z(t9) as
1 1
w(ts) = 2" — 5 [a(t + At) —a(te)] + 5 [2(t2) — 2(t)]- (2.88)

Then expansion of b(z(t2)) around z* becomes

b(z(tz)) = b (x — % [z(t + At) — x(t2)] + % [z(t2) — x(t)})
= 0~ 2D (ot 4 AL — ()
1 0b(x)
+§ pr [(ty) —z(t)] + -+, (2.89)
where agg(cf) = 82(5) R Then the underdamped Langevin equation 1)
can be expanded in f)?)fzvers of 7, as
(1) = — Ce")il12) + 5 o o+ A1) — (1)) (1)
19¢(x) .
T3 o [2(t2) — ()] @(t2)
Fo()e) — L e 4 Ad) — afra)] (1)
1 0b(x)

2 9 [2(t2) — 2(t)]€(t2) + O(7y). (2.90)
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Then formal solution is given by

/t+At / dtae ¢ @I =t (1*) ¢ (1)

t+At
iii*/‘ / e [t 4 A) — (t)] (1)
19¢( t+At .

S [ /dmﬂ”“w<> (1) (1)

t+At
1 9b(x / / dtae™ IO (1t + AL) — 2(t,)] £(t2)

2 Ozt

t+At
;a;x / / e~ () — o) E(ty)  (2.91)

Clearly second term is half of correction appeared in anti-Ito expansion of
(. Third is that appeared in Ito expansion, etc.. Thus we do not need to
calculate them explicitly.

/Hmdtl / dtye™ @) M=t)p (%) ¢ (1)

2 (I( ,al ]C Ito + ]b al + ]b Ito) (292)

By using the value of Is in (2.71), (2.32), (2.72) and (2.25)), one arrives at

ksT OL(x)

8) & = gla)é(t) + 222

(2.93)

Here (S) stands for the Stratonovich interpretation of the multiplicative noise.
Since the second term is already O(At) difference in choice of reference point
is merely O(At*/?) and negligible. Thus we omit the argument of 2L in
second term. For multidimensional case it is easy to see that from 1-)

(2.55)), (2.84]) and ([2.50)), the correction terms are given by,

1 1
5 (Ii(,aI X [iC,Ito 4 [zg),al 4 [Zg;,lto) 2 Jkaagk*] At (2.94)

Thus the overdamp limit is

8) = @0+ gah T (2.95)
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2.6 General o convention

In this section we demonstrate the extension to arbitrary interpretation of
the multiplicative noise in the overdamp limit. We set z* = ax(t + At) +
(1 — a)z(t) and expand ((x(t2)) and b(z(t2)) around z*. We call this in-
terpretation of noise o convention [55]. Here obeys an identity similar to
(2.88).

x(ty) = 2" — alx(t + At) — z(ta)] + (1 — ) [x(t2) — z(t)] . (2.96)

Thus corrections to the multiplicative noise interpreted in this convention
in the overdamp limit can be evaluated by a straightforward extension from

the Stratonovich case, demonstrated in Section . By using (2.71)), (2.32)),
(2.72) and ([2.25)), the correction terms are given by
oL
o (IC,aI + [b,al) + (1 . O{) (IC,ItO + Ib,ItO) — (1 — a)]{BTmAt (297)
x
Then the overdamp limit in one dimension is

(t) = g(z™)&(t) + (1 — a)k:BTg—i. (2.98)

This expression is identical with the overdamped Langevin equation proposed
by Lau and Lubensky [55].

Extension to the multidimensional case is straightforward. The correc-
tions are

o (164 1) 4 (1= ) (1670 4 121 = (2.99)
OL;; o) ag; dgik
kgT (1 — CAt+ = | g L =gl ) At
sT(1=a) Oz, * 2 (gk Or;  Oz; T

by using (2.85)), (2.55)), (2.84) and (2.50). Thus the overdamp limit of the
underdamped Langevin equation (2.36)) in « convention is

OL;; « 391:‘ 99ik
b= g5 (2)& () + (1 — ) kpT 2 + = | gl — =gl | - (2100
(@) = 9u@)& 0+ (1) kT 52+ 3 (gkaxj uk | - (2:100)
Here (¢) stands for the general «v interpretation of the multiplicative noise. *s

in O(At) terms are omitted since difference in the choice of reference point is
as small as O(At%/2). In the presence of external force —% 2.100]) becomes
' ou .
(a) @ = —Lz‘j(iﬂ)a— + 91 (27)&;(t)
Ly

g gl .
+T (1 - q) 0Ly (g Iy ag”“g* ) . (2.101)

aflfj 2 ik ij B @xj ki
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Again the expression is identical with that obtained in [55]. Note that by
taking noise average (2.101]) one finds that

(&) = <—L,;j(a;)g—g> + <T%€;JJ> (2.102)

This equation means that average regression of fluctuation given in the left
hand side (LHS) of does not obey the macroscopic law (first term of
the RHS of (2.102))). These quantities are identical in usual additive noise
system, where L;; is constant, called Onsager’s regression hypothesis [57].
Now we find that the hypothesis is violated in the Brownian motion with the
state-dependent Onsager coefficient.

2.7 Non-equilibrium case

Our procedure to adiabatically eliminate the fast relaxing momentum and
obtain the overdamp limit directly from the underdamped Langevin equa-
tion works also in the non-equilibrium case. In such situations one cannot
resort to the FDT: v* = 2kgT¢. Here we only quote the final result for
multidimensional case with o convention.

oz, Oxy,
9gi;(x) +

—a— = gn(@) + 955(27)&(2), (2.103)
Ty,

T; = —Lw(l') C]l(l‘)le(x)

where we defined D = gg'/2. We assumed that ¢bb' is a symmetric matrix.
This condition is sufficient to ensure the existence of the overdamp limit. For
details see the next section. One dimensional version of is identical
with [36,54]. We left the detailed derivation in next section.

2.8 Curved space

In this section we consider the most general case, i.e., multidimensional,
non-equilibrium and curved space in « convention. We demonstrate the
calculation of overdamp limit in precise since the situation is quite general
and the result will be used in Chapter
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Model
The underdamped Langevin equation is given by
& = (m7' (@), P (2.104)
: 0H
pi = —Ty(@)p; — 5+ bi(2)&;(t) (2.105)
j

where we have defined I' = ¢m~!. The Hamiltonian of the system H is given

by .
H=p; (m_l(m))zj p; +U(z). (2.106)

The z dependence of mass matrix m;; appears as a result of curved geometry
of the generalized coordinate. We impose a following condition in order the
system to have the overdamp limit.

I 'bb’ = bb'T 1, (2.107)

As will be discussed later, this relation is a sufficient condition for the
Kramers equation for joint probability distribution function for position and
momentum to have a stationary solution for momentum.

Expansion by small parameter 7, and At

First we expand b;;(x(t2)) and (;;(x(t2)) around z* = ax(t+At)+(1—a)x(t).
We make use of an identity for ¢t with t < t5 <t + At,

x(ty) = 2" —alz(t + At) — z(ta)] + (1 — ) [z(t2) — z(t)]. (2.108)
Then we can expand b;;(x(t2)) around z*
bij(x(t)) = bij (2" —afz(t+ At) — ()] + (1 — o) [z(t2) — 2(2)])
= b(x") — agiif [z (t + At) — zx(t2)]
k
Ob;;
Oxy

Since zj(t + At) — x1(t2) and zp(t2) — z(t) are O(Ax) = O(AtY/?), this
expansion, (2.109), can be interpreted as the power series expansion with
respect to At'/2. Similarly for I';; one has

Pij(x(ta)) = Ty (@ —afe(t + At) — z(ta)] + (1 = o) [2(t2) — 2(1)])

oL,
Ljx") —a 5 *] [z (t + At) — 24 (t2)]
Ly,

+(1 —a)

lep(ts) — ()] + O(AZ?),  (2.100)

Dut [2k(t2) — 24(t)] + O(Az?).  (2.110)

+(1— )
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Substituting (2.109) and (2.110) into the underdamped Langevin equation
(2.105)) we have

Bilt) = —Tylanlta) + a0 i+ Af) — (1) (1)
ol'y; OH
—(1—-0) o [ (t2) — zi(t)] p; (t2) — 0ity)
by (1) — 0L [nlt+ A1) = ()] &1
~(1 -G )~ n(0)G (). (211)
One can solve it formally as

+ a2 e+ A1) — (1) )

- (1= ) o) = ) ()

— 052 a1+ At) (1)) (1

by
+1 = )P ot~ 0] () |

where the propagator G}? is defined as

G} = {exp [-T(z")(t, — t2)]},; - (2.113)
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One can obtain the overdamp limit by discretizing the formal solution (2.112)
as Ar; = z;(t + At) — z;(t) with At > T,

t+AL h
Az, 2/ dty (m_l)z‘j (x(tl))/ dtngl-,%
¢ —0o0

x {—% T ba(e)a (k)

a5 (g (£ 4 A — (1)) pi(t2)

ox,
(1= @) T (1) ~ 2] (1)
_ agzkl [ (t + AE) — 2 (£2)] &1 (t2)
1-a) Si (En(ts) — (1) a(w)} . (2.114)

Since we are working on a curved coordinate the mass matrix is dependent
of 2. Thus we have to expand (m~"),; (x(t1)) in the first line of the RHS of

around x* as
(m™),; (@(tr)) = (m™"),, (" —afe(t + At) =z (ty)]+(1-a) [z(t) — 2(1)])

om:;:t
= (m_l)ij (%) — « 8362;] [z (t + At) — 24 (t1)]

Z
*
ox}

+(1—a) [2(t1) — 2 (t)] + O(7)), (2.115)

Recalling that the multiplicative noise is of O(At'/2) and others are of O(At),
the leading contribution in the RHS of (2.114]) comes from the second term

in {---} of (2.114).
Azy=(m™),( /t+ t / dt> G} { 8( )+bkl( )&(t2)

+alt™ + (1 =)o 4 al’® + (1 — )1
+al™™ 4+ (1 =)™t

1 Y

(2.116)

where [ s are defined by

t+At

= (m™) dt, dtgG}z T (t 4+ AL) — 2, (t2)] pi(ta),

(2.117)
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Clto _ -1 T

== (m™), (@) dty dtngk Tm(t2) = 2 (1) pr(t2),
(2.118)

t+At

= —(m™! dt, dzfQGl2 [T (t + AL) — 20 (t2)] &i(t2),
(2.119)

- t+At

191 = (1~ / dt, / 002G [ () — (D] Eu(E2). (2.120)

m,al a<m_ )’Lj t+At ! 12 *

i E__ggf_/ dhum@+Aﬂ—xMhn/deMm@)m@%

m t —0

(2.121)

o _ O(m7h)y A n a2, o

m t —00

These corrections are calculated by substituting x,, (t + At) — ., (t2), pi(t2)
and x,,(t2) — z,,(t) in the lowest order in At, obtained by the formal solution

as
pi(t2) = bpo(z *)/ dtsGEo(t3), (2.123)

t+At
xm(t + At) — xm(t2> = (m_l mp q?” / dt4/ dt5 fr t5
(2.124)

T(t2) — T (t) = (M) ) p (27 )bgr( / dty / disGoo&,(ts), (2.125)

Calculation of corrections

In this subsection we perform calculation of corrections appeared in (2.117)—
(2.122)).

First, If’lto defined in (2.118)) is evaluated by substituting (2.123) and

(2.125) for p;(ta) and xp,(t2) — xm(t), yielding

ot — m™) e dt dt G
‘ N ” ax ! 2

/ dts / dty (m™") G34bqr§T(t4)

x / Q3G b (1), (2.126)
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Here quantities without time argument is evaluated at x* = az(t+At)+(1—
a)x(t). The quadratic term in the Gaussian white noise £ can be replaced
by its average according to (2.37)). This replacement is correct in the mean
square sense. In other words, the Fokker-Planck equation is not affected by
this manipulation. Then,

¢Tto 1 O, t A h 12
Ii = = (m )ij % (m )mp (bb )qn ' dtl oo dtQij
to t3
< / dts / e (2.127)
t —00

We split and exchange order of the double integral on t3 and t3 as

to t3 to to to t
t —00 t ta t —00

We can ignore the contribution from the second term in the RHS of (2.128])since

it is 7,/? times smaller than the first term [33]. Ome can carry out the dt;
integral as

(2.129)

pq

to
/ dt;G3 = [T — Do Tt0]

tq

Substituting (2.129) into (2.127)) and changing the variable from t4 to tg =

ty — t4 reads

[0 Z () %( 1) (bbi) B e
2 _ m i 8l’m m mp qn ' 1 oo 2k
[l e, (2120

The second line is handled by the integration by parts as

/0 e [e_ptﬁ]ln T Fe—rtﬁ}pq _ [[F—le—rtﬁ}ln - I\—le—rtﬁ}pq] ::0
[ e, e,

= /0 dt [[~'e™Me] e . (2.131)

Here we ignored the surface term since it is TI}/ ® times smaller than others.

Then is
¢ Ito 1 8Fkl 1 + t+AL t1 o
[i = - (m )ij % (m )mp (bb )qn[ dtq /_Oo dtQG]—k

X /0 dt [[~'e™Me] [e7e] . (2.132)
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One can perform the integral over ¢; and t, since the second line is indepen-
dent of them. We ignore —oo < t5 < t in di, integral since it is T,}/ ? time
smaller than other contributions and make use of exchange of the double

integral by using (2.26]). Then,
t+At t+AL
/ dt, / dt,Gli = / dt, / dt,G;
t t
t+AL t+AL
= / dty / At G}
t to

t+At
_ / dtg [I\fl - efr(t+At7t2)]
t

ik
~ -1
= (I, At (2.133)
Applying (2.133]) to (2.132) one arrives at
arl’;
191 = — (¢, L my, Do At 2.134
(C )U axl mp 1=, ( )
where D is defined as
D= / dts¢ e Topble Tom !, (2.135)
0

D plays a role of diffusion coefficient in equilibrium, since the FDT, bb' =
2kT'¢, leads to the Einstein relation D = kgT'¢ ™. We postpone to calculate
the integral in D and proceed to calculate other corrections.

We next calculate ™" defined in . By substituting (2.125) for

T (t1) — Tm(t),

e = ea(ng_l)” /t o dt, (m / dts / dtsGoibg &, (1)
X / ! dtsGlibu&i (t2). (2.136)
In the mean square sense,
e = 8(?7_1)“ / o dt, (m / dts / dtsG2abu G iibu. (2.137)
m i

We ignore the contribution from —oo < t, < t in the integral over ¢, and
change the order of the integral on t3 and t4 according to 2.128,

0 (mfl) B H-At
m,Ito __ 2 —1 T 34

(2.138)
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Now we can carry out the integral over ts.

8 m—1 t+At
IimJtO _ ( )Z] (mfl mp bbT / dtl/ dt4G

0T,

x [0 =T e Tt (2.139)

Pq’

Change of variable from t4 to t5 = t; — t4 and the integration by parts gives

d(m™),. t+At
m,Ito tJ 1, Tt It
! O (m mp qk/ / ats 5]Jk [e 5]pq
9 (m),;
I defined in (2.120)) vanishes as usual.

bt = 0. (2.141)

The anti-Ito corrections given in (2.117)), (2.119) and (2.121)) are com-
puted in almost the same way as others. First ¢ is, using (2.124) and

2.123),

r t+At
0 = (m™) O / dt, / dt, G (2.142)

” ax

t+At t2
X / dts (m™) / dt 1G22 bop, () / dtsGiobgr &, (ts).
t —00 —00

2

The mean square calculation leads to
. oy, t+At t
= (m 1>ij8_(m o (bbT)oq/ dtl/ dt> G,
t+AL th t -
/ dts / dtsGo G, (2.143)

The integral over t3 is carried out as

t+At
/ dt3G35 _ _F*lefr(t+At7t5) + I\flefr(tgfts)
[

= D le Tt (2.144)

From the first and second line of ([2.144]) we used the fact that e T(+Att5) ig
exponentially small and negligible in the overdamp limit. Plugging ([2.144))
with (2.143)) and performing change of variable tg = t; — t5 one has

Cal _ —1 'y At - -1, Tt t Tt
I> dtl dtQG dtﬁc e “bble 6 (2145)
0

'L
J 81’ i
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since [ - -] is independent of ¢; and ¢5 one can carry out the double integral
over t; and ty. Thus applying (2.133)) to (2.145) and using the definition of

D given in ([2.135)) one arrives at

Ol
ik 9z,

- Mkm mZAt- (2146)

IiC,aI _ (m_l)ij (F—l)
ol jx
i a

Next we compute > defined in (2.121). By using (2.124) for z,,(t +
At) — (o)

bl _1 abkl t+At

” ax

L,

t+At
Y / dts (m *) / dt4G34bop5p<t4>5z<tz>

ob t+At t+At
= —(m™), / dt; / dt>G; / dts (m™"),  Go2b,

” (%U

Sy b e 12 s
= — (m )ij 87 (m )mn bol dtl dtQG]k dt5eno .
m t

Here we introduced t5 = t3 — t5. Again the double integral on t; and 5 can

be carried out as (2.133]). Then

- ob B B 0b;
[b,aI — (C 1)ik —axkl (m 1>mn bol (F 1) At = Lz] TngmbmkAt
m (2.148)
Finally /™! defined in (2.121)) becomes by using (2.124)),
o (m—l) ' t+At t+At
el — T/ dtlm_lqu/ dt4/ dtsG §T t5
t1
X /dtQG;zbkl&(tz)
O (m-1 t+At t+At t1
= — %/ dtlm_lbql/ dt4/ dtQGjl]%Gézbkh (2149)

by the mean square calculation. The integral on ¢4 is carried out as ([2.144)),

t+At
/ dt,G*? = T te Ti—t2), (2.150)
t

1
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Then
9 (m1).. t+AL
m,al __ Z -1 12 -1 _ —T'(t1—t2
1 = — W] (m )mp bqlbkl/; dtl/ dtQij. e ( t)}pq
a mfl B t+At t1
_ oy / dty / dt; [e*“tl*t?)bbTe*FWl*t?)c*l} . (2.151)
Oxy, ¢ o kj
Here by changing variable t into t3 = t; — t5 again there appears D.
d(m™1),..
7l = _% (mD),, At = 1t (2.152)
Lk

We have yet another correction due to the position dependence of the

mass matrix. It enters in —% in the RHS of (2.116f). It contributes to
Az; as
) t+At om; !
AU =~ (m™Y),, / n / Gt G (), (2159
By substituting (2.123]) for ps we have
d(m™1) > _ _
AU = — L”a—aj‘ykl (bbT)np/O dt5 |:e Ft5j|]€n |:e Ft5:|lp At
1 9(m™)
= - §Lz‘ja—l,jld [(Dm]y, . (2.154)
In equilibrium FDT (or Einstein relation) : {D = kgT yields
0
AU = kBTL%Ja In det mAt. (2.155)

Gathering the corrections

Now all the preparation has done to calculate the corrections appeared in
2.116)). Let us first show how part of I¢ and I™ cancel. by using (2.134)),
2.140) and ' = {m 1,

ey 9 (m™);
¢ Ito m,lto k 7
o 8<Jm -1 d (m_l)mk
= L ( o, (m )mk + Cim e (mD)kl At
0 (m_l)ij
+a—$k (mD)]k At
OCim OL;;
= —Ly a] DAt = 2. / (CD);, At (2.156)
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: I I, : : :
Since I:* and I is same as their Ito counterpart aside from signs, one

has oL
——1(¢D),, At. (2.157)
Tk

Then plugging (2.156), (2.157)), (2.148) and (2.141)), one obtains the correc-

tion terms in (|2.116|)

oI 4 (1 — ) IS 4 oI 4 (1 — @) 1P + aI™™ + (1 — o)™

IiC,aI + Iim,al _

=05 (D) A {2 S (CD), Ly (BL), | A

(2.158)

Contribution from the first term in the RHS of ([2.116|) becomes the mul-
tiplicative noise interpreted in « convention.

t+At t1
t —00

This can be proven as follows. First we separate and change the order of
double integral in the LHS of (2.159)) as

t+At t1 t+AL t t+AL t+At
/ dat, / ity = / i, / it + / it / dhy.  (2.160)
t —c0 t —0 t t

Contribution from the first term in the RHS of (2.160)) is approximately 7},} /2
times smaller than that of second term and thus we can safely ignore it [33].
While for second term one can perform dt; integral and obtain

t+At
(LHS of 2.159)) = m;; bl /t dty [6 — e TUTAITR)] L G(1y), (2.161)

here ¢ is Kronecker delta. Since we are concerned with the overdamp limit
where I'"! is smaller than any other time scale e "(¢+2¢=%2) yanishes for almost
all t5 in integral range, except at the endpoint to, = t + At. Thus we can
approximate

§eTerarm _ ) 0 bALEAL (2.162)
0 to =t + At.

Then (2.161)) is
t+AL t+At—0
mijlblejT}L/ dtg [5 — eir(tJrAtitQ)}mk 6[(752) = sz<l‘*)bjk($*)/ dtgfk(tg)
t t

= 9ij<$*) (Wj,t+At—0 - I/V]t) )
(2.163)
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here t+ At—0 in the endpoint of integral means that the endpoint is excluded
from integral. But this does not play any role in overdamp limit and we can
write simply

Gij () (Wisrar — W) = gi(x™) AW, (2.164)
which is (2.159).

Now Let us consider the integral in the definition of D given in ([2.135)).
Integration by part shows that

D =gg' — D' (2.165)

It is tempting to assume that D is symmetric and have

?

D = —gg', (2.166)

1
2
since such term arises in the heuristic argument, presented in Appendix [B.3]
Also in equilibrium the FDT leads the Einstein relation D = kgT L, which

is symmetric. But it is clear that D is not symmetric by definition ([2.135)).
This fact is essential in computation of the energy shift term (2.154]).

¢Dm),, = / dt [e_”bbTe_ﬂt]”: pivj, (2.167)

0 v

is symmetric as it should be since p;p; is symmetric matrix. It is also worth
noting that (2.165)) can be written as

D+ D' =gg'". (2.168)

Thus information on anti-symmetric part of D is lost in this relationship.
The anti-symmetric part of D, which vanishes in equilibrium might be able
to characterize the degree of non-equilibrium. Let us split D into symmetric
and anti-symmetric part by using following identity;

D+DT+D—DT
9 9
gy’

=-+D* (2.169)

D —

here superscript “as” stands for anti-symmetric part of D. This expression

marks clear difference from D defined in the heuristic argument .
The second term in the RHS of , which is proportional to «,

must cancel with the average of the multiplicative noise (g;;(z*)AW;) =
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gi’c” gjkAt To see more precisely we use the decomposition of D (12.169).

The terms proportional to « in the RHS of (2.158)) become,

aLw b1 OL;; OL;;
D LR Tty =22 s Das
0b
+ Ll] a 2t gltl

_0gij + +23sz

=Gl 25 (D) (2170)

besides desirable first term, which cancels with (g;;(z*)¢;), we find that mys-
terious second term remains.

By applying (2.170), (2.154) and (2.159)) to (2.116]), the overdamped
Langevin equation is given by

oU o(m™1)y,

aL,L agl T aLl s
- 89;,: (CD)jy —a &Ezgﬂf R L(¢D™),|. (2171)

Now we faced two problems.

1. The Ito drlft 9Lij -2 (¢D);,, is different from that obtained by the heuristic
argument. It was aL” (¢D?),,, with D® being symmetric part of D.

2. Spurious correction 2% ({D®) ., appeared in the second term of |- - - |
k J
in the RHS of (2.171)). This is more serious problem since term propor-
tional to o must cancels with the average of the multiplicative noise
(gi;(z7)&5) = aagz” gjk so that the dependence on « in solution of the
Langevin equation is avoided.

These difficulties on taking the overdamp limit without invoking FDT implies
that we need to require a condition to the underdamped Langevin equation
. Indeed, the momentum must relax to some stationary distribution,
to ensure the existence of the overdamp limit in the case of the adiabatic
elimination by means of Fokker-Planck equation. To understand this more

clearly let us write down the Kramers equatlon for omt probablht densfcy
B(X, P,1) = S0, (X — (0)3(P, — (1)) for (E.104) and

% = —{H, 0} + (;;(x) (pj + Bjk(x)a%) P, (2.172)
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where Bjj, = (I‘_lbbT)jk /2 and {-,-} is the Poisson bracket. In 1 dimension

there is always 0 eigenfunction for operator p—l—B(a:)a%, i.e., exp[—p*/(2B(z))].
This property is consistent with the fact that in 1 dimensional case one can
compute the overdamp limit in any non-equilibrium situation. While for
multi-dimensional case, if the system is in equilibrium, FDT bb' = 27°¢ reads
Bjx = kgTd,i, ensuring the stationary distribution exp[—p?/(2kpT)], but

in general there does not exist the stationary solution of (pj + Bjk(x)% :
Thus in multidimensional case there does not always exist the stationary dis-
tribution for p and adiabatic elimination of momentum as a tool for taking
the overdamp limit does not work. This fact implies that the computation
of the direct overdamp limit within the Langevin equation also fails when
momentum does not relax to the stationary distribution.

Then what is the necessary and sufficient condition for to have
stationary distribution for momentum? As one candidate we find that ‘B is

a symmetric matrix’ sufficiently ensures the existence of stationary solution:
exp —%pi (Bfl)ij pj]. Let us see what happens when this condition is satis-

fied. Can we compute the integral appears in the definition of D in (2.135))7
Are problems arisen in (2.171]) solved? The condition we require is

B=B'" < T 7'bb=bbT (2.173)
Indeed we have

D = / dtm T e Tipple i1
0

= / h dtm e Ty TTe T ¢!
0

- / " dtm e b T T
0

= / dtm e Tbble ¢! = D, (2.174)
0

where we have made use of (2.173]) from the second to the third line of (2.174]).
Plugging (2.168]) and (2.174)) immediately shows that

D =22 (2.175)

which is a symmetric matrix. Then the anti-symmetric part appeared in
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(2.171)) vanishes and we obtain

oU 0 (m_l)kl

& = —Lyj 9z, Lij oz, (CDm)y, + gij(27)E;
OL;; 095 +
+8_xk (CD)Jk O‘axk 9jk (2.176)

¢Dm in second term in the RHS of ([2.176]) came from pp. Thus it must be

a symmetric matrix. Let us check that.
1
¢Dm = §bbTC’1m - BT, (2.177)

which is symmetric by the condition we required in . Thus all of the
problems in have been solved by the assumption (2.173]). Note that
this is a sufficient but not necessary condition at this stage. We do not know
whether this condition is also necessary or a looser necessary and sufficient
condition exists.

When there are no curvature on the coordinate x, the second term in the
RHS of is dropped and reduces to .

In equilibrium the FDT holds and then the Einstein relation D =
kgT L obeys. The final result becomes more beautiful. By using ,

; oU - OLi; _ 9gij
€T; = Lij (_W) + g,-j(:v )fj(t) +T 8ZL’]~ — Q&axk gjk, (2178)

J

where energy shift U — Ut is caused from the second term in the RHS of

E170).
1
Ut =U — 5 In det m(z). (2.179)

The equilibrium distribution for the Fokker-Planck equation for (2.178]) is
proportional to exp [—SU.g|. This energy shift naturally arises by integrating
out the momentum from the Maxwell-Boltzmann distribution.

/dp e PHEP) o | /det m(x)e U@ = =AU, (2.180)

Obtained expression of the overdamp limit in the curved space is used in
Chapter is identical with that of adiabatic elimination of momen-
tum on the Fokker-Planck equation obtained by Polettini [20].

It is interesting to note that the same result is obtained by means
of the formal solution not for p; but v; = &;, with slight change in cancellation
of I¢s and I™s.
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We also note that the results obtained from Section 2.2 to Section [2.6]
are not new. Our calculation is just an alternative derivation of the over-
damped Langevin equation for the system with the state-dependent friction
coefficient. On the other hand, the extension of the calculation of the over-
damp limit in arbitrary non-equilibrium situation is definitely new. The gov-
erning equations for non-equilibrium situations have been written only for
the system with temperature gradient [33,34,52], and for one-dimensional
case [36,53.54].

2.9 Hess-Klein and Sancho et al.

In this section we demonstrate the calculation of the overdamp limit within
Langevin equation, proposed by Hess and Klein [40] and Sancho et al. [41].
The purpose of the present section is to stress that their calculation is incor-
rect but the result is somewhat correct. The difference from our derivation
is roughly;

1. Overdamped Langevin equation is written in continuous time represen-
tation, although the discretization in time is mandatory to determine
the interpretation of the multiplicative noise. Nonetheless they insist
that the interpretation is given by the Stratonovich.

2. Expansion of the state-dependent friction coefficient ((z) is not per-
formed.

We consider the case of one dimensional inertial system driven by white
multiplicative noise according to Sancho’s paper [41]. We start from following
underdamped Langevin equation,

#(t) = —C(x(t))i(t) + b ()€ (t), (2.181)
which is same as (2.9)). Here ((x) is friction coefficient dependent on z. We
assume that there exists ¢ < ((x) that defines lower bound of {(x) and ¢
is sufficiently large so that time scale of inertia, 7, ~ (™! is small compared
with any other timescale we are interested in. &(t) is the Gaussian white

noise defined in (2.10). The FDT states that b*(x) = 2kgT((x).
One can write down the formal solution of (2.181)) as

i) = | LG )b ())E(n), (2.182)

—0o0

where G(t,t;) is a propagator defined by

Gt ) = exp [— / t dt4g(x(t4))] | (2.183)

t1
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By further integrating (2.182)) from time ¢; to ¢ one has
t
z(t) —x(t;) = / dtox(ts) (2.184)
t1
t to
= / dtg/ dt3G(t2, tg)b(x(tg))f(tg)

t1

The strategy of [40,41] is to expand the formal solution ([2.182)) in powers
of 7, and keep terms up to O(7,). One can estimate the magnitude of each
terms in the RHS of (2.182)) in following manner.

1. [G = O(1,) since ("' = 7, arises from an integration of exponential

of (.
2. b(z) = O(r, /%) by the FDT.
3. Noise &(t) is implicitly O(Tpl/Q) as shown below. &(t)£(t') can be re-

placed by a delta function by its white Gaussian nature and one delta
function reduce one time integral, inhibiting the gain of 7,, according

to the rule . Then one finds that £ = O(7, ") and thus £ = o(r, 3.

For example,
//G§£ ~ /G~ O(r, ). (2.185)

Note that this rule has not been pointed out in [40,41].

For example, by using these rules the multiplicative noise term, the third
term of the RHS of (2.182)) is estimated as

p p

/ t Aty G(t, t)b(2(t))E(t) ~ O(rr, 2712 = O(7)) (2.186)

Similarly the order of x(t) — (1), given in is
t to
() — 2(t) = / dts / 05G (o, t)b(a(83))E(ts) = O(r).  (2.187)
t1 —00

We expand b(z(t1)) in the RHS of (2.182)) in powers of 7,. Since #; < t,

b(x(ty)) = bla(t) —x(t) + 2(t))

= b(a(t) = V(@) [2(t) — ()] + O (bla(t) — x(t:)])
= b(a(t)) = V' (z(t)) [2(t) — x(tr)] + O(r3?) (2.188)
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Note that this expansion is similar to what we have carried out in Section
2.4 with the anti-Ito expansion. Since z(t) — z(t2) is order of 7, from (2.187))
the expansion of b(z(t;)) around x(¢) amounts power series expansion in 7,.

Next we expand G(t,t;) in powers of 7, by expanding ((x(4)) in (2.183))
around x(t). Since t4 < t,

G(t,t1) = exp {—/t dts {(x(t)) — ¢'(x(t)) [2(t) — x(ta)] + O(Tﬁ)}] :
1 (2.189)

Note that the neglected terms are O(7,) since ¢ itself is O(7,"). Since the
second term in the exponential is O(7,) one can further expand

G(t,t1) =exp [=C(x(t))(t — t1)] exp {C’(w(t)) / dty [x(t) - x(t4)]}

t1

=G"(t, 1) (2.190)
X {1 + C'(:L"(t))/t dty [x(t) — x(ts)] + (9(7132)} :

Here we defined the bare propagator G°(¢,t1) = exp [—((z(¢))(t — t1)]. By
applying (2.188)) and (2.190) to the formal solution ([2.182)

i(t) = b(x(t))/t dt,GO(t,t1)E(t1) (2.191)

—00

x {1 + (1)) /t dty [x(t) — 2(ts)] + 0(%2)}

t1

X [1 =V (2(1)) [2(t) — x(ta)] + O(7;)]

In [40//41], the effect of the second term in second line in ([2.191)) is missing.
We have to keep terms up to order of 7, in right hand side of (2.191)),

i(t) =b(x(t)) / dt1GO(t, 1))E(t) (2.192)

X {1 +('(z(t)) /t dty [2(t) — 2(ts)] = 0'(2(2)) [2(t) — x(tl)]}
+ O(TPZ).

We calculate two integrals which appear in the second and third term of
{---} in the RHS of (2.192)). We first calculate the third term, which is
taken into account in [40,41]. We set

t

508 = —b(x(t))b'(x(t))/ dt1GO(t, 1) E(t) [z(t) — z(t1)] - (2.193)

—00
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By substituting z(t) — z(t,) with (2.187) and replacing the quadratic term

in noise £ by 0 function we have
t t 2

dthD(t,tl)/ dtQ/ dtsG(ta, t3)8(t; — t3)
[e’s) t1 —00

(2.194)
We can replace G in the RHS of (2.194) by G° in the lowest order in 7,. Then

remaining time integral can be analytically carried out and one immediately
has

1S = —b(:v(t))b'(iﬁ(t))/

b)) (x(t) _ ksT 0¢" (x)
2¢2(x(t)) 2 ox(t)
The second equality holds when one makes use of FDT: b?(x) = 2kgT((x).

Next we calculate the second term in [---] in the RHS of (2.192)), which was
neglected in [40,[41]. We set it IS which is given by

[b,HS —

(2.195)

t

ﬂ“zwmmwam/ %dwnmm/Uuww~mm.@wm

—00 t1

By substituting x(t) — z(t4) with (2.187)) and replacing square of noise by its
average and estimating ¢ by its lowest order in 7, and taking the overdamp
limit e=¢®)? <« 1 we have

[OHS m@@xmﬁp/tﬁ@Wmﬁlwulwmﬁ@Jﬂ

kT OC(x)
2 ax(t)

(2.197)

Note that although we performed the anti-Ito like expansion of ( and b ob-
tained corrections I"Ss are not the same as I*!s in Section . See (2.72))
and (2.71). They are just half values of anti-Ito corrections.

1 1
JHHS _ 5[b,al and  JSHS — EIC@I. (2.198)

So far we do not know the reason of these relationships.
Plugging (2.195) and (2.197)) the formal solution ([2.182) is

(1) =wﬂm/t%GMnmm+ﬁm+ﬂm+0@>

— b(w(t))/t dt,G(t, 11)€(t1) + O(7)). (2.199)

— 00

Surprisingly term I>%5 and I¢MS cancel each other. If first term on the
RHS of (2.199) converges to the anti-Ito multiplicative noise (2.199)) is the
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correct overdamp limit. But apparently there is no logic one choose anti-Ito
or a specific interpretation in the present derivation. If we do not perform

expansion of {(z(t4)) in (2.190) one obtains

(t) = b(x(t)) / dth(t,tl)é(tl)Jrl%TTagm—(g). (2.200)

—0o0

Note that G is left unperturbed in this expression. This is correct if the first
term in the RHS of converges to the multiplicative noise interpreted
by the Stratonovich rule, as [40,/41] have chosen. Again there is no reason to
choose the Stratonovich.

2.10 Summary and conclusions

In this chapter we computed the overdamp limit for the Langevin equation
with the multiplicative noises and the state-dependent transport coefficients
by adiabatically eliminating the fast relaxing momentum from the under-
damped Langevin equation. Mathematically, the overdamp limit is expressed
as the situation where the time step of overdamp Langevin equation At and
the relaxation time of the momentum 7, are well separated. Our methodol-
ogy is direct and far simpler than the derivation of overdamp limit through
the Fokker-Planck equation. Advantages of our method are, that one can
actively determine the interpretation of the multiplicative noises in the over-
damp limit, and that it can be easily generalized into the multi-dimensional,
non-equilibrium, and even into curved coordinate.

As the result of the first advantage we completely terminated the long
standing Ito-Stratonovich dilemma. The dilemma occurs when one extend
the overdamp Langevin equation with a constant friction coefficient and an
additive noise into the one with a state-dependent friction and a multiplica-
tive noise. The problem is that one cannot intuitively determine which in-
terpretation of the multiplicative noise is correct, Ito or Stratonovich or else.
Our answer is, no correct interpretation exists, when one try to extend the
overdamp Langevin equation into state-dependent transport coefficient. In-
stead, one has to go back to the underdamped Langevin equation and take
the overdamp limit faithfully to its definition.

It seems that sometimes it is wrongly understood, that there exists the
correct interpretation of the multiplicative noises. In the experiments of
the Brownian motion with the state-dependent friction coefficient, it is con-
cluded that the anti-Ito is the correct interpretation of the multiplicative
noise [17,/18]. But it is just an accidental result caused by the specialty of
1-dimensional system. As we have shown in in Section the correct
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overdamp limit is identical with the result of ignoring inertia and interpret-
ing the multiplicative noise in the anti-Ito sense for one-dimension. But in
multi-dimensional system no choice of the interpretation of the multiplicative
noise leads the correct overdamp limit with ignoring inertia (See (2.101])). We
stress that one cannot insist that the anti-Ito is not special, by the computa-
tion of the overdamp limit within the Fokker-Planck equation or within the
heuristic argument. Only our method can show that there are no preferred
or special value of «, i.e., interpretation of multiplicative noise. Our calcula-
tion is not just an alternative derivation of overdamp limit, but brings a new
insight in the interpretation of the multiplicative noise in the overdamped
Langevin equation.

Throughout the chapter we assumed that the noise is white and thus its
correlation time is zero. It is equivalent to the situation that noise is colored
and has finite correlation time 7,,, but the correlation time is much smaller
than the relaxation time of momentum: 7, < 7,. It is known that in the
presence of such time scale separation the resulting multiplicative noise in
overdamp limit 7, — 0 becomes the Ito type, while in opposite limit, 7,, > 7,
corresponds to the Stratonovich [30,33,3858]. It looks contradicting since we
have shown that in the situation 7,, < 7, one can choose any interpretation
of the multiplicative noise. To resolve this question let us remind that in
Section the multiplicative noise term given by splits into the Ito
multiplicative noise and correction 1%, [®** — () holds in any situation
including higher dimension and non-equilibrium case. And the average of
the Ito multiplicative noise is always 0. Thus the average of the LHS of
is 0. This is nothing but that the multiplicative noise term appears
in the overdamp limit (first term in the RHS of (2.17)) is the Ito type and
there is no contradiction between our result and preceding studies.

Hess-Klein [40] and Sancho et al. [41] tried to compute the overdamp limit
directly from the underdamped Langevin equation. But in their derivation
the a correction term arisen from the z-dependence of the friction coefficient
is missing. Furthermore, they did not discretize the overdamp Langevin
equation in time. As the result they cannot determine the interpretation of
the multiplicative noise in the overdamped Langevin equation. We solved
this problem by discretizing the formal solution by means of finite time step
At, which is much larger than 7,, and by explicitly choosing the reference
point at which the expansions of the state-dependent transport coefficient
((z) and the factor of the multiplicative noise b(z) are performed. In [40,41],
the expansion of b(x) has been carried out but that of ((z) has not. If
one carries out the expansion of ((z), the correction terms from b and ¢
cancels (in 1-dimension. We have not checked for multi-dimension). It means
that if one suppose the anti-Ito multiplicative noise the result is correct, but
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apparently one do not have any logic of choosing specific interpretation. Hess
implicitly and Sancho explicitly employed the Stratonovich convention, with
disregarding the correction from ((x). This procedure somehow leads the
correct overdamp limit. So far we do not have an answer to the reason why
their “twofold error” acquires the correct result.

Ermak and MacCammon [13] was the first who succeeded to derive the
overdamped Langevin equation directly from the underdamped Langevin
equation with state-dependent friction coefficient. They implicitly employed
the Tto expansion. In this sense our calculations performed in Section [2.2
and Section [2.3| themselves are not new. We stress that our new findings are,
not the Langevin equation itself, but its generality of the methodology.

As we have pointed out in Section [2.6]the Onsager’s regression hypothesis
is violated in the overdamp limit with the state-dependent transport coeffi-
cient and a drift term kpT'%% comes up (see ) This drift term ensures
the reciprocal relation in Onsager coefficient or proof of the FDT [55]. Thus
the violation is mandatory to describe the fluctuation near the equilibrium
system correctly.

As Sekimoto [33] has demonstrated for the system with temperature gra-
dient, the method presented in this chapter is directly applicable to to the
system out of equilibrium. In such situation, (2.103)) is written as

T = —aag—f) + 2D (x)E(2), (2.201)

if U is absent [33,34]. D(z) = kgT'(z)/( is the state-dependent diffusion co-
efficient. This expression looks as if the temperature gradient does not cause
the drift of the particle since the average of leads to (&) = 0. This
means that no thermodynamic force is acting on the Brownian particle. But
once we translate (2.201]) to the Fokker-Planck equation for the probability
distribution function defined by p(X,t) = (6(X — x(t))), one finds that

o _

5, = V(DVp+ DrVT), (2.202)

where Dy = Dp/T. This is the thermal diffusion equation for a dilute
suspension with the Soret coefficient given by Sy = Dr/pD = 1/T and
equivalent with the Fokker-Planck equation derived in [50]. This expression is
consistent with that Dhont [59] has obtained, if the dilute limit of the colloidal
particles is taken in his expression. But this coincidence is astonishing, since
in our expression the effect of the thermodiffusion, second term in the RHS of
, has purely dynamic origin, while the derivation by Dhont is based on
the static arguments. We also note that the thermal diffusion of one colloidal
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particle has been derived within more microscopic standpoint [60,61] about
50 years ago. In these papers one more collection to the thermal diffusion
coefficient is pointed out. Comparison with these theories is left for future
works.

As we have noted in the introduction, the state-dependent transport co-
efficient appears in the Brownian motion with constraint conditions. In such
case the motion of the Brownian particle becomes confined into the curved
subspace. The calculation for such situation, presented in Section will be
used in Chapter [3
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Chapter 3

Langevin Dynamics with Rigid
Constraints

3.1 Introduction

The Brownian motion under the constraint conditions appears in the broad
subjects of physics. For example a polymer is made of monomers intercon-
nected by the chemical bondings. Since the length of the chemical bondings is
almost inextensible, one can approximate them as constraint conditions that
distances between connected monomers are kept constant values [15,62-66].
Dynamics of polymers in a solution is governed by the Brownian motion since
the size of polymers is much larger than that of the solvent particles.

Recent developments in experimental techniques enable one to track the
motion of a big protein molecule diffusing on a lipid membrane by using
fluorescent molecules. This is the Brownian motion constrained on a 2-
dimensional curved manifold. It is argued that one can extract the geom-
etry of the membrane by observing the diffusion behavior of the protein
molecules [21,|67,/68].

Spherical models are known as mean field, exactly solvable models of
spin systems. A spherical model is imposed so called the spherical constraint
condition, which enforces the sum of square of spin variables over all spins to
be identical with the number of spins. The spherical model behaves as a mean
field model since the spherical constraint condition inhibits each spins from
changing their values independently and as a result it induces the effective
long range interaction between all spins [69]. The advantage of the spherical
model is not only its solubility. In the spherical model, spins can take any
real values, in contrast with the Ising spins, which can only take discrete
values 1 or —1. This feature of the spherical models reduces the difficulty

63
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on analyzing the dynamics of spin systems. Thus the spherical models are
appreciated as the very few models whose dynamics can be solved exactly,
for both equilibrium and non-equilibrium case [25,70]. A certain type of
spin-glass version of the spherical model, called the p-spin spherical model,
is expected to play a role of a mean field model for the glass transition of
molecular liquids [5[71}[72]. We will discuss this issue in Chapter [4]

In high energy physics, a method which maps the quantum field theory
to a stochastic process is known, and it is called the stochastic quantization.
Particularly, the quantization of the gauge fields is less trivial because of
the existence of the gauge degree of freedom. For example let us recall the
Lagrangian for the U(1) electro-magnetic field;

L= —GFuF™, with F*(r) = 0"A"(x) ~ ' A"(x).  (31)

Here A* is the vector potential and = 0,1,2,3. p = 0 stands for the time
component in the Minkowski space and others are corresponding to the 3-
dimensional space components. Because of anti-symmetric nature of F*¥ the
Lagrangian does not depend on 9°A°, which is time derivative of A°. The
corresponding canonical momentum is

mo(A, 0A) = % = 0. (3.2)

This means that not all of the canonical variables, A*s and 7,s are indepen-
dent each other. Or it is expressed as an ‘internal’ constraint is emerged. In
general a postulation of the gauge invariance into the Lagrangian causes the
emergence of constraint conditions. In order to quantize the gauge theory
within the stochastic quantization, a theory of the Brownian motion under
constraint has been formulated [22,56,(73,74].

In the chemical physics, a method so called the blue moon sampling [23]
is known as a computational tool to explore the complex free energy land-
scape of protein molecules. Let us imagine the situation that we know the
configurations of the two local minima and want to determine which one is
more stable. We further assume that the energy barrier between them is so
high that the system cannot transit from one to another in a reasonable time
scale of the computer simulation. The blue moon sampling works effectively
for such situations. Let us introduce a reaction coordinate A and the free
energy as a function of the reaction coordinate; F(A). Let A; and A; be the
value of the reaction coordinate at the two minima. The problem is, which
is smaller, F(A;) or F(Af). The blue moon sampling provides a numerical
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realization of the thermodynamic integration.

At OF(A) L o = OF(A)
F(Ap) — F(A) = /A dA—7"— = AA; A (3.3)
Between the second and third expression, we discretized the reaction path
connecting A; and Ay into N equidistant grid points with width AA. We
assumed A; = A; and Ay = Ay. Then one performs simulations for each
A,,. Here appears a constraint condition that fixes the value of the reaction
coordinate A = A,,. For each simulations one measures the force acting on the
system along with the reaction coordinate f, = %. Lastly by integrating
fn from n = 1 to n = N one can can obtain the free energy difference
between the start and the end point. The Brownian dynamics simulations
are sometimes employed as a tool to investigate the morphology of the protein
molecules, together with the blue moon sampling.

Length of the chemical bondings in the polymer or geometry of the mem-
brane rapidly fluctuate around their average shape. Thus approximation of
stiff chemical bonds as inextensible rigid rods is merely an idealization of the
real systems. This idealization shall be justified when the time scales between
the rapid vibration of bonds and dynamics of conformation of polymer are
sufficiently disparate. But at the same time one has to be careful with the
fact that the equilibrium distribution for the stiff and the rigid system are
not identical |75]. It can be understood in a nutshell as follows. Since the
total degree of freedom in rigid system is smaller than that of stiff, the total
kinetic energy partitioned to each systems becomes different each other, by
the equipartition theorem. For more detailed discussion, see [15,/75]. We
also glance at this problem in Subsection [3.8.5] Throughout the chapter we
concentrate on the rigid constraints.

Brownian motion under the constraint conditions is not only interested
from its diversity of the examples, but also from a more conceptual reason.
As a result of the constraint condition the motion of the Brownian parti-
cle becomes confined into a curved sub-manifolds. Hereafter we call such
sub-manifolds ‘constraint surface’. It is a long-standing problem, how to
generalize the theory of the stochastic processes to the one on the curved
manifolds 19420} 76-81].

Most of the examples of the constraint conditions illustrated above are
written by equations with the position variables and do not explicitly depend
on the velocity or the momentum or timd} Such constraint conditions are
called the holonomic constraints. In this thesis we restrict our interest in the
holonomic constraint.

L An exception is the case with the stochastic quantization. See |j
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Figure 3.1: Classification of different approaches to rigidly constrained Brownian
motion. The figure is brought from Ottinger’s book [82].

In the Brownian motion one is often interested in the overdamp limit
rather than the underdamped situation. In the polymeric fluids, the momenta
of the monomers are expected to be relaxed to the Boltzmann distribution
quickly. In other words, the overdamp limit can be taken, as long as one is
interested in the long time limit where the time scale between rapid vibration
of the chemical bondings and dynamics of the polymer are well separated. In
the case with the blue moon sampling one is interested in the morphology of
the protein molecules and information on their momentum are not needed.
There are no momentum from the beginning in the case with the spherical
spin models. In the community of the stochastic quantization both overdamp
and underdamped Langevin equations are employed [73].

As we have thoroughly described, the Brownian motion under the con-
straint conditions is ubiquitous in physics. Hence, its formulation has been
carried out in each communities. There are various ways to formulate it (See
Figure [3.1). The Brownian motion can be formulated in two ways. One
is to work on the Langevin equations which describe the time evolution of
the stochastic variables like positions of monomers. The other is to work
on the Fokker-Planck equation for the probability distribution function of
positions of monomers. For each approaches, there are two ways to impose
constraints. One is to formulate it within the effective degree of freedom
where the actual motion of the particle under the constraints take place. We



3.1. INTRODUCTION 67

call such degree of freedom the generalized coordinate. The other is to work
on the Cartesian coordinate and apply the method of the Lagrange multi-
plier, which has been established in the classical mechanics. Bird, Curtiss,
Armstrong and Hassager (BCAH) have derived the Fokker-Planck equation
in the generalized coordinate [62]. Their strategy is categorized into A4 of
Figure . Ottinger wrote down the Langevin equation which is equivalent
with BCAH’s Fokker-Planck equation and subsequently rewrote it in terms
of the Cartesian coordinate |63} 82](A4—A5—A2) in order to accommodate
the theory to the numerical simulation. Nonetheless, his Langevin equation
is not closed within the Cartesian coordinate only and depends on the def-
inition of the generalized coordinate, which completely spoils the merit in
implementation to the numerical simulation. Furthermore, the derivation
of the Fokker-Planck equation by BCAH, on which Ottinger’s theory has
based, is based on the theory called the phase space kinetic theory. It is a
quite unfamiliar derivation of the Fokker-Planck equation (See Section [3.8.1]).
The results obtained by BCAH and Ottinger are all correct, but one needs
to be very careful with the treatment of the curved coordinate. Thus we
rather take another strategy. We start from the Langevin equation written
in the Cartesian coordinate and impose the constraint condition by using the
Lagrange multiplier. Hence our strategy is classified to A2 of Figure (3.1}

The strategy A2 has been tried to be realized by several authors [21-23,
43,164, 65]. But most of their results conflict with Ottinger’s theory. These
failures tell us that it is difficult to impose a constraint on the overdamped
Langevin equation. We deduce that this difficulty is caused by the non-
covariance of the overdamped Langevin equation [20,/76]. Here covariance
means that the equation of motion does not change its form by a change
of coordinate. As pointed out in the previous paragraph, a constraint is
closely related with a change of coordinate between the Cartesian and the
generalized coordinate. Thus one can understand that the non-covariance of
the overdamped Langevin equation makes the formulation of the constrained
Brownian motion difficult (or impossible).

The purpose of this chapter is to disentangle those frustrated situations
and give a simple and straightforward derivation of the Langevin equation
for the constrained Brownian motion. All of the difficulties stated above are
summarized in two points: the first is that derivation within the generalized
coordinate is hard to understand, and the second is that the Lagrange mul-
tiplier method fails by the non-covariant nature when it is applied to the
overdamped Langevin equation. To resolve these problems we start from the
underdamped Langevin equation and realize the constraint condition by us-
ing the Lagrange multiplier method. Contrary to the overdamped Langevin
equation, the underdamped one has covariance with respect to a change of
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coordinate. Thus we expect that we do not face any difficulty in applying
the method of Lagrange multiplier to the underdamped Langevin equation.
Actually it is successfully done by Hinch [64]. Then by taking the overdamp
limit from Hinch’s Langevin equation, one obtains the correct Langevin equa-
tion for the Brownian motion under constraints.

This chapter is organized as follows. In Section we introduce our
model and constraint condition considered throughout the chapter. We de-
fine a curved space to describe the intrinsic dynamics of constrained system,
called the generalized coordinate. In Section we consider the system with
constraints in the equilibrium state and derive the Maxwell-Boltzmann distri-
bution both for the Cartesian coordinate and for the generalized coordinate.
In Section we demonstrate how the method of Lagrange multiplier works
for the Hamilton mechanics. In Section we apply the same procedure to
the underdamped Langevin equation. The main part of this chapter is Sec-
tion [3.6, We consider the overdamp limit for constrained Brownian motion in
two different manners and check that indeed these results become identical.
In Section we extend our formulation into the non-equilibrium case, such
as a system with temperature gradient. In Section we summarize the
preceding studies on Brownian motion with constraint, investigated in sev-
eral communities, and make comparison with our theory. We summarize our
results and make a conclusion in Section [3.9] Since the formulation requires
one to introduce many symbols, we summarize them in Section [3.10]

3.2 Model and Geometry

In this section we introduce our model and constraint condition we are con-
cerned with throughout the chapter. The constraint condition defines the
two sub-manifolds: one is the intrinsic degree of freedom in which the mo-
tion of the particle is confined, or called the constraint surface. The other is
the coordinate perpendicular to the constraint surface. We call these curved
spaces altogether the generalized coordinate.

3.2.1 Without constraint

We consider a classical system written in the Cartesian coordinate. Let
x;(i = 1,...,N) be the position of ith coordinate and express its canonical
conjugate by p;. ¢ stands for index of space and number of particles, etc.
altogether. In the absence of the thermal fluctuation the particles obey the
Newton equation of motion. Let us formulate it in the Hamilton form. The
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Hamiltonian of the system is assumed to be given by

1 _
H:yﬂmlhm+Um) (3.4)
Hereafter we adopt the summation over repeated indices. m;; is a mass
matrix. When one is interested in the polymer with their mass of monomers

being different each other it becomes

mg 0 -+ 0
m=| " ™ . (3.5)
0 -+ 0 my

Bold symbol denotes a matrix. Mathematically there are no technical differ-
ence in treating a diagonal matrix with form of and general m;;. But
the latter fits with the Einstein convention on the sum of suffixes and with
the change of coordinate. Thus we employ a matrix form of the mass. U(x)
is the potential function of the system. Dynamics of the system is governed
by the Hamilton equation.

T = {H,xi}:(m’l)ijpj, (3.6)
pi = Uim}:—gg. (3.7)

Here overdot denotes the differentiation with respect to time and {-, -} is the
Poisson bracket defined by,

0A0B 0AO0B

A B} = — .
{ ’ } Op; Ox;  Ox; Op;

(3.8)

In the presence of the thermal fluctuation, the governing equation changes
from the Newton equation to the Langevin equation. The underdamped
Langevin equation is obtained by adding the Stokes’ drag force and the ran-
dom force exerted by the solvent particles.

T; = (m_l)ij P> (3.9)

i . ou
pi = —GiTj — oz, + fi(t). (3.10)
Here ¢ is the friction matrix. We assume that ¢ does not depend on =z
explicitly. In fact our theory can be directly applied to z-dependent friction
matrix case. The reason why we start from the constant ¢ is to stress that
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there inevitably arises the position-dependent friction by the implementation
of the constraints. For detail the reader should refer to Section [3.6] f(¢)
represents the random force. Its average is 0 and the variance is prescribed
by the fluctuation-dissipation theorem (FDT),

(fi(0) =0, (fi(t) f;(t)) = 2kBTG6(t — ). (3.11)

Here § is Dirac’s delta function. We further assume that f;(¢) is a Gaussian
noise and thus characterized by the moment upto the second order. Over-
damped Langevin equation is given by

ou
=Ly | ——— A, 3.12
x j ( D + f]) (3.12)
L;; is the Onsager coefficient given by L = ¢~!. For the derivation of (3.12))

see Appendix[B.I]and Chapter[2] The dynamics of the p-spin spherical model
obeys this overdamped Langevin equation [5,(6].

3.2.2 With constraints

Consider M(< N) set of holonomic constraints. Holonomic means that the
constraint conditions are expressed by equations written only within func-
tions of the positions x and they do not explicitly depend on the velocity or
the momentum or time. Namely,

Fy(z)=0, p=1,....M (M<N). (3.13)

Hereafter we assume that x without index ¢ abbreviates the N set of the
position variables z;. It is essential to restrict our scope into the holonomic
constraints. Especially, existence of exact differential form is important. We
will revisit this point in the end of this section.

The motion of the particles takes place within the curved 2(N — M)-
dimensional sub-phase space. It is convenient to define the basis of this
sub-manifold. Discussion presented here is also found in [15,22]. Let g,(a =
1,..., N—DM) be such coordinate. ¢, together with M constraint conditions,
form a complete basis of N dimensional configurational space. As shown in
Figure|3.2}, ¢, and F}, must be orthogonal each other. Further we can request
the orthonormality and completeness in each subspace. Given F),, these
conditions are not sufficient to uniquely determine g,s. Below we construct
these basis and see how the arbitrarity emerges. We also exemplify some
specific choices of the basis.
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constrained
surface

Figure 3.2: Geometry of the Cartesian coordinate and the generalized coordinate.

First of all one can define M set of N-dimensional basis vector perpen-
dicular to the constraint surface from the constraint condition ((3.13]),

— OF,(x)

€ =
X
ox;

(3.14)

It is natural to construct a reciprocal set of these basis following the spirit of
the differential geometry. They also should satisfy the orthonormal and the
complete conditions. The reciprocal vector in the space perpendicular to the
constraint surface is defined by

H ="\ 01/
= oF (3.15)

Since we have not defined ¢, as a function of x yet, this reciprocal vector is
not explicitly determined at this point. The orthonormality condition within
the subspace perpendicular to the constraint surface reads,

€ui€; = 0, (3.16)

These are M x M equations required to the basis vectors. Next we define the
generalized coordinate parallel to the constraint surface, q,. By construction
it must be orthogonal to the perpendicular counterpart. Then one requires

OF, _O0Fu0m _ o (3.17)

0= #— —e,.
aQCy axz aQCy o

The reciprocal version of this orthogonal condition is automatically satisfied

since it reads g%, which is equivalent with (3.17]).
n

elfeq; = 0. (3.18)
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We assume that there exists ¢q(z), @ = 1,...,N — M so that e = 9%

0qa

and eq; = % satisfy (3.17]) and (3.18) respectively. Then the completeness
condition for set of F, and g, is automatically satisfied.
aF (9 ] F, a a a j F7

€ui€) t €ai€] = uz) 0zi(Frq) | 04o(x) Ori(Frq) 0ij (3.19)

J 8% 0FM 8% 8(]04

by the chain rule of the differentiation. One require the orthonormality
condition to the coordinate parallel to the constraint surface.

eqi€l = 0. (3.20)

These are (N — M) x (N — M) requirements. Since we have required ((3.16]),
(3.17) and (3.20)), the total number of the requirements is,

M?*+M(N—-M)+(N—-M)? = N*+M*~NM
= N?*—- M(N - M) < N? (3.21)

Now one sees that the total number of requirements is always smaller than
the total degree of freedom: N?2. Thus one is quite free to choose the basis
in the generalized coordinate. In the remaining part of the present section
we introduce some examples of possible choices.

Example 1 In the presence of the momentum, i.e., in the Newtonian me-
chanics and the in the underdamped Langevin equation with mass ma-
trix model, which will be considered in Section [3.4] and it is natural

to give |15],
ef =M"e,; (m™") ., (3.22)
where M"" is defined through its inverse as
-1y _ -1
(M7 );w =eui (m )Z.j €yj- (3.23)
One can define a projection operator onto the constraint surface as [15]

64]

p;]n = 5ij - eﬂvie? = (Sij - €u,iMlj_V6,,7k (m_l) (324)

ki
which is a rank N — M matrix. It can be easily checked that (P™)* =
P obeys and thus P™ is surely a projector. This projection operator
naturally appears in the Newtonian dynamics and the underdamped
Langevin equation under the constraints. The relation between super-
script ef* and subscript e, ; should be taken as

€aj = (M[l)aﬁ efmi, (3.25)
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where we have defined
8 _ B
M7 = ef'm;je

: £ (3.26)

One can check that the set of choices of (3.22]) and ([3.25]) satisfies all the
orthonormality conditions required above. By using the completeness
relation (3.19) The projection operator P™ defined in (3.24)) can be
rewritten as

Pm

ij

= €q,i€§. (3.27)

Note that one can obtain a transpose of P™, say (P™)", by inverting
the order of superscript and subscript in (3.24)) or in (3.27]).

Example 2 As stated above there is freedom to choose the basis in the gen-
eralized coordinate. Thus Example 1 above is not the only choice. For
example following choice between e, ; and el also satisfies the orthonor-
mality conditions.

el = (D_I)W evi, Dy =eui€u;. (3.28)
One can construct an another projection operator P as
Py = 0ij — epa¢) = 655 — eui (D7) ey, (3.29)

This projection operator arises when the mass or the Onsager coefficient
are scalar [15,22]. Note that in this choice the projection operator
P becomes a symmetric matrix. For the perpendicular part of the
generalized coordinate, the relation between e and e, ; is given by

Cosi = (g_l)aﬁ e, g = ef‘ef. (3.30)

Example 3 In the overdamp limit, one will find that it is natural to con-
struct the basis vectors by using the Onsager coefficient, rather than
the mass matrix. We define

Aiy = ey ilije, j, (3.31)
and define superscript ef's as
el = Lige, (AII)W (3.32)
Then one can define the following projection operator
Pk =6, — e = 6 — Lineur (A7) e, (3.33)

This projector P* naturally appears in the overdamp limit, see Section
0.0l
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We summarize the recipe on the construction of the basis vectors for the
generalized coordinate.

1. Give constraint conditions F}, = 0 and define ¢, ; = %, which behave
as M set of N-dimensional basis vectors perpendicular to the constraint
surface.

2. Introduce the reciprocal set e/ and require the orthonormality condi-
tion.

3. Define the coordinate parallel to the constraint surface. Define e by
using the orthogonality of parallel and perpendicular part of the gen-
eralized coordinate.

4. Again using the orthonormality ([3.20)) define subscript e, ;.

Let ) be the complete set of the N-dimensional generalized coordinate
formed by F), and q,.

{Q}:{F17F27---7FM7CI17Q27-~-,(1N—M}- (334)

Let a =1,..., N be the suffix of (), bundling o and .

In general a formulation of the system under the constraints becomes
very complicated if one try to give concrete relations between ¢, and z. For
example let us consider a polymer depicted in Figure[3.3] In this case a set of
coordinates parallel to the constraint surface might be given by polar angles
0 and azimuthal angles ¢ for rigid bonds. Clearly, writing down all the e's
and e, ;s explicitly is a complicated task. Moreover, since the choice of the
generalized coordinate is not unique as shown above, it is not clear that the
choice of # and ¢ is appropriate to the situation. In fact in some situations,
for example, the case that the mass is matrix or the Onsager coefficient is
matrix, one has to introduce the generalized coordinate like the Example 1
and 3 above, respectively. Thus it is not smart to fix the parallel coordinate
concretely. We do not need to give how ¢,s can be written in terms of x.
We just require the existence of such global coordinate and work on local
conditions like . Here local means that the relationships between the
Cartesian and the generalized coordinate are written in differential forms.
One might think that one can construct the whole theory within the local
coordinate only and can extend the scope of the constraint to differential
forms like e, ;0z; = 0, instead of . But contrary to the expectation, it
is not possible since we will repeatedly use the existence of F},(z) and g, (z).
For example the following relationships are mandatory for us to complete the
calculations.
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Figure 3.3: A model of a polymer. Distance between the monomers are fixed.
Other degree of freedom, say polar angles § and azimuthal angle ¢ are free to
move, thus forms the coordinate parallel to the constraint surface.

de,i  O°F,  Oe,;
Or;  Ow;0x;  Ox;
dea;  0%qa  Oeq
Or;  Ow0x;  Ox;

(3.35)

(3.36)

We noted in the beginning of this subsection that restricting the scope into
the holonomic constraint is essential. Now that its reason is unveiled. Oth-
erwise we cannot make use of (3.35)).

3.3 Equilibrium statistical mechanics

In this section we consider how the constraint conditions affect the statistical
property of the system, based on the argument by Kramers [83]. See also
a recent review [84]. Basically this section does not contain any new result.
The purpose of this section is twofold. One is to derive the correct equilib-
rium distribution function which works as a test to the dynamical theory.
Any statistical dynamical theory must be consistent with the statistical me-
chanics. To check whether a dynamical theory is correct or not we need to
know the equilibrium properties. The second is that arguments on statistical
mechanical property of the constrained system give an important insight on
choosing the generalized coordinate. In particular the choice of Example 1
in Section , equation is inspired by the analysis presented in this
section.

The starting point of Kramers” argument is simple. He assumed that the
statistical measure of the system under the constraints is given by the small
sub-phase space where the actual motion takes place, i.e., the coordinate
parallel to the constraint surface and its conjugate momentum. The equilib-
rium distribution is given by the Boltzmann distribution with Hamiltonian
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defined in this sub-phase space. Thus, the equilibrium distribution function
for g, and its conjugate momentum 7® is given by,

Uei(q, m) = N exp [-BH (g, 7)]. (3.37)

Throughout the Chapter we put ~to designate that the probability distri-
bution function is for the generalized coordinate. We represent by ¥ the
probability distribution function within the phase space and by ® the one
within the position variable only. A is a normalization constant and S is
inverse temperature 1/(kgT). In our settings we only know the Hamiltonian
written in the Cartesian coordinate . We first have to rewrite it within
the generalized coordinate. By using the chain rule of the differentiation,

. 8%‘ : : o -
T; = aQaQa:efFH—i—ei o (3.38)
Then the kinetic energy term in the Hamiltonian ([3.4)) becomes
L. . L,
K = §$im,~jx]~ = éQaM Qb, (339)
where,
am.e? etme’ af o\ [uB
M — ( eimie;  eimije; ) _ ( Ml MW ) (3.40)
epmges  e;m el Me# M}

This matrix M can be block-diagonalized by choosing a suitable basis. Indeed
Example 1 is the choice. Thus superscript e and subscript e, ; is given by
and respectively. In this definition the off-diagonal block of
matrix M drops as,

MK = ef'mzef = Me, . (m’l)ki mijef = MY"e, ref = 0. (3.41)
Here we have made use of the orthogonal condition . The another
off-diagonal block M** also vanishes by making use of the orthogonality
. If one chooses the basis according to Example 2 or 3 the off-diagonal
blocks of M do not vanish. This striking feature of the basis according to
Example 1 enable us to construct the statistical mechanics within the phase
space spanned by ¢, and their canonical momenta. Let IT* be the conjugate
momentum to F),. Since the constraint condition (3.13]) must be satisfied
time by time, it does not evolve with time. This consistency condition reads
F, = 0 [85]. Thus, one see that the conjugate momentum IT# also vanishes.

0K

M = oo = MQu = MY E, + M0 =0 (342)
w
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Here we again used the fact that M is block-diagonal. It is very important
fact, that II* = 0 is ensured by the particular choice of the generalized
coordinate. Then the dynamics under the constraints can be characterized
by 2(N — M) dimensional parallel coordinate g, and 7. It can be also
computed as

= Mg, (3.43)

Thus the kinetic energy given in ([3.39) becomes

I
K=o [MH 1(q)]aﬁ e (3.44)
Here we stress that M depends on ¢. The potential energy U(z) can be
written only by means of ¢ and we hereafter simply write U(q). Then the
Hamiltonian written within the parallel coordinate and their conjugate mo-
mentum is given by

Hig.n) = 37 M (@)] ="+ V(). (3.45)
We obtained an explicit form of the Hamiltonian appears in the Kramers’
equilibrium distribution function (3.37)).

We rewrite this equilibrium distribution function with the Cartesian co-
ordinate for the later purpose. To this end we perform the change of coor-
dinate from the generalized coordinate to the Cartesian coordinate,
together with its statistical measure. We denote 2(N — M) dimensional sta-

tistical measure in the generalized coordinate dg; - - - dgn_prdnt - - - deN =M by
dg.dm®. Then,

U gy, 7)dgadn® = P dgadn®, (3.46)

The equilibrium distribution function for the Cartesian phase space variables
x; and p;, U°(x, p) can be derived as follows.

T gy, ) dgadn® = e PP dqadr® = 6(F,)6(11*)e P dg,dn®d F,dTI* (3.47)

Here the constraint condition F, = 0 and its consistency condition II* = 0
(shown in (3.42))) have been used. Next we use the following property of the
delta function.

S = 5P E) =

— m5(1@) = [MT'|0(F,), (3.48)
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here |- - - | is determinant of - - -. Plugging (3.48|) and the Liouville’s theorem
dQdIl = dxdp with the right hand side (RHS) of (3.47) one arrives at the
equilibrium distribution function written in the Cartesian coordinate.

Uz, p) = §(F,(2))(Fu(x)) M7 e PH, (3.49)

In the remaining part of this section we integrate out the momentum from
the equilibrium distribution in the phase space to obtain the equilibrium
distribution function within the position variables only. Results obtained
here will be used for comparison with the stationary distribution function
extracted from the overdamped Langevin equation under the constraints.
We carry out the 7¢ integral in . It is a simple Gaussian integral since
the kinetic energy is written in bilinear form,

/ dr®dgae ™" o ([ |Myle "V dgn = 0(F,)\/|My|e PV dgadF,

9Q
ox

S(F)\/|Myle?Y d. (3.50)

The Jacobian |%| is a determinant of N x N matrix given by joining e, ; and
euq, arisen from change of coordinate from @) to x. It is a student exercise

to show that,
0Q| / / _

Proof Since a determinant of a multiple of matrices is a multiple of deter-
minants of each matrices, the LHS of (3.51]) can be written as

0 1
‘a_f‘ I = il fem el [y . (3.52)

Here we defined,
e = (ew-, ea,i) . (353)

Since em~'e is nothing but M defined in (3.40)),
em—te — M= < €ai (mil)i]’ €8, Cai (mil)ij Cv,j )

Cpuyi (m_l)ij €85 Cusi (m_l)ij Cv,j

- (M”(:)aﬂ (M_Ol) . (3.54)

uv

Since a determinant of block-diagonal matrix is a product of determi-
nants of each blocks, we have that

jemte| = M| M. (3.55)
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By substituting (3.55)) into RHS of (3.52)) one immediately have (3.51)).

Note that again the choice of basis according to Example 1 is essential
to derive this relation. Otherwise (3.54) and (3.55)) cannot hold and
one cannot compute the determinant of em~te = M. Il

Plugging (3.51)) into (3.50)) yields,

T gy, ) dgadn® = 5(F,)r/|m] M7 'e "V da. (3.56)

Then we arrived at the equilibrium distribution function within the position
variables in the Cartesian coordinate.

% (z) = N§(F(z))4/ M1 (z)|e PV, (3.57)
We introduce following effective potential U.g ().
Uet(z) = U(z) — kgTIn\/|(M7") (z)| = U(z) + kgTIn/|My(z)], (3.58)
By using U.g the equilibrium distribution can be written as
Y (z) = N§(F,(2))e Plen(® (3.59)
This expression shows that the constraint conditions shift the potential in
the equilibrium distribution from U to U.;. How about the equilibrium

distribution in the generalized coordinate? The answer is already derived in
between the LHS and the RHS in (3.50)). It is

() = N ’M”’e_ﬁU(q) = Nexp [—Bﬁ(q)] , (3.60)
where U(q) is defined as

U(q) = Ulq) — kgTIny/|M]. (3.61)

We summarize the results obtained in this section.

coordinate with momentum without momentum

generalized exp [—[H| exp [—56(51)}

Cartesian  0(F),)d(F),) M| exp[-BH]  O(F,)exp [—BUec]
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3.4 Canonical classical mechanics

In and after this section, we consider dynamics with constraints. As a first
step we revisit the canonical classical mechanics under the constraint con-
ditions, which is now established firmly. The Hamiltonian of the system is
given by and dynamics is given by the Hamilton equation and
. Constraint conditions are given by . We employ the method
of Lagrange multiplier to realize the constraint conditions. A way to treat
the constraint condition within the Canonical formalism is first discussed by
Dirac in 1950 [85]. The method of the Lagrange multiplier was originally
developed for the Lagrange formalism. Dirac’s motivation to extend it to the
Hamilton formalism was to treat constraints within the canonical quantiza-
tion. Our motivation to work on the canonical mechanics is to extend it to
the underdamped Langevin equation. The underdamped Langevin equation
is simply obtained by adding a friction term and a random force term to the
canonical mechanics.
The Hamiltonian of the system is shifted by introducing the Lagrange
multiplier A\* as
H.(z,p,\) = H(x,p) — MF,(x). (3.62)

The time evolution of the constraint condition F),(z) is given by

dth( )= (. Bw)) ~ AR a). Fy() (3.63)

Since we have assumed that the constraint conditions are functions of x only
and do not depend on p. Then the Poisson bracket in the second term in the

RHS of (3.63) vanishes.

dF,(z) _ OHOF,(x)
— = {H,F,(2)} = T (3.64)

Because of the consistency condition that the constraint condition must hold
time by time Fu = 0. In the present case the RHS of does not depend
on M and one cannot determine A\*. In such situation one need to impose
further consistency conditions called ‘secondary constraint’ [85], which in the
present case is F = 0. By further differentiating the both side of (3 - one

has
d (OH OF,(x) _ Iy O0H OF,(x)
dt apl 31’1 “ 8pz 890,
OH

_ {H, FM(ZL‘)} Y {Fl,, a—pieyvi} = 0. (3.65)
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The Poisson bracket {F,,, g—f_eyyi} is none-zero thus it can be solved to obtain

A, This Poisson bracket can be computed by using the explicit form of the
Hamiltonian given in (3.4 as

OH 0*H .
{Fw a—piem} = —Gu,imew = — (M] )m/' (3.66)

The RHS of (3.66)) is invertible M x M matrix. Otherwise not all of M con-
straints are independent and thus reducible. We assume that this reduction
has already been done. Then M is determined as,

N = — M {H, F} . (3.67)

The Poisson bracket in the RHS of (3.67) is computed as

. .. 86V7,~ ou _
{H, Fl,(x)} = xlxkﬁ_xk ~ o (m l)ij €yj- (3.68)

Substituting (3.68)) into (3.67) and substituting it to the equation of motion

ili - {wai}7 pz - {chpi}7 (369)

yields the canonical dynamics with the constraint conditions.

T, = (m_l)ijpj, (3.70)
oU oe, ;

o= po () e i 1

p ij ( @mj) Cpitviy O, LjL (3.71)

This is the main result of this section. Note that the second equation can be
also written as,

ou
P {p;,+—=—]=0. 3.72
1) (pj + 8ZE]> ( )
This implies that virtual displacement perpendicular to the constraint sur-
face does not produce any virtual work, which is somewhat similar to the
d’Alembert principle. To arrive at (3.72)) we have used the following rela-
tionship.

L + e (3.73)
Equations (3.70) and (3.71)) can be derived also on the generalized co-

ordinate since the mechanics can be handled within any choice of canonical
degree of freedom. In the present case the intrinsic motion of the particle
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takes place in 2(N — M) dimensional phase space spanned by ¢, and its
canonical conjugate 7®. Thus the equation of motion is given by

qﬂ = {Hv qOé}N—M7 7:(_oz = {H7 7TO[}N—M' (374>

We note that in (3.74]) the Poisson bracket is defined within the 2(N — M)

dimensional phase space. Thus {4, B}y_y = 24 BBTB - % 9B We introduce
« [e3

the Lagrange multiplier to increase the total degree of freedom, as
H.=H - MF, (3.75)

With new Hamiltonian H., the canonical equation of motion is given by

Go = {He g} = {H ga} = N'{Fy,¢a} = {H,qa} (3.76)
F# = {HC,F#}:{H,FM}—)\V{FV,FH}:{H,FM} (3'77>
7 = {He,n*}={H,m"} = M{F,, n*} ={H, 7} (3.78)
" = {H,II*} = {H 1"} — \{F, II*} = {H,TI*} + \ (3.79)

Since does not depend on the multiplier \*, the consistency condition
equation F,, = 0 cannot determine the value of M as was the case in the
Cartesian coordinate. Rather it is determined from FM = 0. To use this
condition within the canonical formalism one has to fix the basis according
to Example 1. of Section [3.3] In this choice of the basis, as we have shown
in the canonical momentum with respect to the constraint condition
F,, vanishes. Thus equating the RHS of with 0 one can determine M\
as

M= —{H,II"}. (3.80)

Since we are now working on 2N dimensional phase space, one can compute
the Poisson bracket by means of (z,p), instead of (q, F,w, II). Then the
multiplier given in (3.80)) is computed as,

OH OTI*  OH oTl*

del. oU
_ + —
Op; Ox; Ox; Op;

_ -1 it 3 H
(m™),;p; g Pr i (3.81)

(2 (2

M=

Here we have made use of the relation IT* = e!'p;. Thus the canonical equa-
tion of motion for the Cartesian variables x and p is given by

ii(t) = {Hex} = (m_l)ij D; (3.82)
pz(t) = {Hcvpi} = {Hapz} — A {Fﬂ’pi}
_ _pndU_0HOq (3.83)

— L €
K 61’]- 3p] (h’jpk H
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Here we have made use of the following relationship,
{Fupit = —epu (3.84)

Equations (3.82)) and (3.83)) are identical with that have been derived within
the Cartesian coordinate: (3.70) and (3.71)).

In order to check that the Lagrange multiplier method is correctly working
for the canonical Hamilton mechanics, we derive the Liouville equation for
the distribution function defined by

U(x,p,t) = <H Oy — 24(t))0(pi — pz(t))> (3.85)

The stationary solution to the Liouville equation must be identical to the
equilibrium distribution function derived in Section . Note that
in we distinguish the solution of the equation of motion represented
by z;(t) and p;(t) with the value of the field z; and p;,. Continuity of the
probability distribution function reads,

9V (x,p,t) 9 . 0
ZEBY) W) —
ot 8mz (17 ) Qpi
Here #; and p; in the RHS of (3.86) means the value of &;(x(t),p(t)) and

pi(z(t),p(t)) given by the RHS of (3.82) and (3.83) whose arguments are
replaced by the field variables z; and p;. Then by using (3.82) and (3.83]) one
sees that the Liouville equation is given by

ov _8]—] ov n Oln |[M| 6H‘I] n oH _ 0V B OH 0P} py OV
875 n 8pi 8@ Ehz apz- 8xj g 8]9,; 8pj 3xj 6pl- )
One can check that the stationary solution to (3.87)) is nothing but (3.49)) de-
rived independently within the equilibrium statistical mechanics. Thus, one

sees that the method of Lagrange multiplier works correctly for the Hamilton
mechanics, since it is consistent with the equilibrium statistical mechanics.

(B V) . (3.86)

(3.87)

3.5 Underdamped Langevin equation

In this section we extend the method of the Lagrange multiplier to the canon-
ical mechanics into the case with fluctuations. The governing equation is the
underdamped Langevin equation given in (3.9 and . To take into ac-
count the constraint conditions we introduce the Lagrange multiplier

M and have 50 OF,(2)
() = — (oo — 22 \p T ,
Blt) = =Gty = 5+ M2 4 () (3.88)
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The consistency conditions states that £, = i;(t)e,; = 0 and E, () = #e,,+

LT 65‘“ = 0. As was the case with previous section the first conditions do

not determine M. It is determined by the second conditions. By substituting

(3.88)) into the second conditions,

v _ . ou ,0e,,
A\ = —Mlj_ €y (m 1)ij (—ijl"k — % + fj) + MM
J

o (3.89)

Substituting back into (3.88)) yields the results which is parallel to the canon-
ical mechanics given by (3.71)).

T = (m_l)ij i, (3.90)

. . U de,
pi = Fj (_gjkxk_a_:cj+fj) €M’} 537k

We note that since P™ depends on the value of x the random force term
becomes multiplicative even if one start from the Langevin equation with
additive noise. As shown in Appendix [A.4] in the underdamped case, ap-
pearance of the multiplicative noise causes no difficulty but one has to be
careful in taking the overdamp limit, as we have thoroughly described in
Chapter 2] Computation of the overdamp limit will be carried out in Section
9.0l

We transform (3.90)) and (3.91)) into the generalized coordinate. It can be
straightforwardly carried out by using the chain rule of the differentiation.
By choosing the basis of the generalized coordinate according to Example 1
of Section one can see that F and its canonical momentum IT# vanishes.
For the parallel counterpart, g, and T

. 0qa . _
(o = a—xlxz = €q (m 1)Z.j D;. (3.92)

The canonical conjugate to g, is defined as

T = M7 gp. (3.93)

Here Mﬁ'ﬁ is defined in (3.26]). Substituting (3.92]) into (3.93) gives,

T = Mﬁ‘ﬁegﬂ‘ (m’l)ij ;= eip;. (3.94)

Here we have made use of the relation between e and e, ;, given in (3.25)).
Further differentiation with respect to time leads the equation of motion
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within the parallel counterpart of the generalized coordinate. By using ((3.91))

¢ = 6?]'71' + ef‘pl
_ ou
= e? {RT (_Cjk (m 1)kl P — _856 + f]> (395)
J
,,8 ) Oes!
_el”Mlj_ O k }+ %qfapl

Note that the last term in {-- - } in the RHS of (3.95] vanishes by the orthog-
onality condition (3.17)). The last term in the RHS of (3.95) can be written
as follows,

( _1>

Oes! 1 : Il

= 71"8—67 7. 3.96
5qﬁ CIsz 2 6Qa ( )

Proof By using the formula for a derivative of a matrix inverse, (A~')" =

—ATTA’A7 and (3.93), the RHS of ([3.96) becomes

1 58<M[1)67 1. oMy

R C S A o 7 o —_— 3.97
2" e 2P, 397
Substitution of definition of Mﬁ‘ﬁ given by (13.93|) into the RHS of (3.97]
shows 5
1 Ode 58 666 v
~ 3Gy = Gg——m;i€])q. 3.98
2(]6‘177”] (aq 6 + zaqa> qﬁaqamjegq'}’ ( )
Since we have assumed in Section [3.2] that there exists the global g, (z),
8 o
but not in differential form, one has ge" = 882? = gei Further by
qa da0qp qp
using the consistency condition here obeys p; = mwej ¢y- By applying
this to the RHS of (3.98]) one arrives at - U

By using (3 and ef P = €f, holds from the fact that ef is a vector

parallel to the constraint surface we arrive at the final expression,
o = (Mr) P, (3.99)
ap

7)

H — + ff" (3.100)

Here we have defined

i, t) = e filt), 257 = efGyel. (3.101)
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Note that in the RHS of , the force term is not given by the gradient
of U but by the gradient of H. The difference caused by the existence of
last term in the RHS of . These expressions are used to derive the
overdamp limit in Section |3.6]

We translate the underdamped Langevin equation with constraint into
the Kramers equation for the probability distribution function (3.85[). The
recipe to derive the Kramers equation from the underdamped Langevin equa-
tion is described in Appendix . Applying the same recipe to (3.90) and

(3.91) gives

0_\11 B _8H8\I/+81n|ML|8H\IJ 8HP oV 0H@Pkpk8\11
ot Op; 0x; ox;  Op; 0z, 9 Op; 8pj Oz; Op;
. 0 OH 0
+[P™¢l;; o, Kapjtlf + IfBTP,Wa ) \1/} . (3.102)

The first line in the RHS of is exactly same as the case without
the fluctuation, see the Liouville equation in Section . The second
line represents an effect of the fluctuation. Each lines become 0 when one
substitute the equilibrium distribution function ¥*? given in (3.49). Thus
again the result is consistent with equilibrium statistical mechanics performed
in Section 3.3

For the distribution function in the generalized coordinate defined by

U(q, 1) <H 5(q 5(7r°‘—7r°‘(t))>, (3.103)

one can derive the Kramers equation in the same manner from (3.99) and
(3.100).

T 2
%_f _ {H\p} + 27 [(M N 0 +kBTf—1 T, (3.104)

The first term in the RHS of represents the effect of deterministic
evolution, while the second term appears from the introduction of the fluctu-
ation. The stationary solution of is correctly given by the equilibrium
distribution function ([3.46)).

3.6 Overdamped Langevin equation

The method of the Lagrange multiplier, performed in Section [3.4]and [3.5]does
not work for the overdamped Langevin equation given in - Instead, we
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perform an adiabatic elimination of the momentum from the constrained
underdamped Langevin equation obtained in Section [3.5

In Subsection we perform the direct adiabatic elimination of the
momentum from the underdamped Langevin equation with constraints, by
applying the method we have developed in Chapter 2 In Subsection
we give an alternative adiabatic elimination of the momentum, by going
through the Fokker-Planck equation for probability distribution function.
This method is more established than the direct adiabatic elimination on the
Langevin equation, thus works as the test of the result obtained in Subsection
3.6.1] In Subsection we try to impose the constraint conditions to the
system without momentum. The p-spin spherical model is the example for
such situation.

3.6.1 Direct adiabatic elimination from underdamped
Langevin equation

The overdamp limit is an approximation justified in a time scale much longer
than the relaxation time of momentum: 7,. Since in such situation 7, can be
regarded as a small parameter, one can perform a power series expansion with
respect to 7. As shown in Chapter [2| the correct overdamp limit is obtained

by taking order of 7, upto 7! in the formal solution to the underdamped

™
Langevin equation. It is widely misunderstood that the overdamp limit is
identical to ignoring inertial term in the underdamped Langevin equation.
But this is true only when the noise term is additive. In the presence of the
constraint condition the noise term becomes multiplicative, as in or in
(3.100). In such situation we have to be more faithful to the definition of the
overdamp limit [86]. We calculate this ‘faithful overdamp limit" within the
generalized coordinate since it does not work within the Cartesian expression.

Its reason will be explained in the end of the derivation.

We set I'§ = ZI(II 7 (M[1> . It governs the relaxation time of momentum
B

7. As stated above this relaxation time plays a role of the small parameter
in the overdamp limit. Roughly speaking one can regard the matrix I' very
large. More mathematically 7, is the maximum eigenvalue of I'"! and it is
assumed to be much smaller than any other time scales appearing in the
overdamp limit. As shown in Chapter [ for to > ¢ and ty — t > 7., there
holds ¢(t2) — q(t) ~ O(7). Thus we can expand any function of ¢, say f(q)
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in powers of 7.

fla(tz)) = f(q(t) + [a(t2) — a(t)]) (3.105)

= )+ ln2) — 0,0 G2 + O
First we apply this expansion to I'(¢(t2)).
a (0%
I'5(a(t2)) = T5(a(t)) + [g(t2) — 45 (2)] aqj(i) + O(7y). (3.106)

We substitute this expansion ([3.106|) into the underdamped Langevin equa-
tion (3.100)) with time 5.

) = T ()~ 0 t2) — (0] )
et e A () (3.107)
The formal solution to is given by
T(t) = / : dty [e” M@ (3.108)
x {[%(tz) 0] o)~ e?<q<t2>>fi<t2>} .

Here we assumed that ¢; > t5 > t. Hereafter we drop the argument of I'(¢(t))
in the exponential in the first line of (3.108)). We discretize the formal solution
to obtain Ag, = qu(t + At) — ¢ (t) in the overdamp limit. Then

Aga(t) = qalt + Al) = qa(t) (3.109)
t+At t+At
= [ ande) = [ a0 ppaen)] ),

We assume that the time increment At is infinitesimal but at the same time
it is much larger than 7. In other words we are working on the double limit,
first taking 7, — 0 and subsequently At — 0. Thus At > 7, holds. By

substituting the formal solution (3.108)) into ({3.109) one has
LAt t 5
Aga = / dt: [Mil(q(tl))] ,3/ dt [e_r(tl_m)}v (3'11())
t (03

ar; ;OO oH
s { () = as0) o 02) = s + i) |
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The purpose of the present subsection is to write the RHS of (3.110)) as func-
tions of ¢(t). To this end we have to express [MH (q (tl))} ” [qs(t2) — qs(t)],

7(to) and €] (q(t2)) in terms of ¢(¢). For [M” (q(tl))] and e/ (q(t2)) one
af
can apply the expansion (3.105]).

M) = [M@)] e (h) - a0 e
(3.111)
€] (q(t)) = €] (q(t)) + lgs(t) — gs(1)] az:é) T (3.112)

For 7€ one can recursively substitute the formal solution (3.108)) in the leading
order. Since the multiplicative noise term is the leading power in the formal
solution it reads,

wt) = [ dts [ et (t) + O(r)

—00

_ / "ty [T 2 (g(0) fults) + O(ry). (3.113)

—00

Here we have used the expansion of €] (¢(t5)) given in (3.112) from the fist line
to the second line in (3.113). [gs(t2) — ¢s(t)] in the leading order is obtained
by integrating the formal solution from ¢ to t,,

) — () = [ty [V ottt [ St 00 + O

—0o0

= it ] fats [T 0100 + O,
(3.114)

We have made use of expansion (|3.111]) from the first to second line of (3.114]).
Substituting (3.111]) into the formal solution (3.110)) yields

Agy = [M‘l t T [ty et 3115
Go = I (Q( )) o ), 131 12 [e ]7 ( . )

or} OH

o) P ot

x {[m) a0 (0) ; ez<q<t2>>fi<t2>} 4 e,
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where we have defined 1™ by

o (Mt t+AL
Jmlto %/t dty [gy(t1) — q,(1)]

x/ dty [ T2 3 (g(t)) fits).  (3.116)

—00

Applying the expansion of €] (¢q(t2)) and [g,(t1) — ¢,(t)] given in (3.112) and
(3.114), I becomes

o (M
e~ %[M1(q(t))L§ej(q(t)>e?(q(t))
/t+ t /‘ dt3/ dt4 [(t3— t4] fi(ts)
x/_oodtg[ =217 £ (1), (3.117)

Since the noise f; is white Gaussian one can replace the quadratic term by
their average, according to (3.11)). The integration over ¢ leads,

0 <M[1>aﬁ

3¢, (1) Mg (t))] (3.118)
/HAtdtl/ dtg/ dt4 T (u— t4] Zﬁn( ())[ It — tﬂi-

The remaining integrals are performed by integration by parts to give

oM7)
dq,(t)

Im,Ito — 9T

™ = kT [Mﬁ(q(t))] 2 (q(t))At. (3.119)

Back to the formal solution (3.115]), let us compute the correction term ap-
peared from the expansion of I'. It comes from the first term in {--- } in the
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RHS of (B.115).
t+At t1 r( ) 8
o 1 —I'(t1—12
Moo = M) [ an [ e
OH
X { — + e (q(t2)) filt
A )
+]m,It0 —f-IF’ItO. (3120)

t+At t1 3
[I‘,Ito = [M—1<q(t)):|aﬂ/t dt, /_OO dts [e—F(h—ltz)}’y
a 2l

r

X [qy(t2) — ¢4 ()] =27 (t5).  (3.121)
! T 9g,(t)

The new correction term /7' can be computed exactly the same way as for

I™!%° By substituting the lowest order approximation for [g,(t2) — ¢,(t)] and

7 (ty) given by (3.114) and (3.113)) and performing the integral, one arrives

at
—1\B

e = kT (770 _a(r g 17 At 3.122
__B<”>a6 dqs (I At (3122)

Next we compute the term appears from the ¢-dependence of the kinetic

energy in the Hamiltonian. Since the Hamiltonian is given in (3.45)) we split
it to the kinetic and the potential term and have

t+At t1 3
A(]a = [M[l(q(t))} aﬁ/t dty /OO dt, [e—F(tl—tz)L
U

R AR ).

It o [hte LAY, (3.123)
t+At t1 - 3
— —1 —I'(t1—t2
AU = _[M” (q(t))LB /t dt /_ s [Tttt
-1
xwé(tQ)Mﬁ(tg). (3.124)
9q, (12)

AU can be computed by substituting the 7°(t,) for the formal solution
(3.113]) and taking the leading order. The result is,

. 0
AU = kgT (ZH 1>aﬁ (a_qﬂ In |M|||1/2) At. (3.125)

Finally we expand e (g(t2)) in the second line of (3.123)) around ¢(¢). The

correction term arisen from this expansion vanishes, as shown in [33]. In the
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notation on Chapter [2|it corresponds to 1> = (. In general this correction
term, appeared from the state-dependence of the multiplicative noise in the
underdamped Langevin equation, drops whenever one starts from the white
noise setting. Thus one can replace €] (q(t2)) by e](¢(t)). This term becomes
the multiplicative noise in the overdamped Langevin equation. Remaining
term, contribution from the first term in {---} in the second line in

becomes — [Z”’l(q(t))] » %At. Then,

S = [77a0)], (~go + A7 @00
- melte 4 ot L AU (3.126)

I™ and part of I"° cancel together, as [0 4 [T1to — LT (a (t))“ﬁ At.

The correction AU shift the potential term from U to U. Thus the final
expression is

A = [Z”%q(t))]aﬁ( g;m+Af.|< (1), >>

kT —— 2B Ny (3.127)
dqp
Aff(a(t),t) = e (at)Af, (3.128)
t+At
~ 1/2

U = U-—kgTn|M| (3.130)
Here the interpretation of the multiplicative noise in the RHS of
should be the Ito type, since the RHS of is solely written in ¢(t), the
value of ¢ before kicked by the noise and the force. This feature resulted from
the expansion of e/ (q), '§(g) and [M”( )] according to (3.105)). By chang-
ing the reference point at which the expansmn is performed one can obtain
the multiplicative noise in any interpretations [86]. The equivalent over-
damped Langevin equation can be obtained from the adiabatic elimination
of momentum through the Fokker-Planck equation. Indeed such procedure is
carried out in the community of Brownian motion on curved manifolds [20].
We also carry out this calculation in the next subsection, for comparison. But
we stress that our strategy is much simpler since we can directly obtain the
overdamped Langevin equation from the underdamped Langevin equation.
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The last term in the RHS of (3.127) is called the Ito drift. This term
never appears by the “overdamp limit” by ignoring inertia in (3.100]). This
term is mandatory to guarantee that the equilibrium distribution is given

by ®%(q) o exp [— BU (q)} , in accordance with the result obtained in purely

static argument in Section equation (3.60). Indeed, the corresponding
Fokker-Planck equation for probability distribution function

®(q,t) = < 1:[ 8(qa — qa(t))>7 (3.131)

can be derived straightforwardly from (3.127) as,

od 9 ou '\ =
e = T— | & . 132
ot 0q, [( I >a,3 <8q5 ks (9qg> (4 t)] (3.132)

The equilibrium distribution is not given by exp[—SU(q)]. This difference

was caused from the factor / |M|| | caused from the Gaussian integral over the

momentum. See Section[3.3] When the space is not curved and m is constant
it merely causes a multiplication of a constant, which can be absorbed into
the normalization factor. On the other hand when the space is curved, M,
is dependent on the position variable ¢ and it is not a constant anymore.
This is the static origin of the factor /|M|. In the dynamics, presented in
this section it has its origin in the last term in the RHS of . It turned
out to be a gradient of kinetic energy by the formula (3.96)), produced the
correction term AU in in the overdamp limit, realizing the energy
shift from U to U.

The Fokker-Planck equation is identical with that obtained by
BCAH by using the phase space kinetic theory [62], see Subsection |3.8.1}
Thus, the Langevin equation which Ottinger [63,82] has derived from BCAH’s
Fokker-Planck equation must be identical with our overdamped Langevin
equation and indeed it is.

Note also that the overdamp limit contains the inverse of friction
matrix in the parallel coordinate Zj. It means that in order for the whole
calculation being successful Z) must be invertible. This condition is always
satisfied since otherwise not all the constraint condition is independent and
they can be reduced. A more important notice is that one cannot perform
the calculation of the overdamp limit within the Cartesian coordinate. In
the Cartesian coordinate, the underdamped Langevin equation is given by
(3.91) where the friction force is projected onto the constraint surface by
the projection operator P™. A projection operator is not a full rank matrix
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and therefore does not have an inverse. As the result, the friction matrix
projected onto the constraint surface cannot be inverted. This is the reason
why we must switch to the generalized coordinate on taking the overdamp
limit.

We perform a change of coordinate from the generalized coordinate to
the Cartesian coordinate. One should be careful with a peculiar property
of the overdamped Langevin equation driven by white noise, i.e., the chain
rule of differentiation for a composite function does not hold. For the Ito
type Langevin equation the Ito formula must be applied to obtain
the time evolution of z;(q) [49],

Ax; = x;(t+ At) — x;(t) (3.133)
z; 1 0%, ,

= Ay + - AgaAgs + O(AF?).

TR e (AE77)
A proof of the Ito formula is given in Appendix[A.1] In a nutshell this formula
can be understood as follows. The second term in the RHS of (3.133) usually
becomes O(At?) and is negligible in At — 0 limit. But in the present case
whiteness of the noise leads Aq ~ At'/2. Then Ag¢? starts from At and
contribute to the RHS of (3.133). This term is sometimes called the Ito

correction. By substituting (3.127)) into the Ito formula (3.133)),

~ 0 (Z_1>
oU I
o -1 B8 aff
AZBZ' = ¢ <Z” )aﬁ <—a_qﬁ + Af” (q,t)) + kB] a—qﬁAt
186? (Z_1> AfY (Z_1> Af(s (3.134)
295 \A1 ) A4 ) 4 B

Let us compute the RHS piecewise. First <ZH_1> is the inverse of (N —

aB

M) x (N — M) matrix Zﬁﬂ and can be written as

<Zl_1>a,8 = €q,iLijes. (3.135)
Here we have introduced following notations.
zz’j = Lij — Likemk (All)lw 6,/71[4]', (3136)
Atu = epilijen;, (3.137)
Ly = (¢71),;- (3.138)

Clearly L is arank N — M symmetric matrix and will play a role of the
Onsager coefficient in the system under the constraints.
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Proof We define the N x N extension of Z.
af av
z 4 ) (3.139)

ab _ _a b
7% = einej = ( Z|/|MB Zjiy

It works as the friction coefficient transformed into the generalized co-
ordinate. One can define the Onsager coefficient L = ¢! written in
the generalized coordinate.

AlA
Aab = aiLi' ;= af o . .14
€ ) ]ebJ < Auﬁ A/J;y > (3 0)

Since we have fixed the basis of the generalized coordinate according to
Example 1 of Section in (3.40)), the mass matrix in the generalized
coordinate M is block-diagonal. In general m and ¢ cannot be block
diagonalized at the same time and therefore Z and A are not block-
diagonal matrices. In fact these properties of Z and A are essential in
deriving the formula . By the orthonormality conditions ,

(3.18) and (3.20) Z~! = A holds as the relation between N x N matrix.
We use following formula for inverse of block matrix [87],

E - (é g), (3.141)

P (A—BD-'¢)! A-'B(D—-CA'B)™!
- \—--cAa'B)'cat  (D-cAaB)! ’
where A and D are assumed to be square matrices. By applying it to
E = A, the upper left block becomes

-1

707 = [Alﬂ N e Ayﬁ] . (3.142)

By taking the inverse of both side of (3.142)), inverse of Zﬁyﬁ as a (N —
M) x (N — M) matrix is obtained as

R
= €a [Lij — Lie, (All)w €u,lLlj] €8,j

= ea7iLijeg,j. (3143)

Thus the formula (3.136]) was proven. O
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By using this formula the term come from the gradient of the potential in

the RHS of (3.134]) is computed as

ou ~ oU
« -1 — « T, B~
— € <Z” )a/j aqﬁ = —€; ea,JL]keg’kel axl . (3144)

Using the relationships egzel = P and (P™){LP™ = L gives,

~ U U
3.144) = —Lijm— = PlLj, <_8_xl) (3.145)
J

Here PZ’; is a slightly different projection operator from P} and defined as

PL = 51']' — Like'u,k (All)wj €v,j (3146)

)

Quite surprisingly the projection operator appeared in the underdamped
Langevin equation with constraint, P™, has been replaced by P’ in the
overdamp limit. The root of this replacement is nothing but the formula
(3.135)).

Next we compute the multiplicative noise term appearing in the second

term of the RHS of (3.134]). Plugging the formula (3.135)) and AfITY = eS'Af;,

it becomes
e’ (Z”—1>a5 Af‘f(q, t) = ef‘ea,jzjkeﬁ,kelﬂAfl(t)
= PELuAfi(). (3.147)

The Ito drift and the Ito correction terms in the RHS of ([3.134)) is calculated
aside from the factor kgT At,

e@a <Za_1>aﬁ 1 ge? <Z“71) _ oet <aZ'_1>aﬁ
' as qs af qs
_ —algf’j. (3.148)

by AffAf] = 2kpTZ"At, (3.135) and (P™)'L = L. Since the present
purpose is to write down the RHS of (3.134]) in terms of x we rewrite the
derivative with respect to ¢ with x.

aLZ’jEBJ' _ 6’8 8[,1]

~ 86 .
g Lyl B 3.149
aqﬁ k (9.1'k 6/37] + ]e ( )
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The completeness condition (|3 states that ekeg ;= Okj—ehe, . Applying
it to the first term in the RHS of , it becomes

8[/2 (9L 865
833]] eﬂjega Ll] ga k]

(3.150)

L is parallel to the constraint surface while e,; is perpendicular. Then
Lijen; = 0 holds. By differentiating both side of this relation one has

%ﬁjew = EU e - Applying this relation to the second term in (3.150)),
OLi; ~ ,0e.; ~ ,0¢ OLi; ~ ,0ak
3.150) = —2 + Lel! =L 4 [, e —22 Yo el =2 3.151
oz, Jekaxk+ ”ak au, " Litigy - (315D

: (3.152)

“ 81’]’ - 2(9(L’k
with [M~!| being the determinant of N x N matrix M~! defined in (3.40)).

Proof By using the relation between superscript ef and subscript e, ;, €, 1 =
(M™1) . ebmyy, the left hand side (LHS) of (3 1_} becomes

ab ~1
aaeak a a _1
o (M) Del
= M®___‘ab 4, Tk 3.153
oxy, te ’kaxj ( )

Here we make use of the differentiation of both side of the relation
eq €y = N =const.,

Oeq oo Oey
+ €q,
oz; F o,

Then one sees that the LHS and the second term in the RHS of (3.153])
are identical aside from their signs, we have

WO 1., 0M1Y), 10 .
= _M® ab — — InM™]. d
€ or; 2 Oxy, 2 0z, n| | (3.155)

From the second to the third expression we applied the following for-
mula for a derivative of a determinant [87].

i Or

Then (3.152)) was proven. Il

— 0. (3.154)

%|A| = [A] (A7) (3.156)
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Plugging (13.152) with (| m the Ito drift and the Ito correction terms are,

OL; kgT~ O
TZZHA L In |[M~t At. 1
kp . t+ =5 ”axjn‘ | At (3.157)

Plugging (3.145)), (3.147) and (3.157)) with (3.134) gives

J ka ox

J

kT~ 0O 1
—5 Liim— o, -In M7 At. (3.158)
Part of the second line and the energy shift in U = U —kgT In }MH } cancels
together as }MH} X M~ = |M 1’ Then by taking the At — 0 limit we have

, U OPLLy,
W) & = PH@Ly (~ G+ 50 + kT (3150
Ug = U—kgTn|M'["?, (3.160)
OF oF,
MY = ) 2 161

Here (I) in (3.159)) stands for the Ito stochastic differential equation. This
equation is the overdamp limit of Brownian motion with constraint, which is
the final destination of this chapter. Note that f are written
within x; and F), only and do not depend on the details of g,. The Fokker-
Planck equation for the probability distribution function

<H5 i — it > (3.162)
corresponding to (3.159) reads,

00 9 [+ [OUeg 9
oo [LZ-] ( 5, +kBT8—%> @(x,t)] , (3.163)

ensuring the stationary distribution ®°4(z) o< [[L, 6(F,.(x)) exp [~ fUes(z)].
Again this is consistent with the equilibrium distribution function extracted
from the purely static argument, of Section .

Throughout the chapter we have assumed that the friction matrix and
the Onsager coefficient are constant for two reasons. One is just for simplic-
ity. The second is to demonstrate that one inevitably faces the multiplica-
tive noise by imposing the constraint condition even if one starts from the
Langevin equation driven by the additive noise. But the whole calculation
can be applied to the situation with the state-dependent friction coefficient.
The result is simply given by replacing L with L(z) = ¢~!(z) in (3.159).
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3.6.2 Derivation from Fokker-Planck equation

In this subsection we perform the adiabatic elimination of momentum by go-
ing through the Fokker-Planck equation, not directly from the underdamped
Langevin equation. The derivation is a roundabout since one has to switch
to the representation within the probability distribution function. The merit
of this procedure is that it is well established. We summarized an example of
1-dimensional case in Appendix [B.2] We start from the Kramers equation,
i.e., the Fokker-Planck equation for the underdamped Langevin equation,
written in the generalized coordinate, given in (3.104)). Here we rewrite it as,

O -
5 = (Li + € 'Lo) ¥(g,p,t). (3.164)

We have introduced operators L, and L, defined as,
Li-=—{H) Lo = 27 (M—1> S
PIN=M I I/ gy Ome oneOnh

Here a small parameter € is introduced to remind that friction coefficient Z)
is large. According to the recipe of the adiabatic elimination presented in
Appendix we define a projection operator onto the position space.

P=rima) [ dn pﬁ(l(mq)z@exp —BK(q, 7] (3.166)
N = [ dresp K (q.m) = @)™ 02 (o). (3.67)

One can easily check a qualification of the projection operator P? = P. In the
present case the mass matrix is dependent of the position variables ¢, which
was not the case in the simple case demonstrated in Appendix but the
methodology itself works as well. We set @ = 1—"P. The standard procedure
to project the dynamics to the fast and slow counterpart shows that the slow
dynamics v = PW¥ = p(x, ¢)®(q,t) obeys the following equation of motion,
in the leading order to the small parameter e.

v _ [A—BF'C]w. (3.168)
ot

For derivation see of Appendix or literature [39,88] or review [8].
Here we set A= B ="PL,, C = QL; and F = Ly. Av in the RHS drops as
we show in the 1-dimensional example in Appendix. Below we demonstrate
the calculation of BF~'Cwv in the second term of the RHS of . First,
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C is by definition,
Cv = QLPY = (1-P)L,PY =L,PY - Av = L,P¥

_ {H, peq(w,Q)q)(q,t)}

_ 0p*i(m, q) ~ 0P
- _ 1 B eq
(M” )aﬁ T [ aa. d + p®(q, ) o

oU | 9p*(m,q) ~
7 . 1
2 0qa A 0qa one (3169)

The derivatives of the Boltzmann distribution p®(7, ¢) with respect to ¢ and
7 appearing the RHS of (3.169) are given by

o (M;?
aqu ﬁ . ( I )75 5 1 8\M||| q
- _|= N L) —— 0| p 1
dpa . .
52“ = B <M” 1>a6 7 p*(T, q). (3.171)

Thus plugging (3.170) and (3.171)) into the RHS of (3.169) shows that the
contributions from the first term in |- - -] in the last line of (3.169)) and from

the first term in [-- -] in the RHS of (3.170) cancel together. Thus

U 9\ :
Cv = (Mr)aﬁ 7 p*i(q, ) <8ﬁqa + 5_qa> (g, 1). (3.172)

Here the appearance of U (defined in (3.61))) instead of U is caused by the
second term in the RHS of and its origin is the ¢ dependence of the
mass matrix.

Now we proceed to the second step. We compute F~'Cv by applying

F~! to both side of (3.172)).

_ _ _ opU 0 \ =
1 1 1 B yeq —
F~Cv =1L, (M” )aﬂﬂ' p(q, ) ( 9. + 3qa> O(q,t) (3.173)

Since Ly is defined in (3.165)) one sees that it only acts on the function of
the momentum 7 and passes through the function of position ¢. Thus L'
in the RHS of (3.173)) acts on 7°p®(q, 7) only. It can be heuristically solved

by picking up the relevant pieces from (3.173)) as

Lytn®p(m, q) = — <M”Z”_1>B 7 p(, q). (3.174)
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One can easily check that by applying Ly to both side of (3.174). Then
F~1Cw is given by

Flow = — (Z”‘l)aﬁ 78 5 (1, q) <aﬁU + —) b(q,1). (3.175)

0¢o  0qq

Finally, we operate B on both side of (3.175) to obtain BF~!Cv. Since
B is defined as B- = p®i(m,q) [ dr' {H(q, "), } n_ s

o8U ~
BF~'Cv = peq(mQ)/dW {H, 7’ p*i(m, q) (Z”_l) ( aﬁq + %)(I)(q,t)}
OH _0p*
cal[ e o] o
PH . N [8p0 -
+ {/dwawwa%ﬂ p ]} (ZH )aﬁ (8_% + a_qa> ®(q,1).

Here three [---]sin {---} in the RHS of (3.176)) becomes the Gaussian inte-

grals.
opt 0
M—l (5 5 — M—l / 6, B eq 1
/dﬁ< I >75 dqs ( I >,\a 8%[ drm’mp% | (3.177)

) )
-1 (5 ﬁ eq_~  __ -1 5,8 eq
/dw (MH )w Py = (0 )w Udm oy }8%,(3.178)
-1
o), . o), 5 5o
/dﬂ'—ﬂ' ™pt = — /dmr ©p™| . (3.179)
8(]7 aqV

Then by using the following Gaussian integral,

/ drr’7’p*t = kpTM)?, (3.180)

one sees that the contributions from (3.177) and (3.179)) cancel and (3.176))

becomes
a [, oU 0\ -
s q>a—% (Z” ) <8qa + kBT8_%> q)(q, t)] . (3181)

Substitution of (3.181) and Av = 0 into (3.168)) and using v = p(x, ¢)®(gq, t)
leads the final result.

00(q,t) 0
ot 0qa

BF'Cv = p*(n

<Z|_1>aﬁ (g_qi + k:BTaiqﬁ) é(q,t)] , (3.182)
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which is identical with our (3.132)). Note that the derivation demonstrated
in this subsection is also performed by Polettini very recently [20]. A more
non-systematic procedure is found in [66].

3.6.3 Formulation for the system without momentum

In this subsection we consider how to impose the constraints to the model
without momentum. The p-spin spherical model is the most important ex-
ample of such situation. Apparently one cannot resort to the adiabatic elim-
ination of momentum from the underdamped Langevin equation. We will
show that in subsection basically the Lagrange multiplier method does
not work for the overdamped Langevin equation. In this subsection we try
to propose a possible workaround.

Contrary to the preceding sections we have to make use of the correct
equilibrium distribution function to derive the constrained Brownian motion.
We assume that it is given by

*(x) = N6(Fu(r)V/|D|exp[-HU]

= N§(F.(z))exp [-BU%] (3.183)
1
Us = U—EkBTln|D| (3.184)
OF, OF,
D,, = Bo; Fo.” (3.185)

This equilibrium distribution is identical with for a scalar mass matrix
case. There are no justification to choose this form. In some special condi-
tions this can be “derived” within the Lagrange multiplier, see Subsection
But in general the Lagrange multiplier method applied to the over-
damp Langevin equation leads a completely insane Fokker-Planck equation,
where one cannot even find a stationary solution. This is also presented
in Subsection [3.8.2] It seems that in principle one has to assume the form
of the equilibrium distribution function when one impose the constraints
on the overdamped Langevin equation. When one start from the under-
damped Langevin equation one has the equipartition theorem which ensures
the Maxwell-Boltzmann distribution as an equilibrium distribution function.
In the overdamp limit we do not have such a guiding principle. We deduce
this is why we do need to postulate the form of the equilibrium distribution
like (3.183]).

We consider the discretized overdamped Langevin equation with the On-
sager coefficient being matrix:

Ar; = Ly (—%At + Af]-) : (3.186)
J
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where A f; satisfies
(Afi)y =0, (Afidfy) =2kpT (L77), At. (3.187)

L;; is a constant Onsager coefficient which depends on index 4,j5. We as-
sume that in the presence of the holonomic constraints (3.13|) the Langevin
equation should be modified as

od F
A= Ly |~ D ap g ag+ I ear g pagy +Bat| . (31ss)
J J

Note that the forces exerted by the constraint conditions, represented by the
introduction of M and v/ are perpendicular to the constraint surface. While
B; can be arbitrary. The introduction of such correction is mandatory to
reproduce the desired equilibrium distribution function. Note also that we
have shifted U — US. The difference caused by this shift can be absorbed
into the definition of B;,. We expand AF,(z) upto O(At) by using the Ito
formula ,
OF),

AFM = axl A{EI +

oH
= eu,iLij ((%k + G,Ajl/]:) Afk + eu,iLij <—% + 6,/7]‘)\” + Bz) JAY
J

+k‘BT—"Lil((55k + GVJVZ) <L_1)kn ij(5mn + 6)\7mV7>L‘)At

0°F,
axiﬁmj

Az;Az; + O(A?) (3.189)

+O(AL?).

We assume the RHS of (3.189) becomes 0 in each order of At'/? and At,
separately. Then we have from O(At'/2) terms,

6%7;[11']‘ <5jk + e,j,jV;;) =0. (3190)
Thus v}' is determined as

vl = — (AN e, Lij, (3.191)

(2

where Alfl, is given in (3.31). Then by correcting O(At) term in (3.189)) we
obtain

and
eu,iLij <— off —I— 61,7]‘)\” —f- BJ) + k’BT = 0 (3192)

827]'
where Zij is defined in (3.136)). The solution of (3.192]) is given by

v aUOd (9 Vi
A= (AJ__1>H (61/,2'L offt _ e,,,iLiij - k’BTLLZ]) . (3193)

”
J al’j afﬂj
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Then substituting v/ and M\ given in (3.191)) and (3.193)) into (3.188)) we

have
AI’Z' = Z” |: aaiff At + Afj + B At:| k’BTLijequ (AJ_ )wj ae;kLklAt
J
~ [ oU% OLy; ~
= Ly { axff At + Af; + B; At} " S (L7, LuAt. (3.194)
J

Here we have used Zijeu,j = ew-zji = (0 between the first and the second line
of (3.194)). The corresponding Fokker-Planck equation can be derived as

ob(z,t) 9 [+ [OUG 0
ot Oy {L” ( Oz, +kBT8x]> (1)
~ o (P!
+Li | ksT——25 — B, | ®(z,t)| . (3.195)
8:vk

P is defined in (3.33). If the second line vanishes the stationary solution to
(3.195)) is given by (|3.183). Then as a sufficient condition, B; is determined

as ;
L
0 (P )ij
8xj ’

Thus plugging (13.196) back into (3.194]), we arrive at the Langevin equation
with constraint,

B; = kgT (3.196)

L;
—E At + Af]} + kBTa ]
ox

L { OU:k At. (3.197)

AQ?Z‘ = Li] am
J

J

where we have used LL~'L = L. The Fokker-Planck equation for the prob-
ability distribution function is thus

od(x,t) 9 [~ [oU 0
T o {L”( 5 +k:BTax] (z,t)|.  (3.198)

We derive the Langevin equation in the generalized coordinate @) =
{F,,q.} as it is used in Chapter . By construction the Langevin equa-
tion for the constraint condition is trivially given by AF),, = 0. The Ito

formula (A.24])) for g, (x) reads

2
Oda 5 41 4o
(9(13i

A pu—
o 2 0x;01;

Az;Az; + O(t*?) (3.199)
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Substituting Ax; given in (3.197)) yields

oUed ~ L.,
(0) A= Lo | ——=LAt + AfP | + kpT=22 At (3.200)
dqz dqp
Here we defined
Eag = ea’iiijegyj, (3201)
AfY = Af (3.202)

and U = U(q) — kgT'In \/|g] with |g| = det g°%, g% = e2e”. L.p satisfies

the same relation with (ZH_1 in (3.135)). In subsection |3.6.1| we have fixed
af
the relation between ef* and e,; by using (3.25). On the other hand in this

subsection we have not chosen any particular basis. Thus here we distinguish
them. The Fokker-Planck equation is given by

0(q,t) 0 oU%d 8\ -
= La L+ kgT— | &(g,t 3.203
ot dga | ( dqs + B 945 (1) ( )
Thus the stationary solution is given by
©(q) = N exp[—BUS (q))- (3.204)

If we restrict ourselves to the case with a scalar Onsager coefficient case,
i.e., Ljj = Lo;;, (3.197)) becomes when we adopt the Stratonovich convention,

OUS
(S) .CEZ - PUL (— a;ff + f]) + l’i’BT’LPU

J

OP;,

8xk )

(3.205)

Here (S) means that the multiplicative noise in the RHS of (3.205) is inter-
preted in the Stratonovich convention. We make use of following relationship,

0 OPjj;
P,—1In+/|D,| = —P;—2. 3.206
Jaxj n4/| u | T oz ( )

Then the last term in the RHS of (3.205)) and the gradient of the determinant
term come from U = U — kgT'In+/|D,,| cancel together and one arrives

at a simple result.
. ou
8$j

This is the overdamped Langevin equation under constraint, obtained firstly
by Namiki and co-workers [22] by applying the method of Lagrange multiplier
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to the overdamped Langevin equation with the scalar Onsager coefficient. A
simple result sometimes captures the correct physics and leads to a useful
insights, but in the present case is a misleading result. As we have
shown in the matrix Onsager coefficient case it never can be generalized into
the matrix Onsager coefficient model as

) b=y (5o +5) (3.208)
J

but as

. od I,
(9) @:Lm( T +fj)+kBTP.L.a it

8xj Y 8xk .

(3.209)

3.7 Extension to non-equilibrium case

We have shown in Chapter 2] that the computation of the overdamp limit can
be extended into the arbitrary non-equilibrium situation. Here we demon-
strate that our derivation of the constrained Brownian motion can be also
extended into the non-equilibrium system. Consider the case we do not have

the FDT (3.11). The Underdamped Langevin equation is given by

P (m_l)ij D), (3.210)
: . ou
pi = —Giyij — Fy bi;&5(t)- (3.211)

&; is the white Gaussian noise given by
(&) =0, (&(t2)&(ta)) = 8;0(t1 — ta). (3.212)
In equilibrium, the FDT holds.
bb! = 2kpT¢. (3.213)
We impose the holonomic constraint conditions,
F,(z)=0, p=1,...,M. (3.214)

In order to take into account the effect of the constraint conditions we in-
troduce the Lagrange multiplier ¥ and modify equation of motion (|3.211]

as
_ . oU OF,
bi = =Gty = ox; X 8; il (3.215)

%
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Hereafter we use
O0F,

a.ﬁlﬁ'i .
The consistency condition that the constraint conditions are satisfied at each
time reads

Cpi = (3.216)

- .. de g .
E, = e,i; + a—;jxixj = 0. (3.217)
Substitute (3.215)) for #; and one can determine M\ as
. aU yaeu,i ..
)\M = —6? (—Cijfﬁj — a_l‘z + bng) - Mlj_ a—%xixj, (3218)
where,
(Mf)w = e, (m_l)ij €, (3.219)
ef = M, (m™"), . (3.220)
Thus substituting (3.218)) back into (3.215]) yields
oU de, ;
i = P [ —Condin — — + bjue | — e M =2 i 3.221
pi = Fj ( Cikh oz, yk§k> eniML o, Tits (3.221)
where,
_PZT;L = 574 — 6#,7;65, (3222)

is a projection onto the constraint surface.
Now we perform the transformation into the generalized coordinate de-
fined by N — M independent coordinate and M constraint conditions. We

use ¢, « = 1,..., N — M for the former. ¢,s are constructed as follows. We
first define the basis vector parallel to the constraint surface,
8(1]i
el = , 3.223
=5 (3223

so that they are orthogonal to e, ; defined in (3.216)).

Ox; OF,
€S, = % = (3.224)
The reciprocal set of e are chosen as
Cai = <MH 1>a6 ¢fmys, (3.225)
Mﬁ“ﬁ = elmyel. (3.226)
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Thus the basis of the generalized coordinate is chosen according to Example
1 of Section [3.2] Tt is easy to show that the canonical momenta for ¢, say
m¢ is given by

™ = M745 = e'p; (3.227)

Then by differentiating both side of (3.227)) with respect to time one has

T = epi+épi
oU Oe?
— 2P —(idy — — + b —Lp; 3.228
ez 1] ( C]kxk 8.%] + jk‘gk) + aqﬁp Q,B ( )
oH
_ _poB (M‘1> YT e, 3.229
I ) g Q e + €;'bij&; ( )
where we have defined

7 = e, (3.230)

1
H o= S (MH‘1> U@, (3.231)
Note that the existence of the last term in (3.228)) ensures the shift from %]7-

to g—g in between ([3.228]) and (|3.229)).

Next we calculate the overdamp limit without invoking the FDT (3.213)).
The procedure is almost the same as that performed in Chapter 2l As shown
in Section 2.8/ we need to request a condition for fluctuation b and dissipation
Z in order for the system to have the overdamp limit, which is . In
this case it reads

B = (I7)"¢] (bb'),, ¢f = B (3.232)

The final result is (2.176)). In the present notations,

g *
|| -5 (ZDMy) " + €] (q7)bisé;

Ogs 2 Ogg
o(7),,

Go = (Zl)aﬁ U 18<Mil>wé

B agai
+ Z\Dy) — a—=Gz;. 3.233
o AP, — a5 =0 (3.233)
Here we have defined
Goi = (Z”—1>a5 b, (3.234)
Ga,iGs.i

Pi)es = =3 (3.235)
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D) plays a role of diffusion coefficient in equilibrium case and in equilibrium

FDT (3.213]) states that
ZD =19, (3.236)

which is the generalized Einstein relation. In equation the multiplica-
tive noise is interpreted in general a-convention?] defined in Chapter [2|

As the final step we transform back to the Cartesian coordinate.
We make use of the Ito formula for the change of coordinate,

_ 0. 1—=2a0e. .
Ti = € (ot > dgs 4a9p (3.237)
) (M‘1>
o ou  19\M1 ), 5 .
= ¢ (Zn 1>aﬁ g5 2 Ogy (2 DMy) " + € (6" b
) (Z—1>
I 0G,, ; 1 —2a 0ef
@ af B « «Q, ?
tei g (BIDI), — a5 G + 55 G iGa

9qs
The first term in |- --] in the RHS of (3.237)) is

oU ou
—ev(zYy == _pLp. ——
e (ZH )aﬁ 5~ ~Filig, (3.238)

by using following formulae

("), = cailuess (3.230)

(Pmﬂ-j Ejk = Lix = Pi?[/jk- (3.240)

The first formula is proven in Subsection [3.6.1, P¥ is defined in (3.33).
Similarly the contribution from the second term in [- - - | in the RHS of (3.237)

1S

1. 8<M[1> , ,
— —L;——2 (Z, D, M) 3.241
iy (ADIMy) (3.241)
By using (13.230)), (3.235]) and (|3.226| we have
af o — )
(2 DyM)™ = e (bb),, ¢ (ZH 1)%1\4”5, (3.242)

2Note that « is already used in the index of the parallel component of the generalized
coordinate. But we decided to use the same « in another meaning, since it does not cause
any confusion.
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is a symmetric matrix with respect to index af by the condition (3.232)). In
a meanwhile, by (3.226)),
—1
a (M“ )aﬁ o aea,m
8:I:j N al’j

(m™),, esi+ (< B) (3.243)

Thus by symmetric property of (3.242)) the first and second term in the RHS
of (3.243)) has the same contribution to (3.241)). Then,
Oeqm

a -1
(M” )a,@ ZDiM af -1 o bbT Y Z—l Méﬁ
oz, ( [ II) " Oz, (m )mneﬁ,nek( )kl€l< I >
6€a,k _ o
= o, (77) 6 (08, e,

86a7k
3xj

by using (3.225)), (3.239) and ([3.240). We have defined the diffusion matrix

in the Cartesian coordinate as

= 2

ef (P*DC),, - (3.244)

1
D= 5c—lbch—l. (3.245)

One can check that the generalized Einstein relation D = kgT'¢™! holds
when the FDT ([3.213)) is applied. The the second term in [---] in (3.237)
contribute to its RHS as

Oemk o

3.241) = —EUWQ (P*DC),, . (3.246)
J

The third term in the RHS of (3.237)) is the multiplicative noise projected
onto the constraint surface. Now it is straightforward to show that

6? <Z_1>a6 B?bjkfk = PZ?(IB*)Lkaklfl (3247)

The fourth term in the RHS of (3.237]) is the contribution from so called the

[to drift. This term and part of last term becomes

o 0 (Z”_1> af

~ 8ea7k a
e; s +L el> [PLDC]M.

a.Tk " 8xj

g 1oe¢ . . [0Ly
(Z1Dy); + 5 g, Foa903 = (

(3.248)
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Proof First we change derivatives with respect to g to x and use (3.235)).

o(7)
a N1 Jap 814 94 pl 8
(LHS of 3.248)261.8—%(Z”D”)7 o) = Dpge. (3.249)
Next by using ((3.239)),
@ aea,k'v m 85
B-249) = 61-678—%654' (2/D))] + (P}, ] (/D))
11,0 el (z/D))” +8—D” g (3.250)
ij a Il Il a aﬁ 7 .

We perform some side calculations. It is easy to show by using ([3.235)),

(3-239) and (3.240) that

B m
¢} (Z/Dy)] es; = | PDC (P )T]U, (3.251)
and ;
D!y = eaiPED (P e, (3.252)
Thus applying (3.251)) and (3.252)) to (3.250) leads
ey .+ OL .
E250) =t 5 s <PLD(;L> (P ak] [PLDC (P )]U
865 oey
Li;—=2L (P'D b+ —e.r | P'D (PF
+ z]a ( C) € +axj€ak[ ( )]k]

(3.253)

Gathering the first and fourth term and splitting (Pm)z,c =0 —elleun
in second term gives

oP" 6L
3053) = ki [PLD Pr ] [PLD p ]
gz - GE [Py, + O [P
OLij [ m = Oegj o1 8
el [PD¢(P )]l + Ly, (PPDC) ¢
(3.254)
The first and third term cancel together as shown below. By differ-
entiating e, kLk] = (0 with respect to x; one has eukag”“] = —agg;’“ ij.
Then the third term in the RHS of m becomes
Ok [PLD(;’ (Pm)f] _ o [PLD (PL)*} . (3.255)
T lj Tk kj
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Thus plugging with the first term in the RHS of (3.254))

L LN\t oPg  u0eu;\ _ [ pL 't Oej
[PD(P)]kj(&vj T 8xk>_ [PD(P)L euk(‘?x =0
(3256)

here we used P[] = 0 — e“,keé‘ and P’ is orthogonal to euk- Then
(13.254)) becomes much simpler as

dL;;
8xk

Oeg

3.954) = i
L

[PLDC (Pm)T]k + Ly =2 (PPDC), ef  (3.257)

Finally we split (P™)" in the first term as (Pm);j = d;; —¢)'e, ;. Then

OLi; OL;; .
(3.257) = sz [P dej — WZG’” [P"D¢],, e
~ Oe,
+Lj;—==1 (P*D¢) e
dxy,
8LZ L > 86a,k a L
= _893;: [P dej +Lij—axj e (P DC)kl. (3.258)

Between the first and second line we again used e, kaaL klo— —888;;’“ ij.
Now the proof of ([3.248 m ) has done. O

The remaining terms in the RHS of the overdamped Langevin equation in
the Cartesian coordinate (3.237)) are terms dependent of the interpretation
of the multiplicative noise. They becomes

aga i 8 agzl ~

— et g, 2025 pl = _q 3.259
el - Gg, a@qg of Gsckgkl ( )

Here we defined
g = Lb. (3.260)

Proof First we write G, ; in terms of the Cartesian coordinate.
Gai = (Z”_l)aﬁ efbjz‘ = ea,kLkleﬂ,lef'bji
= earLlnPj'bji = earLlijbji = €axgri- (3.261)

Thus the first term on the LHS of (3.259) becomes, aside from a factor
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—a,
aaga,' 8 ~
€' qﬁj Goj = efe) o— o [€a,kTks] €mGimi
_ea 060k~ +e agk ~
= oz - 9kj ak— oz, gij
0O0€ak jn st O ~
= er S (ggh),, + (P MG, (3:262)
Ox; ox;
The second term on the LHS of (3.259) is
oe? I 8@ ~~t
—2a—=-D ;= —"e, 3.263
a@q5 af = 8:}0]6 k (99 ) ( )
by using (3.252]). Then plugging (3.262]) and (3.263|) with the LHS of
(13.259))
Oea i S i OGkj~ et o
o7 - pm —e, t
€; (%l (gg )k +< )zk 8 a9 + axje K (gg)
8<Pm)jk ~~ m\T 8gk =
= on (QQT)M + (P™) oz, =01
0 - 89-,
P ] = Hiig, 264
8xk |:< ) il Ikl al’kgk], (3 6 )
which is the RHS of ([3.259)). U

Now gathering all pieces in the overdamped Langevin equation (3.237)), i.e.,
(3.238)), (3.244)), (3.247), (3.248)) and (3.259)) one obtains

. . oUu  Oe
() @ = Pj(a")Ly [_8_xk+ 8;;: eh, (P'DC), + bué
OLy; 1 05 ~
+_8£Ek (P DC)k] O‘a_J:kaJ' (3.265)

Here («) stands for general a convention for the multiplicative noise. This
expression becomes identical with the result obtained in Section when
the FDT D¢ = kg1 is applied, as it should be.

For the system with the temperature gradient one can make use of bb' =

2kpT ()¢ and m becomes

. ou 0 _
(1) & = PjLy (_a_x,ﬁT(x)ami M +bkl§l>

aszLkJ

+kpT () —— .
J

(3.266)
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It can be translated into the expression within the probability distribution
function. If we ignore the external force, it becomes

0P(xz,t
((;? ) _v, [DyV,;® + Di;V; M| + DLV, T(x)] (3.267)
where we have defined
Dy = kpT()Ly, (3.268)
Dfj = Dijp/T(x). (3.269)

(3.267)) is the thermal diffusion equation under the holonomic constraint con-
dition. As an illustrative example, the systems of polymers or DNAs under
the temperature gradient are interested in the biophysics [89]. It is known
that the thermal diffusion coefficient DT is dependent of the length of the
polymer and one can segregate them by using the thermal gradient.

3.8 Preceding studies

As we have described in the introduction the constrained Brownian motion is
ubiquitous and has been formulated in several communities. In this section
we introduce them and make comparisons with their results and ours. The
results identical with each other are collected in the same subsection.

3.8.1 BCAH and (")ttinger

Here we derive the Smoluchowski equation for the probability distribution
function in the generalized coordinate, according to the literature [62,[82] on
polymer dynamics. A more refined argument is found in a review [15].

The sketch of the derivation is as follows.

1. Write down the Liouville equation in the phase space where the motion
of the polymers takes place, i.e., the generalized coordinate.

2. Extract the dynamical evolution of the average of the momentum 7¢
from the Liouville equation and equate the time derivative of (7%) to
0. This is corresponding to the overdamp limit since one is interested
in the time scale after the momentum is relaxed and its average does
not evolve with time.

3. Apply the underdamped Langevin equation in the curved space. It
gives a constitutive relation between the macroscopic current and the
mean velocity.



3.8. PRECEDING STUDIES 115

4. By joining the constitutive relation and continuity equation for ®(q,t)
one arrives at the Smoluchowski equation for the probability distribu-
tion function in the generalized coordinate.

The derivation is an extension of Smoluchowski equation within so called the
phase space kinetic theory into the curved coordinate.

The Liouville equation for phase space variables ¢, 7 or continuity equa-
tion is given by,

W _ _8%1 (da¥(m.0,1)) - % (79(mq.t)).  (3.270)

By taking the Maxwell average after multiplying 7@ to the both side of (|3.270))
one obtains the dynamics of average of the momentum.
d<7ra>M e ksT a&)(Q)
=Yy — =————.
at ©(q) 94a

(3.271)

Here (--+)yy = [dm---exp|—BK(m,q)] is the Maxwell average. The kinetic

energy K(m,q) = 3m° (M”1>aﬁ 77 is the same as that we have employed in

(3.44]). Since we are interested in the overdamp limit, the average of the
momentum does not evolve with time. Thus the LHS of (3.271)) vanishes.

(7Y B0 0u 0. (3.272)

One need to extract (7). 7 is governed by the underdamped Langevin

equation

0H ~
La af - o
™ = —Z” 45 — a—qa + f . (3273)

This is the same as our (3.100). By substituting (3.273)) into (3.272)),

2 - = [0 + kT d(@)] =0, (3274)

where we have used the fact that <fa> = 0. One can solve it for (¢.),; as,

9
ap aQQ

aod == (777 [U(a) + kpTnd(g)| (3.275)
This equation relates the macroscopic velocity (¢q),; with the thermodynamic

force. This is nothing but what is called the constitutive relation. In a
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meanwhile the continuity equation of the probability distribution function

®(q,t) reads,

acb(g;],t) _ _61 (%(i)(q’ t>) , (3.276)

Replacing ¢, in the RHS of (3.276[) by the RHS of constitutive relation ((3.275))
one arrives at the Smoluchowski equation for the generalized coordinate.

8®éz,t) _ aza [(Z”_l)aﬁ <8_U + k;BTi> (i(q,t)] . (3277)

The stationary solution to (3.277)) gives the correct Boltzmann distribution
(3.60). The Smoluchowski equation (3.277)) is consistent with our (3.132]).
Thus BCAH’s formulation is consistent with ours.

Ottinger wrote down the equivalent Langevin equation with the Smolu-
chowski equation (3.277) in [63.[82], which is identical with our result.

3.8.2 Namiki-Holyst-Ciccotti-Lelievre

In this subsection we follow the derivation of the overdamped Langevin equa-
tion with the constraint conditions, proposed by Namiki and co-workers, who
belong to the community of the stochastic quantization [22]. The identical
results are reported in the membrane community [21] and the blue moon
sampling community [23,90-92]. The method presented by these authors
looks working for scalar Onsager coefficient case. But it is just an accident
and if one consider the model with matrix Onsager coefficient their method
immediately leads to a failure. The starting overdamped Langevin equation
is given by

#i=1L (_SZ + fi(t)) . (3.278)

L is the Onsager coefficient. f; is the Gaussian white noise and obeys the
FDT (3.11). We consider the holonomic constraint conditions given in (3.13)
and introduce the Lagrange multiplier \* to satisfy the constraints. Then

(3.278) becomes

oU oF,
w7 H . 2
oz, + A oz, + fi, (3.279)

Zl",'z':—

We can determine the multiplier \* by imposing F, () = 0. Throughout this
subsection we choose the Stratonovich calculus so that we can make use of
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the chain rule of differentiation. Then F . can be evaluated as

: OF, .
F’u = 8;:%
O0F, oU or,
_ _ A\ ] =o0. 3.280
Then one can determine M\ as
M = —(D_l)“”e”L <— ou + f,-) , (3.281)
' al’l
where we have defined
F,
€pui = %, D,uy = €u,iCui- (3282)
Substituting A\* back into (3.279) reads
oU
(S) & =P,;L (—— + fj) ) (3.283)
81‘]'

P;; acts as a projection onto constraint surface, defined by
Py =0 —eui(D e, ;. (3.284)

If one chooses the another rule to differentiate F}, in , say Ito, one can
obtain the same result when one employ the correct rule of differentiation
(A.24).

One can derive the Fokker-Planck equation for probability distribution

function defined in (3.162)), as

00(z,t) O O )

where U is defined in (3.184). The stationary solution to (3.285) is given
by . Note that in the present derivation the stationary distribution
is “derived” by a deductive argument. As we noticed in subsection the
stationary distribution should be given when one starts from the overdamped
Langevin equation. Thus the present derivation is mysterious. We also note
that the equilibrium distribution function is different from that we have ob-
tained by the static argument . It explicitly depended on the mass
matrix while U% is not since the starting overdamped Langevin equation
does not contain the mass. Thus in principle Uyg cannot be repro-
duced when one tries to impose the constraint to the overdamped Langevin
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equation. This inconsistency in the equilibrium distribution does not nec-
essarily mean Namiki is wrong. But when one tries to extend the Namiki’s
formalism to the matrix Onsager coefficient case one inevitably fails. Let us
check this. We start from the Langevin equation with the matrix Onsager
coefficient given in (3.12)). By introducing the Lagrange multiplier we have

oU
b= Ly (_% + Mo, + fj(t)) . (3.286)
J

We employ the Stratonovich differential. The consistency relation Fu =0
determines the value of the multiplier as

v ou
M= — (AP)“ €v,iLij (_87 + fj) . (3.287)
J

Here as defined in (3.31)), A;,, = e, L€, ;. Substituting (3.287) back into
(3.286)) gives

- ou
) i=Ly(-50+4) (3.258)
L is defined in (3.136)). The corresponding Fokker-Planck equation is derived
as
0P (x,t) o ([~ [oUg 0
— = — L < kgT —
ai axi{ J{axj e e

o(Pt—P)
+kpT (TJ>] @(q:,t)} (3.289)

If the second line of @D is not present, one can obtain the equilibrium
distribution function ED, as was the case with scalar Onsager coefficient
model. In fact when L;; = Ld;;, one has PY — P = 0 and the second
line vanishes. The Onsager coefficient is purely dynamic quantity and it
must not change the equilibrium thermodynamic property. Thus if one con-
struct the correct theory, the same equilibrium distribution must be derived
both from the scalar and the matrix Onsager coefficient model. Therefore
Namiki’s method is clearly wrong. This means that one cannot impose the
constraint condition to the overdamped Langevin equation by using the La-
grange multiplier. In other words, the forces exerted by the constraints can-
not be expressed by linear combinations of %i’f, which are perpendicular to
the constraint surface. We deduce that this Zproperty is something to do
with the non-covariance of overdamped Langevin equation or Smoluchowski
equation. But so far we do not have a clear answer why Namiki’s method
fails.
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3.8.3 Peters

In his thesis Peters has applied the heuristic argument proposed by Hasegawa [42]
and Sancho et al. [41] to derive the overdamped Langevin equation with con-
straint [43]. The heuristic argument is reviewed in the Appendix . We
here describe its assertion briefly. It states that the overdamp limit can be
taken by the following manner, from the underdamped Langevin equation
driven by the multiplicative noise and the state-dependent friction coeffi-
cient.

1. Ignore the inertial term in the underdamped Langevin equation.

2. Interpret the multiplicative noise in the underdamped Langevin equa-
tion by the Ito convention.

3. The state-dependent friction coefficient is interpreted in the Stratonovich
convention.

In order to combine the method of Lagrange multiplier with the heuris-
tic argument Peters introduced a multiplier to the underdamped Langevin
equation to project the noise term onto the constraint surface. Somehow the
other forces, the friction and the external force, are not projected at this
point. Subsequently he took the overdamp limit according to the heuristic
argument and after that he again projected the forces onto the constraint
surface. His method gives the correct result, as we will show, but apparently
there is no reason to project the dynamics in twice. The procedure is already
heuristic on taking the overdamp limit, but not only that, his implementation
of the constraint makes the derivation more heuristic.

Below we follow the derivation by Peters. We start from the underdamp
Langevin equation given in and . We introduce the Lagrange
multiplier in order to satisfy the constraint condition (3.13]).
ou  ,O0F,(z)
oz, + M\ oz, + fi(t). (3.290)
Here a subscript “s” in A* means that the multiplier is introduced to project
the stochastic term and is different from our A\* in Section 3.5l The consis-
tency condition states that

pi(t) = =Gy —

FH = Xy + €1,il;

J
- 0 (3.291)

i _ ) oU
= ,u,‘ TiTj + €y (m 1)ij (_Cjk-fk — % + )\ge,,,j + f])



120 CHAPTER 3. CONSTRAINED BROWNIAN MOTION

i starts from O(At/?) when it is discretized. The leading contribution comes
from the white noise term. In it is the last term in (- - - ) in the second
line. By assuming that the constraint condition is satisfied within order of
At'/? one has

€ (m*l)ij (Ne,,; + f;) =0. (3.292)

Since we assumed that A\ corresponds to the stochastic term, it is O(At!/?).
Then the multiplier is given by,

No=-MPe,; (m™),, fi. (3.293)
Substituting (3.293)) back into ((3.290) yields
) , ou .
bilt) = =Gyt — 35—+ B fj. (3.294)
L
The projection operator P™ is given by P = d;; — e,;M* e, (mfl)kj,

which is the same as our (3.24). Next we take the overdamp limit from
(3.294]) according to the heuristic argument. It reads,

) oU -

We have assumed in this chapter that (;; is constant but the whole deriva-
tion can be straightforwardly extended to the case with the state-dependent
Gij(x). Peters intended to formulate the constrained Brownian motion to
apply it to the dynamics of polymer solution. In polymer solution one
should take into account the hydrodynamic interaction between polymers or
monomers. Since the hydrodynamic interaction leads to the state-dependent
friction matrix Peters considered such model from the beginning. We here
follow him and assume that friction matrix depend on z. In (3.295) o on
¢~ Vs right means that (~(z) is interpreted in the Stratonovich sense, by the
rule (3 of the heuristic argument. Pj in the RHS of (3.295) is interpreted in
the Tto sense by rule 2l We introduce a new Lagrange multiplier to satisfy
the constraint condition in O(At).

ou

Ax; = (C_l(x))ij o <—%At + Aeu i At + P;ZAfk) : (3.296)
j

Here A, is a new Lagrange multiplier to be determined by using the consis-

tency condition AF), = 0. One has to choose a consistent formula to differen-

tiate such composite function, according to the Ito formula (A.24). Here the
interpretation of the multiplicative noise is given in Ito-Stratonovich mixed
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manner in (3.296). We do not know how (A.24)) is generalized in such case.

But somehow Peters has adopted the Stratonovich differentiation. Following
him,

_ ou "
AFH = e#’iA.Ti = 6%1 (C 1(37))” @) (—%At + )\Odeu zAt + PZ_] Af]) —
(3.297)
Then one can obtain the value of the multiplier as
MAL = —Ae,; (¢ o U nt 4 PIAf (3.298)
od 1 ~ve ij 833] J .
Again substituting it back into (3.296)) leads,
Oz,

This is the overdamped Langevin equation with constraint obtained by Pe-
ters. Below we make a comparison with our result m ), by Ito-izing the
multiplicative noise in (3.299). Since LP™ = L the Stratonovich part of

(13.299) can be expanded as

i(mwﬁ) = B + 2 A+

~ 1 0L ~
= L(z(1)) + 58—()L j(@(t))Af; + O(At)(3.300)
By substituting it into ({3.299)),
Az; = Ly (—g—UAt +PIA fj) + ZL”’ LA fiPr A (3.301)
Lk

The last term in the RHS of can be handled by the FDT and
one has
8L” 8L”
Oxy, 8

Here we have used the identity P (P™)" = (P™)'. Further by using Ph =
Ojk = €

LuAfiP Afm =

PrAt (3.302)

OLy; P _ dL;  OL;

= e, el
Oxy, ¥ oz, oxy, HT k

(3.303)
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Since EU and e, ; are orthogonal with each other, Eijeu = 0 By differenti-

Ll >
ating the both side of this equation one has - o Cug = Lza e . Applying
this to (3.303]),

OLy; de OLy; ~ Oeun
3.303) = —2 + Ljj——"lell = —2L + Lj;—""ell. 3.304
Ox; T 0wy, “k Ox; Ay Ox; “ ( )
Here we have made use of 86“’: = (f:g;k = 6551’“. The second term in the RHS

of (3.304]) can be simplified by using the following formula on a differential
of a determinant 187],

e = —55 - In|Mi|. (3.305)
Thus we arrive at the Ito-ized version of Peters’ Langevin equation (|3.299)).

Az; = L <—§—UAt+PmA fj) +T%At
Xz

T
—TLZ] 0 1D|ML|At
ox;
- aUeff OL;;
= Ly ( o, At + Af]> +Ta_a;jAt‘ (3.306)

This is identical with our result given in (3.159)).

3.8.4 Hinch

Hinch has proposed the following overdamped Langevin equation, starting
from the overdamped Langevin equation and imposing constraints by using
the Lagrange multiplier [64]. His overdamped Langevin equation is (implic-
itly) written in Ito-Stratonovich mixed multiplicative noise.

~ U ~
Al‘i = _LiJ%At + Lij o P)]k;Afk (3307)
J

Here Zij in the RHS of (3.307) is interpreted in the Stratonovich sense, while
the multiplicative noise Pj;A fy is interpreted as Ito.
Corresponding Fokker-Planck equation can be obtained as

9(x,t) D [~ [OUR %,
T {LU { o, + kpT a%} CID(x,t)}, (3.308)

which is equivalent with our (3.198)) presented in Subsection m Thus the
Langevin equation (3.307)) is identical with (3.197)).
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3.8.5 Doi-Edwards

In this subsection we introduce the theory of the Brownian motion with
constraint formulated in a famous literature on the polymer dynamics by
Doi and Edwards [65]. The strategy of their derivation is starting from
the Smoluchowski equation and imposing the constraint conditions by using
the Lagrange multiplier. Thus their strategy is classified to Al in Figure
3.1l We assume that the probability distribution function is driven by the
thermodynamic force .%# given by gradient of the free energy <7,
ol
F; = or (3.309)
o = Ux)+ kgTIn®(z,t) — VF,(x). (3.310)

The second term in the RHS of (3.310|) represents an effect of the entropic
diffusion. M\ is the Lagrange multiplier to be determined by a condition that
the thermodynamic force keeps the constraint condition unchanged.

. F

here velocity %; is given by the constitutive equation,
(L), % = Zu. (3.312)
L;; is the Onsager coefficient. Then the Lagrange multiplier \* is determined
by substituting (3.312)) into consistency condition (3.311]) as
v ou 0
M=—(AY"e,iLij | — +kpT=—Ind . 3.313
(O2)" it (G + ko5 me) @)

Substituting A\* back into (3.309) and (3.310) one sees that the thermody-
namic force is given by

ou 0 ) . (3.314)

Fi=—P| —+kgT>—In®

K (83:] B al'j
The continuity equation for probability distribution function in N dimen-
sional phase space is given by

0 0
—P(x,t) = —— (¥ P(x,1)). 31
G2 1) =~ (0. 1) (3315)
By substitution of (3.314]) into (3.315)) one obtain
0 J [~ [oU 0
—d = — |Lj;| =— T— | ® : 31
ot = 5oL (5o Ty )ewn]. @)
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Note that substitution of and without introducing the La-
grange multiplier into the constitutive equation and plugging with
the continuity equation yields the usual Fokker-Planck equation. Ap-
parently the stationary solution to is given by

Q) x 6(F,(z))exp [—pU], (3.317)

which makes a striking difference with BCAH’s or Kramers’ results .
The difference between them is an existence of In |M | | term. It is known that
in the stiff system with the infinite spring constraint the equilibrium distri-
bution function is given by . Thus Doi-Edwards’ derivation amounts
to treating the stiff model system (although the title of the section in the
literature is “Systems with rigid constraints”). Note that in polymer the stiff
constraint is more realistic than rigid.

3.9 Summary and conclusions

In this chapter we have derived the overdamped Langevin equation under
the holonomic constraint conditions by

1. Impose the constraints by using the Lagrange multiplier to the under-
damped Langevin equation written in the Cartesian coordinate

2. Perform the change of coordinate into (N — M )-dimensional generalized
coordinate

3. Take overdamp limit directly from the underdamped Langevin equation
in the generalized coordinate

4. Turn it back to the representation in the Cartesian coordinate.

We successfully arrived at the correct result first proposed by BCAH and
Ottinger. Our approach is far simpler than BCAH’s one for which the com-
plex treatment of the curved coordinate and careful application of the phase
space kinetic theory is needed. Therefore our derivation can be easily ex-
tended into a more general situation, like non-equilibrium state, as performed
in Section 3.7

Ottinger has derived the overdamped Langevin equation under the con-
straints by a reduction from the BCAH’s Smoluchowski equation, both for
the generalized coordinate and for the Cartesian coordinate. His Langevin
equation in the Cartesian coordinate depends on the choice of the generalized
coordinate. While our is solely written in the Cartesian coordinate
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and the constraint conditions. In fact, Ottinger’s and our Langevin equation
represents the identical stochastic process, since the corresponding Fokker-
Planck equation is the same. Thus one can eliminate the details on the gen-
eralized coordinate from Ottinger’s expression and obtain our within
a small amount of mathematics. He was just not aware of the possibility
that he can write down the final expression within the Cartesian coordinate
and the constraint conditions only. On the other hand, this feature is natu-
rally expected within our approach, since the method of Lagrange multiplier
does not require one to introduce the parallel counterpart of the generalized
coordinate and one can formulate the whole theory within the Cartesian coor-
dinate and the constraint conditions. One of the advantages of our derivation
is that we can expect this possibility from the beginning. Having a closed
expression is a great merit particularly for the purpose of implementation to
the computer simulations, while within the Ottinger’s expression one always
has to set the generalized coordinate explicitly, destroying the most of the
merit working on the Cartesian coordinate.

Peters [43] derived the correct Langevin equation starting from the Carte-
sian Langevin equation and using the Lagrange multiplier to impose the con-
straint conditions. He first projected the noise term in order to satisfy the
constraint within At'/? order. Then he took the overdamp limit according to
the heuristic argument proposed in [41,42]. Finally by again projecting the
overdamp dynamics onto the constraint surface he obtained the correct over-
damp Langevin equation under constraints. His calculation is simple since it
does not require one to introduce the generalized coordinate. But as shown
in Subsection the derivation contains several heuristic and ambiguous
points. For example there are no reason to introduce the Lagrange multiplier
in twice. Moreover, adoption of the Stratonovich differential in is also
dubious. Our derivation is lengthier than Peters’ but ours is more rigorous
and contains no ambiguity.

If one starts from the overdamped Langevin equation in the Cartesian
coordinate and implement the constraints by using the method of Lagrange
multiplier, one inevitably fails to reproduce the correct equilibrium distribu-
tion since it contains the information of the mass matrix, see . In other
words the two procedures, imposing the constraints and taking the overdamp
limit are not commutable. The Lagrange multiplier method generally does
not work for overdamped Langevin equation. That is to say, the force from
the constraints cannot be expressed by the linear combination of vector per-
pendicular to the constraint surface. Quite misleadingly, it looks working for
the scalar Onsager coefficient case [21-23]. But it cannot be generalized into
the case with the matrix Onsager coefficient, as shown in ([3.289).
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In the literature by Doi and Edwards a method is illustrated to im-
pose the constraints to the Smoluchowski equation (overdamped version of
the Fokker-Planck equation) by using the Lagrange multiplier. But in this
method one cannot obtain the determinant correction, which is the differ-
ence between Ueg and U. The stationary distribution becomes ®F} . (z)
[T, 0(Fp(x)) exp [—BU (2)].

In Section we extended our formalism to the general non-equilibrium
situation. It can be applied for the thermodiffusion of polymers under the
temperature gradient. Such systems are recently interested from the view-
point of segregation of DNAs, since the thermodiffusion coefficient depends
on the length of the polymer [89]. We put a theoretical first step toward
understanding and controlling the thermodiffusion of macromolecules.

We showed that for the systems with momentum one can construct a
rigorous theory to treat the holonomic constraint. But it is less clear how one
can impose the constraints into the the spin systems, where the momentum
is not present. We tried to answer it and proposed a tentative workaround
in subsection [3.6.3] but we think a more refined treatment would be needed
for future. The formalism constructed in subsection [3.6.3| is applied to the
p-spin spherical model in Chapter [4]

3.10 Notations

Mathematical symbols

Symbol Meaning Introduced
A, B,---  matrix Sec. M
AB product of matrix

0ij Kronecker’s delta

ot —1t) Dirac’s delta function

|A| determinant of matrix A

{,} Poisson bracket (3.8])

Model quantities
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Symbol Meaning Introduced
N dimension of space(without constraint) Sec. M
H Hamiltonian
U potential energy
x; ith position in the Cartesian coordinate
Di ith momentum in the Cartesian coordinate
m mass matrix in the Cartesian coordinate
Gij» € friction matrix in the Cartesian coordinate
fi(t) Gaussian white noise
kg Boltzmann constant Sec. 3.2
T temperature Sec. 3_2
Lij, L Onsager coefficient. L = ¢~} 3.12
F,(z) holonomic constraint condition 3.13
W, v, A\, ... index of constraint condition. u=1,2,..., M (3.13
M number of constraints Sec. (3.2
Qo coordinate parallel to the constraint surface Sec. 3_2
a,B,7,... index of coordinate parallel to constraint sur- Sec. 3_2

face. a=1,2,...,. N —M o
Q. generalized coordinate 3.34
a,b,c, ... index of the generalized coordinate. a = Sec. |3.2
1,2,...,N. —
T conjugate momenta to g, 3.43
U(q,m,t)  probability distribution function in the phase (3.103
space spanned by the generalized coordinate
\T/eq(q,ﬂ) equilibrium probability distribution function (3.37
in the generalized coordinate
U(z,p,t)  probability distribution function in the Carte- ([3.85
sian phase space
Ued(z, p) equilibrium probability distribution function ([3.49

in the Cartesian phase space
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d(q,t) probability distribution function in the gener- (3.131
alized coordinate

dea(q) equilibrium probability distribution function (3.60
in the generalized coordinate

O(x,t) probability distribution function in the Carte- (3.162

sian coordinate

O9(x) equilibrium the probability distribution func- (3.59
tion in the Cartesian coordinate

N arbitrary normalization constant for the prob- (3.37
ability distribution function

K kinetic energy 3.39
I+ conjugate momenta to F), 3.42
& Gaussian white noise 3.212
bij factor of noise strength 3.211

Emerged quantities

Symbol Meaning Introduced
i basis of the generalized coordinate, which is (3.14
perpendicular to the constraint surface
el! reciprocal set of e, ; 3.15
e basis of the generalized coordinate, which is (3.17
parallel to the constraint surface

Cai reciprocal set of e 3.18

M/ mass matrix projected onto the perpendicular (3.23
coordinate

Mﬁ“ﬁ mass matrix projected onto the constraint sur-  (3.26
face

Pl P™ projection operator appears in the mechanics (3.24

and the underdamped system
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metric tensor for coordinate perpendicular to
the constraint surface

metric tensor for coordinate parallel to the
constraint surface

projection operator appearing in the over-
damped system with scalar Onsager coefficient
system

Onsager coefficient projected onto the perpen-
dicular coordinate

projection operator in the overdamped system
with matrix Onsager coefficient system

effective potential in the overdamped con-
strained system, derived from underdamp con-
strained system, appears in the Cartesian co-
ordinate

effective potential in the overdamped con-
strained system, derived from underdamp con-
strained system, appears in the generalized co-
ordinate

Lagrange multiplier
noise in the constraint surface

friction coefficient projected onto the con-
straint surface

modified Onsager coefficient. rank N — M,
L=LP = (P))'L
effective potential in the overdamp limit

multiplicative factor in the overdamp limit, in
the generalized coordinate

diffusion matrix in the generalized coordinate
diffusion matrix in the Cartesian coordinate

multiplicative factor in the Cartesian over-
damp Langevin equation with constraint

3.28

3.29

3.31

3.33

3.58

3.61

3.62

3.101

3.101

3.136

3.184

3.261

3.235

3.245

3.260
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Chapter 4

Dynamics of p-spin Spherical
Model with Rigid Constraint

4.1 Introduction

A liquid below its freezing temperature is called supercooled liquid. The vis-
cosity of supercooled liquids divergently grows upon cooling and stops flow-
ing at finite temperature. This is the phenomenon called the glass transition.
While more than ten orders of magnitude of slowing down of the dynamics
its static structure remains indistinguishable from ordinary liquids. Thus in
short the glass transition can be viewed as a solidification without crystal-
lization. Understanding the origin of this slowing down is the ultimate goal
of investigation of the glass transition. What makes the understanding of
the glass transition difficult seems to be reduced to its randomness and the
strong many body effect. Since the structure of the glass is as random as
liquid it is hard to find the appropriate order parameter to characterize the
slow dynamics. Furthermore since the glass transition occurs in high density
liquid the dynamics of the constituent molecules becomes strongly correlated.

The Mode-Coupling Theory (MCT) is the one and only microscopic first-
principles theory that has succeeded to describe the slow dynamics of super-
cooled liquid [1]. We believe that MCT plays a role of important milestone
of the kinetic theory of supercooled liquids but at the same time it has some
flaws. For instance MCT predicts a power law divergence of relaxation time
of density correlation function of liquid at a finite temperature Ty, called
the dynamic transition. While in real liquid the relaxation time divergently
grows as exponentially, at much lower temperature than Ty. In other words
MCT captures the slow dynamics of supercooled liquid qualitatively but not
quantitatively. This is one reason why MCT is called “a mean field theory of

133
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Figure 4.1: Left: The potential energy landscape of 1RSB spin glass model. Right:
Dynamics of spin-spin correlation function C(t¢) for the p-spin spherical model.
Temperature is chosen as T'= Ty(1 + 107").

the glass transition”lﬂ. The another reason comes from the similarity between
MCT and the exact solution of a mean field spin glass model.

A certain class of spin glass models are the possible candidates which
ease these two difficulties with keeping the phenomenology of slow dynamics
without the crystallization. Spin glass model is the model with spins arranged
on a prescribed lattice interacting randomly. Thus randomness is expected
to be more controlled than molecular liquids. Among of them the p-spin
spherical model (PSM) with p > 3 is a mean field spin glass model belonging
to the 1-step Replica Symmetry Breaking (1RSB) universality class. The
mean field character of the PSM suppresses the many body effect and allows
one to handle it theoretically.

We briefly review physics of the 1RSB universality class. For complete
review the reader should refer to [72]. Because of the frustration induced
by the random interaction, the potential energy landscape of the system has
exponential numbers of local minima (See left panel of Figure . When
the temperature is sufficiently high the system can explore the whole phase
space irrespective of the existence of minima (red dotted line). But by lower-
ing the temperature the system becomes trapped at the local minima (blue
dotted line). Since the model is mean field, the lifetime of the local minima
diverges with the thermodynamic limit. Therefore, if the system starts to
feel the existence of local minima at some threshold temperature, say T, the
system suddenly becomes non-ergodic. These properties of PSM are based
on static arguments. On the other hand an analysis on the dynamic coun-

nterestingly there have been reported both positive [93,94] and negative [95] evidence
for this conjecture.
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terpart of PSM revealed that it is described by an equation with the same
structure as MCT and shares the most of important properties. For example
the exact solution to the dynamic of PSM shows the power law divergence
of the relaxation time at the dynamic transition temperature Ty (See the
right panel of Figure [4.1)). Astonishingly Ty and Ty, coincide, although these
values are determined by completely independent (i.e., dynamic and static)
analysis. Thus one can make a statistical interpretation of T;. The dynamics
of the system becomes no longer ergodic and the relaxation time diverges at
Ty = Ty, since the system is trapped by exponential number of local minima.
Thus the static and the dynamic arguments are consistent with each other.
Since the exact solution of a mean field spin glass model and MCT is almost
identical MCT is conjectured to be a mean field theory of the glass transi-
tion. This conjecture is called the mean field picture of the glass transition.
Based on the mean field picture and on an attempt to go beyond it, there
have been a large number of research carried out recently. For example one
may expect that a statistical mechanical interpretation of the dynamic tran-
sition of MCT for supercooled liquid is possible since the dynamic transition
~ threshold in energy minima [94,96]. See also recent literature [97,98] and
reviews [72,99-101].

MCT like dynamics of PSM is the only link between glass and spin glass.
But its derivation has been carried out in an instrict way. PSM is imposed a
holonomic constraint condition called the spherical constraint. It is given by

Y ol=N. (4.1)

Here o; € R is the value of ith spin and N is the total number of spins. In the
original derivation of the dynamics of PSM [4] the spherical constraint is sat-
isfied within “stiff” manner, introduced in Chapter [3] In the stiff treatment
the constraint condition is realized by a steep harmonic potential around the
constraint surface. Thus the constraint condition is not satisfied time by
time but satisfied in average. In an another derivation by Crisanti et al.,
an even looser realization of the spherical constraint, say, “soft” has been
employed [5]. They introduced a Lagrange multiplier to force the constraint
but they had not determined it until the end of the calculation. In other
words, the multiplier is determined after all the average have done. Again,
the spherical constraint condition is satisfied only in average, i.e., not in time
by time and not in each ensembles. We expressed “soft” is even looser than
“stiff” since a dynamics of each ensemble in soft constraint need not satisfy
the constraint conditions, while in the stiff case it is satisfied in the long time
limit in each trajectories. In spite of these different treatments of the spheri-
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cal constraint, [4] and [5] lead the identical result. The purpose of this chapter
is to give a strict treatment of the spherical constraint, i.e., the constraint
condition is satisfied in time by time and each ensembles, and see whether
the similarity between MCT and the exact solution of PSM remains intact
or not. Hereafter we call such realization of constraint conditions “rigid”.

As stated in Chapter [3] Subsection the stationary distribution for
rigid and stiff constraint models differ by the logarithm of a determinant, see
and (B317).

Technically speaking, the difference between soft and rigid models is the
timing when one determines the value of the Lagrange multiplier. For rigid
treatment it is fixed before taking average over noise or ensembles while
in soft it is determined after all averages have been carried out. For the
spherical model it is believed that the soft constraint is easier to be handled
analytically |102]. For example the soft constraint has an advantage in a per-
turbative analysis since one can realize the constraint after the perturbative
expansion. While in rigid model, it induces the nonlinear projection operator
as shown in Chapter [3| which, in general, does not contain any small param-
eters. Even if one can perform a perturbation expansion with respect to this
nonlinearity, the constraint condition will be violated. On the other hand,
there is an advantage in rigid models. One cannot simulate soft models on
computers since in general it is impossible to prepare the ensemble where the
constraint condition is satisfied in average. While it is easy to implement the
rigid constraint model on computer simulation. Note that since the spher-
ical model is a mean field model one would be able to treat both soft and
rigid models analytically. The introduction of the soft constrained spherical
model, called the mean spherical model, is just an idealization of the original
rigid model. Actually the static arguments for PSM, one of which is reviewed
above, is carried out within the rigid treatment of the spherical constraint.
Thus one should solve the dynamics of PSM with the rigid constraint.

It is known that in some case the difference between the mean spherical
model and spherical model arises as a grave problem. This can be understood
as a result of the inequivalence between the canonical and the grand-canonical
ensembles for mean field models [103]. Since the spherical constraint
defines the value of number of spins N, rigid and soft constraint amounts
to canonical and grand-canonical ensembles respectively. For the model of
spherical ferromagnet it is shown that the expectation values of the magne-
tization differ from each other [104]. In the dynamics of spherical model it is
known that even out of equilibrium there holds a proportional relationship
between correlation and response function, which serves as a one of very few
formulae known in the non-equilibrium system |704,{105]. The proportionality
coefficient is called the effective temperature since in equilibrium it becomes
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the actual temperature of the system, which is well known the fluctuation-
dissipation theorem (FDT). It is known in the mean spherical model that the
effective temperature is given uniquely for correlation and response for any
physical quantities. But, on the other hand, in rigidly constrained spheri-
cal model the ratio between the correlation and response in non-equilibrium
state depends on the choice of the physical quantities [25]. It means that
the concept of the effective temperature is no longer applicable to the rigid
constraint spherical models.

In [25], the dynamics of spherical ferromagnet with rigid constraint is
analyzed by using the fact that the difference between soft and rigid is order of
N~12_ Their method works when one can estimate the order of the difference,
but in general it cannot be the case. In PSM, because of the randomness it
is difficult to analyze the dynamics by splitting the difference between rigid
and soft. Thus we employ the method for rigid constraint Brownian motion
invented in the previous chapter to analyze the rigidly constrained PSM.

This chapter is organized as follows. In Section 4.2 we introduce the p-spin
spherical model and its dynamics within rigid spherical constraint. In Sec-
tion 4.3 we introduce a functional integral representation of the constrained
Brownian motion where an average over random interaction is conveniently
performed. In Section [£.4] we apply the formalism to the PSM and derive
the dynamical equation for correlation and response. Section is devoted
to summary, discussion and conclusions.

4.2 Model

The Hamiltonian of PSM is defined for spin variables 0; € R, i =1,..., N,

N
H=- Z Ji1~~-ipai1 ce Uip' (42)

1< <ip

Here summations over ¢s are imposed for all pairs of spins. In other words,
the interaction range is infinite and thus PSM is a mean field model. We
assume that p > 3, since p = 2 corresponds to the another universality class
of spin glass. J;,..;, is Gaussian random interaction with its average and
variance given by,

Tooiy =0, J2

i1

= 1/NP71 (4.3)

Here ~~ represents average over randomness. The factor 1/NP~! ensures the

extensivity of the energy of the system since it leads vV H2 ~ N. We impose
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the spherical constraint,
> ol=N. (4.4)

In the case of PSM, the spherical constraint guarantees the existence of lower
bound of energy. We assume that the dynamics of spin variable o; in the
absence of constraint condition is given by the model A [6],

) (4.5
(ni(t)) = 0, (4.6)
(mi(t)n;(t2)) = 2kpTé;;0(t — t2). (4.7)

The dynamics under the spherical constraint can be extracted from the gen-
eral expression given in (3.197)).

OP;;
8xk

. OH
(I) &,=Py <_% + 77]') + kT Py, (4.8)
j

Here (I) stands for the Ito interpretation of the multiplicative noise appearing
in the right hand side (RHS) of (4.8)). The projection operator P;; is given
by

Pj=10ij — ———= ~ 0;j — (4.9)
where & represents “weak equality” which follows only after making use of
constraint condition (4.4). Note that for instance in last term in the RHS
of (4.8) a derivative of P;; with respect to x must be performed before using
the constraint condition. Thus the last term in the RHS of (4.8]) reads,

0P;; N -1
i 8xk N 7 7 ( )

The last equality holds in the thermodynamic limit N — oc.

We introduce the generalized coordinate ¢, (o = 1,..., N—1). In the case
of PSM one can choose them as N — 2 polar angles and 1 azimuthal angle in
the N-dimensional polar coordinate. But we do not need to construct them
explicitly, as shown in Chapter [3] The Langevin equation for ¢, reads from
(3-200])

OH Oe,, :
D) Vo= —Gap=—— +& +kpTes;i—2L, 4.11
D @ # 90s 8T 50 (4.11)

where &, = €7
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4.3 Functional Integral Representation

In this section we write down the functional integral representation of the
constrained Brownian motion. We follow the notations introduced in Chapter
throughout this section. In the presence of M constraint conditions the
motion of the Brownian particle is confined in the (N — M )-dimensional sub-
manifold embedded in the N-dimensional Cartesian coordinate. One has to
work on this sub-manifold since the statistical measure of the system is given
in N — M dimension. Langevin equation for these intrinsic variables are
given in (3.200)),
r7od
Agy = Log _6 L At + Afﬁ + k:BTaﬁaﬁ At. (4.12)
a(m aQB

Following the same spirit with [4,5] we switch to the functional integral rep-
resentation rather than the Langevin equation. We should keep in mind
that number of independent variables is not N but N — M, due to the con-
straints. The functional integral representation gives the formal solution to
the Fokker-Planck equation. Let ®(q1,1/qo,t0) be a conditional probability
that ¢ becomes ¢; at time ¢; under the condition of gq at time to(< ¢;). In
the functional integral representation it is given by,

q1
M%M%wz/‘M/Mww%ﬂk (4.13)
q0

The derivation is left in Appendix [C] Here S [g, 4] is so called Martin-Siggia-
Rose(MSR) action functional [55,/106H108]. ¢ is an auxiliary field which is
hard to interpret physically. In the case of constrained Brownian motion, by
using Langevin equation the action S is given by

t U oL
S ,A:/ dt | —1® | Go + Lop—L — kpT-——22
¢, q] : q (q o0 " oy, )
+kpTiG"Lopid”] - (4.14)

By using the MSR action one can write down an expectation value of physical
quantity A(q) at time ¢ under the condition that ¢ took the value gy at time
to(< 1).

(A, = [ ) @lass o). (115)
For a two time quantity with ty > t; > t, similarly,

(A2(q(t2))A1(q(t1))) gy .10 =
/dQQ/dQ1A2(Q2)‘I)(QQ,t2\Q1,tl)Al(%)‘I’(CIl,tﬂCIO,to)- (4.16)
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If the system is at equilibrium at the initial time ¢y one can replace ®(q1, t1|qo, to)
by ®%(q;) in (4.16]). Below we rewrite action S[q,q| by original Cartesian
coordinate z; since in most case we are interested in physical quantities de-
fined in the Cartesian coordinate, not in ¢. We introduce iz;(i = 1,..., N)
as functions of ¢, ¢ as

1£1(Qa qA) = ea,iiqAa' (417>

Note that not all iz; are independent. The action functional (4.14]) can be
rewritten as

t1
to or j 8$k
(4.18)
Hereafter we omit the argument ¢, in #;(q, §) as it as explicit function of
q, q for simplicity.

We can derive the FDT [39] by using the functional integral formalism.
Here we perform this as a warming up exercise on calculating the averages of
the physical quantities written in the Cartesian coordinate. First, the linear
response to the action under the external field h; is

Sla,d,h] = Sla,d) + / dtidi Lo, (1), (4.19)

Hereafter we drop the endpoints of integration on time when they are not
essential. The response function in the Cartesian coordinate x;;(t1, t2) is thus
defined as

Xij(t1,t2) = %

0 q(z(t1)) . S R B Z
— 8hj(t2)/ dQ/dqxi(tl)eXp|: [q,q]+/dt1:ck k,h,(t)}

_ <xi(t1) ij(x(tg))iik(t2)>. (4.20)

Next we extract the dynamics of the correlation and response functions. For

convenience we rewrite the Langevin equations (3.197]) and (3.200|) as

: = ou
() @ = Ly (_8_% + fj) + I, (4.21)
~ ou
D da = eaily (-— + f]) + Ly (4.22)
81’]-
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Here the multiplicative noise is interpreted in the Ito convention and we have
defined following quantities.

OL;:
Ii = kBTa J

0 ~
Py, T, =kpTes — <eaiL,~>. 4.23
T Jjk B B’Jaqﬁ i1 ( )

Then relation between #; and ¢, are simply written as

;= Li+e' (4, —TI,), (4.24)
Go = €ai(Ti—1;)+ Lo (4.25)

We have to evaluate averages of functions of x with the integration measure
dqdq. This feature makes the calculation of averages bit cumbersome. For a
function of = and z, say A(z, ), (;(t1)A(z,2)) is evaluated as follows.

(#i(t1) Az, 7)) :/dQ/dqui(tl)A($a z) exp [S[q, q]] (4.26)
~ [ da [ dain+ (- 2) A 2)
X exp {/ dt [—i(ja (Go — Zo) — idaﬁaga—U + idaﬁagidﬁ} } ;
945
where we made use of (4.14) and (4.24]). Since
exp |:_ /dtiqAa (Cja - Ia)} =
()~ Ty esp |~ [ and @ -2 (420

01g*(t1)

(4.26]) becomes,

. N - 0 o
() A, 0) =~ [ o [aierien { s e |- [ a6, - 7.)] |
X exp { / dt <—iqa£a58—U + iq%wiqﬁﬂ
9qp
+ (Li(t) Az, 2)). (4.28)
By integration by parts in [ dg,

(#:(t) Az, 2)) = / dg / dgef(t1) {A(M) <—5aﬂ(’f1) o )

dqp(t1)
0A(x,T) .
W} eXP[S[q, C]H

+2kpT Las(t1)id” (1) +
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+(Ii(t) Az, 2))
= —<e?(t1)£a5(t1)%1‘1(%@>
+2kpT (€ (t1) Lag(t1)ig” (1) A(z, 2))
0A(x,T)

+<e?(t1)m> + (Li(t1) Az, 2))

- (L2 Awa)
+2/€BT<zz’j(t1)ﬁj(t1)A(% i’)>

o M azij : T4
+<ei (tl)(‘?icja(tl)>+kBT<(9xk(t1)ij(tl)A< ’ )>'

(4.29)

Thus substituting z,(t3) as A(z, ) yields the dynamics of correlation func-
tion,

0Cii(t1,t) .
o, (@i(t1)z;(t2)) (4.30)

= —<Zi]’(t1)%x]’<t2)> + 2kpTxij(t2, 1)

0Ly

+/€BT<mPlk(tl)$j(t2>>

- oU%
= —<sz(t1>axk(z)l‘](t2)> + 2kBTXij(t2a tl)

OLa
+kBT<W$](t2)>

Similarly one can evaluate the time reversal of (4.30) as

0C;;(—t1, —t2)
oty

- AU
— —<sz<—t1)w_ﬁtl)l‘](—t2)> + 2kBTin(_t2a —tl)

OLa

We assume that z; does not change sign in time reversal: z;(—t) = x;(1).

and

And since L;;—5< represents purely dissipative dynamics its time reversal
J
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property is even. Thus (4.31])) becomes

OC(—t1, —ta) ~ oUS
8t1 = <le<t1)axk(t1)l'j (tQ) + 2kBTX’Lj< tl, tg)
oL
+k’BT<axk(Z)xj(t2)>. (4.32)

In equilibrium the two time correlation function depends only on the differ-
ence in two times. Thus comparing (4.30) and (4.32) we obtain the FDT.
For t > 0,

0Cy (1)
ot

— —kgTxi;(1). (4.33)

4.4 Application to the p-spin spherical model

In this section we apply our formalism to the PSM. We follow the standard
procedure in analyzing the dynamics of the PSM and employ the functional
integral formalism for stochastic process [5]. We can immediately write down
the MSR action from the Langevin equation (4.11). By using , the
action functional is

() = / dpdg - exp [Sle, ] (4.34)

oH

Sle, @] = / dt [—i&i (a + 5+ kBTal-) + kBTi&l-i&i} (4.35)
o)

where i6; are defined as functions of ¢, ¢ as

15’2 = ea,ii(ﬁa. (436)

We perform the average over the random interaction for a self-averaging
quantity - -- as

) = / dgdi - oxp[STp, 7] = / dpd - explLo+ L], (4.37)
N

L= / atdt’ [Qi(o3, ) Q8 (o1, 1) (4.38)

+(p - 1)@3(0? ta t/)Qll(O-; t: t,)Qg_Z(O'; ta t/)] :



144 CHAPTER 4. DYNAMICS OF PSM

In the last line of (4.37)) we have defined following quantities

Qilot,t) = ioi(1)io(r), (4.39)
Quloit.t) = oDt (4.40)
Qslost,t) = o(or), (4.41)
Quloit.t) = coltio). (4.42)

which are formally same as soft constraint case.

Next we perform a Legendre transform of action functional S[y, ¢] into
space of (s and calculate the saddle point of the MSR action by using the
mean field nature of the PSM. We insert

1 = /dQné(Qy(t,t/)—QV(U;t,t’))

~ / dQd) exp {— / dtdt'in (1, ') (Q,,(t,t’)—@l,(a;t,t’))} (4.43)
into and obtain
() = / dQdXexp {NG(Q, \) (4.44)
+1n/d<pd¢>---exp lﬁo+N/dtdt'i/\y(t,t’)Q,,(a;t,t’)] }
G(Q,A)

[t [§ (@t )08 1.6) + Qult.)Que. )05 (1. 1)
—iA (6, 8)Q, (¢, )] . (4.45)

Since quantities in exponential in (4.44)) are all O(N) we can perform the
steepest descent calculation on the integral over () and A, the result is

() = / dpdg - exp [Sualio, 2] (4.46)
Sulprd] = / 0t [—i6+ (61 + kpTo) + Tidio]
+ / dtdt’ [%C”‘l(t,t/)i@-(t)i&i(t’)

p(p—1)

T

(x(t, t)CP=2(t,)ic;(t)os(t)
+x(t, 6)CP 2t 1)ioi (1) oy (t))] -
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Here we introduced the correlation and response functions as

Cltt) = {Qult. 1)) = AoiD)on(t)),
X(EE) = {Qult, 1) = Ao Dion()) (4.47)

and used the fact that

X(17) = ()P (1)io (1) (4.48)

= %@(t) (655 — ewi(t)e (t)] eay(t)ig™(t')) = %(ai(t)i&i(t’»

by the orthogonality condition (3.18]). Note that if there exists the underlin-
ing underdamped process and both mass matrix and Onsager coefficient are
matrix this simplification does not occur. In such situation by (4.20))

x(tt) = (aHLy(t)i(t))
i(t) [Lij = Linen (1) (AL)™ (#)eni(t') Lig | ea ;(1)ig* ((A49)

= (o,

and the second term in [---] in the RHS of cannot cancel with e, ;,
since in the inertial case we have already fixed the coordinate according to
Example 1 of Section (3.2}

The action S.g is written in the bilinear form of ¢ and 6 and thus it
looks all of the non-linearity are renormalized. But since the measure of the
functional integral is not dodé but dedp, Seq is non-linear in terms of (¢, @).

We derive the dynamic equation for correlation and response function.

We make use of (4.24]) for PSM:
(Ti = e’f (@a — IM) — kJBTO'i. (450)

Then (6;(t1) ---) can be calculated along the same line with the derivation

of (4.29) and get

0
%O(tl, tg) = 2TX<t2, tl) — kBTC<t1, tg) (451)
1

s / dtCP () (P (1)id; (£)o(t2)) /N

+@/dtx(tl,t)0p2(t1,t)<Bj(t1)Uj(t)Ui<t2)>/N'
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Similarly, employing i6;(t2) as --- gives dynamic equation for the response
function
0
a—tx<t1, tg) = (5(t1 — tg) — kBTXij<t17 tg) (452)
1

+§/dt(]p_l(t,tl)<Bj(t1)i5j(t)if5i(t2)>/N

pp—1 - .
el / At (11, )72t £) Py (1) (£)i6(2)) /.
These equations are not closed within the correlation C' and response x them-
selves since the RHS contains 4-point correlations, for example,

i6i(t)oi(t2)  oi(t1)oi(tz)o;(t1)io;(t)

(Pij(t1)io;(t)oi(t2)) /N = < N N2 >
oi(t1)oi(ta)o;(t)io;(t)

- X(tg,t)—< e > (4.53)

Note that in the derivation with the soft constraint the dynamical equation
for correlation and response function are already closed within C' and y after
the steepest descent calculation [5]. We expect that, by mean field nature
of PSM, the Gaussian approximation is exact and one can decouple 4-point
correlation into product of 2-point functions. In order to consider whether
one can justify the decoupling we go back to the action (4.46). We can
extract the renormalized dynamic equation for ¢, as

£alt) = Zu(0) = P2 i (e, 0007200040 s 0) + cas OO,

2
(4.54)
where nje.ﬁ is the renormalized noise and its variance satisfies
<77§H(t1)77§ﬁ(t2)> = [2kBT6(t1 — o) + gcp_l(thb)} dij- (4.55)

By multiplying e () to both side of (4.54)) and using the relationships (4.50))

we obtain the dynamic equation for ;.

5i(t) = —kBTai(t)—@ / Aty (1, 1) CP 2 (1, )y () Py (£) + Py (0 (1).
(4.56)

Note that this equation bears little resemblance to the soft constraint result
(see (3.1) of [5]). Since P; = d&;; — =2 this cause the nonlinear term in

N
the RHS of (4.56)). Thus one can see that the nonlinearity has not been fully
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Figure 4.2: diagrammatic expansion of 1’ The tadpole graph shown in second
term in the RHS of the bottom line remains in N — oo limit. Other diagrams
such as third term in the RHS of the bottom line vanish as 1/N.

renormalized yet. The nonlinear terms arisen from P,; is proportional to 1/N
and thus the dynamic equation has same structure as critical dynamics
of the N-vector model studied in [109]. In order to see the contribution from
the nonlinear terms proportional to 1/N let us consider a schematic version

of (4.56]) for a field variable ¢;,

LN
Gi = —pd; + N ;(¢j¢j)¢i + i, (4.57)

here we ignored the effect of memory term to concentrate on the problem of
nonlinearity. By using the bare propagator

G' = 2+ B (4.58)
“\at 7F) > '

one can expand the solution of diagrammatically, as depicted in Figure
[4.2] Here we employed so called ‘faithful representation’ of vertex in order to
emphasize that 2 indices of 3 point vertex are the same |110]. As have shown
in [109], the leading contribution from the nonlinear term, which remains
finite in N — oo limit, is so called the tadpole graphs only. In other words,
diagrams produced by tying different index of vertex are sub-leading and van-
ish in N — oo limit. The tadpole graph and non-tadpole graph are shown
in the second and third terms in the last line of Figure [£.2] Collecting the
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contribution from the all tadpole graphs cause a renormalization of 2-point
functions such as the correlation and response functions. It replaces non-
linear term + Zj.vzl(ajaj)ai with renormalized correlation + Z?{: (0j0;)0;.
This is equivalent with decoupling (0,0:0;0;) = (0y0;)(0;0;) in ([£.51) and
. We noted in the introduction that the rigid constraint in general pro-
duces a nonlinearity without any small parameters. But in the case of PSM,
the nonlinearity arisen from the spherical constraint comes with a small pa-
rameter 1/N. Thanks to this property of the PSM the dynamics with rigid
constraint is now exactly solved.

As a result of the decoupling of the 4-point correlations to the multiple
of 2-point correlations we arrive at the closed dynamic equations for the
correlation function,

ty,t 2 Mh
0C(t1, 1) _ {k:BTer—/ dtx(t, )P L (41, 1) | Ot t2)
Oty 2 )
-1 t1
el | xttoer et
to
+§/ dtCP(ty, t)x(t, ) + 2kpTx(t2, 1),  (4.59)

and for the response function, by using trP = N — 1,

ox(ti,t2)

oy = 0(ty — t9)
2 t1

. |:]{ZBT+%/ dx(ty, )CP7 Y (1, )| x(th, t)

+@ /: dix(t1,t)CP~2(t, t)x(t, ta), (4.60)

which are exactly same as the result of soft constraint calculation.

4.5 Discussion and conclusions

In this chapter we calculated the dynamics of PSM within the rigid con-
straint treatment. The result is the same as that has obtained within the
soft constraint model. Thus the analogy between the dynamics of PSM and
MCT for molecular liquids remain intact and the mean field picture has been
saved.

We make a comparison with the stiff constraint derivation carried out by
Kirkpatrick and co-worker |4]. As pointed out in Section the difference
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between the infinitely stiff and the rigid constraint is the existence of the
logarithm of the determinant in the stationary distributions. In the PSM,
constraint condition is given in 1' and thus D = %% = 4N. Thus
In|D|~InN. In energy U is extensive variable and scales as O(N),
which is much larger than In V. Thus Indet term can be negligible in spherical
constraint case in the thermodynamic limit. This is the reason why our result
is the same as Kirkpatrick’s one.

We point out one problem on our derivation. By substituting A(x, ) =

Lyid; (¢') in (4.29),
(0L ) = ~(Lotg 5 La®ias(e))
+2kBT<Eik(t iﬁk(t)zij(t’)ifj(t’)>

)
(e (0L (V)eas(t) )o(t — 1)

+kBT<%Pm(t)Lij(t’)i@j(t’)>. (4.61)

By integrating both side of (4.61)) from ¢’ — € to t’ 4+ € with respect to ¢, one
has

1 ~
Xt +et)—xt' —et) = N<6?Lijea,j> + O(e). (4.62)
Taking the limit of € — 0 and using the causality one has
lim x(¢,t) = <ef‘zi]~ea7j>/1\7. (4.63)
t'—t—0

In the case with PSM the RHS of (4.63) is (trP)/N = (N —1)/N ~ 1 in the
thermodynamic limit.
limox(t, t) =1 (4.64)

t'—t—
On the other hand, o; happens to be perpendicular to the constraint sur-
face for the spherical constraint, while ig; is in general parallel to constraint
surface, by the definition (4.17). Thus o;(t)io;(t) = 0, and

(1) = 5 (e (1)ia, (1)) = 0. (4.65)

(4.64) and (4.65)) apparently contradict with each other. So far we do not
know what is wrong.

As we have described in Subsection [3.6.3] the theory of the constrained
Brownian motion for the systems without momentum has not been estab-
lished yet, compared with the inertial systems (see Subsection and
. We stress that the present derivation of the dynamics of the PSM is
based on such a fragile ground.
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Chapter 5

Mode-Coupling Theory of
Binary Mixture with Large Size
Ratio

5.1 Introduction

In this chapter we report the numerical results on the binary mode-coupling
theory (MCT), putting special emphasis on the time scale separation between
the large and small species.

The binary mixtures show very rich glass phase behaviors. Switching
the one-component system to the binary mixture introduces a new length
scale to the system. The two length scales, sizes of the large and the small
particles, make the nature of the glass transition very rich. When the size
ratio between the large and small particles is not far from 1, it serves as a
frustration against the crystallization, as depicted in (a) of Figure [5.1] To
obtain a stable glassy state in computer simulations one has to prevent the
crystallization. Hence, the binary mixtures with a moderate size ratio has
been introduced as a model glass former. But if one change the size ratio far
from 1, say § = og/0p ~ 0.5, with og and o7 being diameters of the small
and large particles respectively, the size difference is not just a source of a
frustration. Depending on the mixing ratio of the large or the small species,
the leading player of the glass transition changes and a competition occurs
in between two species [111H120]. Very exotic phase diagrams for binary
mixture with large size ratio have been reported [2,[121H124].

Another interesting system closely related with binary mixture with large
size ratio is randomly pinned system as a model of transport in confined
pore [125-131]. This system is consist of completely frozen immobile parti-

151
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Figure 5.1: Several models of binary mixtures. (a) Size ratio between large and
small particle is almost 1. Binary nature plays a role of a frustration against
the crystallization. (b) Size ratio certainly differs from 1. Non-trivial geometry
causes rich behavior for static and dynamics. (c¢) Limit of the infinite separation
of the time scales leads to the system with mobile particle (white) and randomly
pinned particles (black). (d) Binary mixture with disparate size ratio. Time scales
between large and small species are decoupled and the effective one-component
description shown in (e) is expected to be possible.

cles shown in black balls in (c¢) of Figure and mobile white balls. When
the size ratio goes disparately different from 1, the time scales between the
large and small particles decouple. For the smaller particles, motion of the
larger particles is so slow that it looks as if it is stopped. Therefore, the
randomly pinned system is interpreted as the limit of infinite separation of
time scales in the binary mixture. Such system has been introduced to inves-
tigate the rich behavior of the glass transition. The ordinary glass transition
is characterized by a sudden emergence of a plateau in the density correla-
tion function. This is called the type B glass transition. On the other hand,
when there exist a lot of pinned particles (black ball in (c) of Figure [5.1),
the glass transition of the mobile particles become continuous. This is called
the type A glass transition. MCT for pinned system successfully captured
this feature, showing its powerful predictive ability [132-138]. Recently the
random pinning glassy system is attracting more and more interests from
the viewpoint of a mean field picture of the glass transition. In this picture,
the slow dynamics of the supercooled liquids is caused by large number of
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metastable minima in the free energy landscape. In order to detect a length
scale responsible for the minima, the idea of pinning has been introduced
as a realization of the external force that attract the system to the min-
ima [139,/140]. The random pinning is one of the realizations of such external
forces [141H144]. The effect of pinning decays with the distance from the
pinned particles. From the decay of the correlation it is expected that one
can extract a length scale responsible for a metastable state.

When the size ratio is disparate and the time scale between the large and
small particles become separated one can adiabatically eliminate the freedom
of the smaller particle and obtain an effective one-component system (see (d)
and (e) of Figure 5.1)). The adiabatic elimination considerably reduces the
degree of freedom of the system and makes possible to simulate the system
in reasonable computational costs. The effective description within larger
particle in colloid-polymer mixture has succeeded to describe the experimen-
tal results [145,/146]. In colloid(large)-polymer(small) mixture, the osmotic
pressure of the polymer causes a short range attractive interaction between
colloidal particles. This interaction, called the Asakura-Oosawa (AO) poten-
tial, can be analytically obtained by the adiabatic elimination of the degree
of freedom of polymer [147]. This short range strong force itself is interested
from the viewpoint of controlling of interactions between the colloidal par-
ticles. Not only that, it dramatically enriches the dynamics and the glass
transition of the colloidal suspensions. In ordinary colloidal system the glass
transition undergoes because of their repulsive excluded volume. But in the
case of colloid-polymer mixture the dynamics of colloids is trapped by the
attractive pocket. The glass state realized by such interaction is called ‘at-
tractive glass’. This picture is first proposed within MCT [148] and later
confirmed in experiment [149]. one-component system interacting with the
effective AO potential is investigated by simulation [150-H153], MCT [154H157]
and experiments [149]. Thus the adiabatic elimination of the smaller particle
and the resulting effective one-component theory gives us powerful predic-
tions. But the static calculation of adiabatic elimination of smaller particle
does not tell us how disparate time scale is needed to justify this approxima-
tion. If there exists the correct dynamical theory on binary mixture it will
continue to the effective one-component theory in the limit of the disparate
time scales and is able to tell us the quality of the adiabatic elimination.
Therefore, the binary MCT can be tested with such perspective [158]. We
also focus on this issue as a topic on the time scale separation.

Among the several theories of the glass transition, MCT for supercooled
liquid excels other theories in the sense that it is a first-principles predictive
theory |159] and is expected to play a role of a mean field theory of the glass
transition [3]. It succeeded to describe the special feature of the dynamics
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Figure 5.2: Experimental phase diagram for binary mixture of colloidal suspension
with size ratio 6 = 0.11. Reproduced from [2]. Vertical and horizontal axis repre-
sent respectively the total packing fraction of colloidal suspension ¢ and volume
fraction ratio of the smaller particle Zg. Aqua and violet lines represents the fluid-
solid binodal and the glass transition line. Open pink square is the crystal phase
formed by the larger component. Filled blue triangle is sample phase-separated
into fluid and crystal. Filled squares represents the glass phases.

of the density correlation function in supercooled liquids: the two step re-
laxation through a long plateau. But on the other hand it is known that
MCT has several shortcomings. For example, MCT predicts the divergence
of the relaxation time of the density correlation function at a finite temper-
ature or a finite packing fraction, while such a divergence is not observed in
experiments. This is called the dynamic transition of MCT. Although the
transition itself is unphysical, it is appreciated to detect an onset of the slow
dynamics of the supercooled liquid. As a graver example of the drawbacks,
we focus on the time scale separation between the large and small particles
in highly asymmetric binary mixtures.

MCT for binary mixtures can be derived as a straightforward extension
of that of the monodisperse liquids [159]. But it has obvious difficulty in the
limit that diameter of one species become infinitely smaller than another.
In such limit one expects that the smaller particles can move around the
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larger particles even if the large particles exhibit the glass transition. In fact,
such phase is observed in an experimental system on the colloidal suspen-
sion [2,121,/122]. As shown in Figure when the volume fraction ratio
of the smaller particle is not large, only the larger species undergoes the
glass transition while smaller remains in the fluid phase (green symbol). In
other words, the time scales between the large and small particles are sepa-
rated. But when the smaller particles dominate the system, they form the
glass phase by themselves and the larger becomes frozen-in the environment
formed by the smaller particles (shown in red symbols). On the other hand,
MCT for binary mixture predicts that the dynamic transition of collective
motion of large and small particles occurs at the same parameter irrespective
of the size ratio [160]. It suggests that the time scale separation between the
large and the small particles is never achieved [123,161]. This prediction does
not necessary hold for self correlations. Indeed, it is shown that in binary
hard sphere mixture of § S 0.2, MCT predicts the existence of the phase at
which the self motion of small particle is ergodic while other dynamic com-
ponents, i.e., the self motion of the large particle and the collective motion
of both species, exhibit the dynamic transition [113[123]. So far the time
scale separation between large and small particles is explained within the
binary MCT by using the fact that the dynamic transition of the self corre-
lation of small particle does not occur at the same parameter as the dynamic
transition of the other correlations.

In this chapter we report that the binary MCT can describe the time scale
separation between large and small particle only within the corrective density
fluctuation. On the other hand, we also show that the binary MCT does not
continue to the effective one-component theory in the limit of disparate size
ratio. Note that the numerical result for the binary hard sphere mixtures is
almost a reproduction of the result reported by Voigtmann [123]. We stress
that our contribution is an another interpretation of his results.

The present chapter is organized as follows. In Section [5.2]we describe the
model binary mixtures considered in this chapter and the MCT for binary
mixtures. The numerical results are presented in Section We summarize
our results and give a discussion in Section [5.4]
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5.2 Description of Model and Method

5.2.1 Binary mixture

The system of the binary mixture is uniquely determined by the size ratio
0, the total packing fraction ¢, the packing fraction ratio of smaller particle
Zg. Other quantities are dependent of these three parameters. For example
the number density p is given in 3-dimensional systems by

P = %b (.IA,‘5573 + i’L) . (51)

Here 2, = 1 — Zg is the volume fraction ratio of the larger particles and we
normalized the length scale of system by the diameter of the larger particle.
In addition to g we shall introduce another parameter to represent degree
of mixing:
B+ (1 - 83)ig]
which is the mole fraction of the smaller particles.

The interaction between hard sphere ¢ and j is given by

0 i > Ogi
U:{ " = i (5.3)

00 Ty < 055

(5.2)

Zs

with r;; being distance between particle i and j. 0;; = (0; + ;) /2 and o; is
diameter of ith particle. The Asakura-Oosawa (AO) model is the mixture of
colloidal particle and polymer in the # solvent. The polymers are modeled
as ideal gas. Thus it is defined by [147]

0 ry>0iu . , )
U, = “ Y4 and j for colloid,
o0 Ty < Oy

0 Tii > 044 . . .
Up = / 74 for colloid, j for polymer,
00 Ty < Oy

Up = 0 i and j for polymer. (5.4)

5.2.2 Binary Mode-Coupling Theory

MCT provides the time evolution of the density correlation between each
species:
Dus(g,t) = (9palq, t)op3(q,0)), (5.5)
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here Greek indices stand for species of particle. * represents complex con-
jugate. For hard sphere system o, = L,S. L and S stand for large and
small species. For the system of the AO model a, 8 = ¢,p. ¢ and p stand for
colloid and polymer.

300(a.) = = 3000 = (2mPila)y (56)

is the density fluctuation of species «v in the Fourier space. q is wavenumber.
! (t) is the position of ith particle of species « at time ¢. N, is number of
particles of species a and N is the total number of particles.

In the time domain the dynamic equation of MCT for the overdamped
system reads with adopting the dyadic abbreviation [162],

t
P0b(q,t) + 8 (g)B(q.1) + /0 d M[®](q,t — )D(q,#) =0, (5.7)
where 7'(? and S(q) represent respectively the short time diffusion timescale
and the static structure factor. We have to adopt these quantities as in-
puts since they are not determined within MCT. M [®](q,t) is the so called
memory function which represents the nonlinear feedback of the density fluc-
tuation in dense liquids and given by

1 B N
Maﬂ[q)Kq?t): 2xal‘ﬁpq2/(2ﬂ)3vj&g/ Oé/ﬁ’(kvt)q)a”ﬁ”<p>t)v,3qﬁ7’ﬁp’" <5'8)

Here summation over repeated indices is imposed and p = q — k. We intro-
q;kp

duced the vertex function V.17, as
Vc?;’?ozf” = (j ’ kpcaa’(k)éaa” + q s PPCau (p)éaa’a (5-9)

where ¢ = q/q and ¢(q) is the direct correlation function which is related to
the static structure factor by the Ornstein-Zernike (OZ) equation [163],

peap(@) = == = [S7H(a)] 15 (5.10)

The dynamic transition point ¢q(d,Zs) is defined as a threshold packing
fraction at which the density correlation function ®(q,t) becomes no longer
ergodic. Therefore we may work on the long time limit of (5.7). The long
time limit of the density correlation function is called the Debye-Waller (DW)
factor: F(q) = limy_,o, ®(q,t). It satisfies

F(q) = S(q) — [S™'(q) + M[F](q)]

-1

(5.11)
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5 | gc Ny | Ag
0.4 200 512 | 0.391
0.3]200 512 |0.391
0.2 300 1024 | 0.293

Table 5.1: Parameters associated with discretization of (5.7)) and for each
investigated size ratio § and region of volume fraction of small particle Zg for the
systems of the hard sphere mixtures. g¢. is a ultraviolet cutoff wave number and
Ny is number of grid point. Agq is the grid spacing.

This is a self-consistent equation for the DW factor. Note that qu is absent
in (5.11)) since a time derivative of the density correlation function always
vanishes in the long time limit. Thus input to is the static struc-
ture factor only. MCT also predicts the dynamics of the self intermediate
scattering function. Its long time limit is called the Lamb-Mossbaur (LM)

factor, . .
falg) = lim (e'rmeBgiama(0)), (5.12)

Here r, without index of the particle ¢ stands for the position of the tagged
particle of species a. f,(q) is evaluated within MCT as

fa = 1_[1+mZ[F7f]]_17 (513>

< 1 Pk o ak s
AP = = [ G P W), G
VIt = (@R pt (R} (B). (5.15)

Note that in sum over only o/ and ' are imposed.

We numerically solved and determined the dynamic transition
point. We discretized on interval ¢ € [0Agq : q.] where an offset 6 = 0.5
is introduced to avoid the infrared singularity in memory function [164]. The
grid spacing Aq is dependent of number of grid points N,. We show in Ta-
ble the value of these parameters we have chosen for each size ratio o
for the hard sphere mixture system. Since the ultraviolet cutoff g. must be
much larger than the inverse of the shortest length scale of the system, the
smaller 9, the larger ¢. is needed. While for the AO model one need not
to have a large ¢. since the shortest length scale of the system is not ¢ but
op = (1 +9)/2 ~ 1 and does not much depend on §. We employed an
efficient numerical evaluation of the memory function called the Bengtzelius’
trick [165] described in Appendix [E| Note that a limit of the one-component
system, g = 0 or g = 1, is singular as seen by the definition of the mem-
ory function . But this singularity can be avoided by transforming the
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dynamic equation or its long time limit according to the method
described in Appendix [E.2]

We briefly describe the mathematical structure of the binary MCT which
leads the dynamic transition for both species at the same parameter and
forbids the complete time scale separation between the large and the small
particles. For more complete discussion the reader should refer to [160,(166].
The equation we are concerned with, , is a self-consistent equation for
DW factor F, solved by substituting the value of the left hand side (LHS)
iteratively to the right hand side (RHS). Let us denote the RHS of as
Z[F] and write

F =TI|F]. (5.16)

The iterative procedure to obtain the numerical solution of starts by
choosing a candidate of the solution, say F°, and substitute it into the RHS
of (5.16). Then one obtains F' = Z[F°]. When a trial function F™ is
sufficiently close to the genuine solution F' the difference between F™ and
Ftl say §F = F*"*!' — F" will be small. Their difference can be computed
within the linear order to 0 F as

Frt? — il = Z(F") — Z[F"] = C[6F] + O(§F?), (5.17)
with
Clh)=2(S — F)M[F,h|(S - F). (5.18)
Here M with two arguments is defined by
M.s3]A, B] = ! / &k VI A (k) Bon g (p)VIEP (5.19)
T 2wgappg? | (2m)3 ol e e '

Thus M [F, F] is the ordinary memory function defined in . C is called
the stability matrix of a self-consistent equation and it can be proven
that C is positive definite matrix. It means that if F™ is positive definite
F™*1 is also positive definite. Since usually F° = S is chosen as a starting
point and S is positive definite, the fixed point F' becomes positive definite.

This property forbids the solution to (5.16]) to be

_( Fuelg) Fus(q) \ _ ( Fre(e) Frs(q)
Fla) = ( Fsi(q) Fss(q) ) B ( Fsi(g) 0 ) ' (5:20)

In other words the positive definiteness of the stability matrix C forbids
the complete time scale separation between large and small particles. If one
choose a positive semi-definite F° as a starting point the iterative procedure
leads to a trivial fixed point F' = 0.
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For later use we define the right and left eigenvector e and é to the max-
imum eigenvalue of the stability matrix C [162,]166]. We impose following
normalization to them.

trjee] =1, tr[ee(S—F)'e] =1. (5.21)
With these normalizations so called MCT exponent A is defined by
A=tr[e(S— F)Mle,e](S — F)|. (5.22)

This exponent A varies from 1/2 to 1 and characterize the types of the dy-
namic transition of MCT. In the case of mono-disperse hard sphere system
with its static structure factor evaluated by using the Percus-Yevik (PY)
approximation A takes the value about 0.74.

5.2.3 Schematic Model

To focus on the mathematical structure of the binary MCT we consider
a schematic version of . The schematic MCT is first introduced by
Leutheusser to investigate the mathematical aspect of the one-component
MCT, by ignoring the all the wavenumber dependence of the physical quan-
tities [167]. It was quite successful in unveiling the mathematical structure
of the dynamic transition of MCT [162]. The another advantage of the
schematic models is that they are free from the approximation in the static
input. In the full MCT one has to adopt the static structure factor. Obtain-
ing the accurate static structure factor itself is very hard problem, particu-
larly for dense liquids. So far no theory has succeeded to predict the static
behaviour of liquids within a systematic approximation. Thus it is difficult
to separate the origin of inaccuracy of the result obtained within MCT, static
or dynamic.
We propose following dynamic equation of schematic binary MCT.

0®(t) + S~'®(t) + /t dsM (t — 5)®(s) = 0. (5.23)

Here, 79 represents the short time scale matrix and its o3 component is
given by 705 = 700ap (no sum over a), where 77 represents diffusive time
scale of particle of species ov. Results obtained in this chapter do not depend
on the choice of 7°. § = ®(0) mimics the static structure factor. M(t) is
the memory function in the “full” MCT. In our model it is assumed to be

1

= —Vaa/a//¢a/ /@a// //V 131, 524
Ytwtop 5 Parpn Vg (5.24)

Mg
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with vertex tensor V,s,. x, and p are respectively the mole fraction of the
small species and the density of the liquid. We assume following symmetries

VCYB’Y = Vav,@a (525)
Vags = 0 (a#P), (5.26)
Vaag = Vgﬁa. (527)

It can be checked that these symmetries hold also for the original vertices, see
(5.9). These assumptions reduce the number of independent components of
the vertices, to only three: Virr = Vi, Vess = Vss, Virs = Visr = Vssr =
Vsrs = Vis.

Next we connect V' with real fluid parameters, total packing fraction ¢,
size ratio 0 and mole fraction of smaller particle xg. The vertex functions for
the original MCT are proportional to the direct correlation function pec(q).
Thus we suppose that V,5 = pc.g. We can impose some thermodynamic
consistency constraints to each element of ¢ [168].

1. In the limit g = 0 or x; = 0 binary mixture continues to the mono-
disperse system. Since ¢ has dimension of [length]?, it follows that

0*crileg=0 = Csslrg=1- (5.28)

2. The binary mixture with size ratio 6 = 1 must represent mono-disperse
system. The direct correlation function is defined as c,3 = 62F/0pad P38
where Fi, is the excess free energy functional, and F,, for such system
should become symmetric with respect to the interchange of the species.
Thus we have for § =1,

Cr, — Css = Cr,s — CsL, ((5 = 1). (529)

3. The third constraint comes from the ideal gas limit of the smaller par-

ticles: 0 = 0. In such case the smaller particle does not contribute to
Fox. Thus,

5F€X
dps

=0=cgs=crg =cs, =0 (5:0) (530)

Taking these constraints into account we set V' as

53 63/2
ad 1p_¢, Vig= Vg, = 22 (5.31)

Vip = ———
LL 1_¢7

Vss =
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In addition to above thermodynamic consistencies we have assumed that
the vertices grow up proportional to (1 — ¢)~!, and that Vg and Vg is
proportional to §%/2.

Another static input is the static structure factor S. In real liquid S is
expressed in terms of ¢ by using the OZ relation. But here we do not adopt
it. If we use the OZ relation it reads roughly § ~ ¢! ~ 1 — ¢. Thus S
decrease with ¢ which is not realistic behavior as the model of the liquid [[]
Thus we assume S as increase with ¢, like in real liquidﬂ.

Spp =z +37¢0, Sss=xs5+ 2%, Sis=Ssy=2ris¢. (5.32)

The first term in Sy and Sgg mimic the large ¢ asymptotic value of the
static structure factor. The first term in Srg and the second terms for Sy,
and Sgg represent peak values of the static structure factor. Note also that
these choices of S are consistent with the third thermodynamic consistency,
but not with the first and the second.
One can evaluate the long time limit of for the DW factor F' =
lim; o ®(%) as
F=S-[S'+M[F]] " (5.33)

We distinguish glassy and liquid phase by the value of the DW factor, non-
zero or zero respectively.

1One might argue that we have to take first S so that it grows with ¢ and eventually
determine ¢ by OZ relation. But in that way it is hard to require the thermodynamic
consistency conditions, since S is dimensionless.

2This set is chosen by try and error.
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5.3 Results

5.3.1 Hard Sphere mixture

055 Dynamic transition line for § = 0.4, (N, k.) = (512,200)
: | | | \

0.545

0.54

0.535

0.53
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0.52
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Figure 5.3: Dynamic phase diagram of binary hard sphere mixture with size ratio
6 = 0.4 within the binary MCT.

The case for § = 0.4

We estimate the dynamic transition point by using the bisection algorithm for
packing fraction ¢, by numerically evaluating with the static structure
factor evaluated by the analytical solution of Percus-Yevik(PY) approxima-
tion [169]. We show in Figure the dynamic phase diagram obtained by
MCT. A cross represents the dynamic transition point ¢4 for given § and Zg.
Above ¢4 the DW factor is finite and the ergodicity is broken. Below ¢4 the
DW factor F' = 0 and the system is in the liquid state. E| The convex shape of
the transition line shows that mixing of smaller particle with og = 0.4 always

3 As we stated in the introduction, although the dynamic transition itself is not observed
in the experimental system, it is expected to indicate the onset of the slow dynamics of
supercooled liquids. Hereafter sometimes ¢ > ¢4 is called the glass phase in a conventional
meaning.
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shifts the transition line to the high packing fraction. Note that the convex
shape of the transition line is qualitatively consistent with the experimental
result on colloidal suspension with ¢ = 0.11 [2] (See Figure [5.2).

We show in Figure the MCT phase diagram together with the magni-
tude of the DW factors Fi;(¢q) and Fss(q). The representative wavenumber
is chosen as the peak wavenumber of Sr1(q). They are normalized by their
initial values, namely S;.(q) and Sss(g). Dynamic transition of Fyj is or-
dinary discontinuous one and its jump height becomes slightly larger as g
increases. The jump height of Fgg changes more obviously with its compo-
sition. In small Zg region the discontinuity is relatively small. One can see
a jump in the discontinuity at zg ~ 0.5. The small Fgg at ¢q is seen not
only for the representative wavenumber but also for other wavenumbers. We
show in Figure the DW factors at the dynamic transition point for sev-
eral Tg as a function of wave number g. One can see that between g = 0.4
and 0.5 there is a jump in DW factors for all g. This can be interpreted as
localization(delocalization) of small(large) particle [111,|123].
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Figure 5.4: Color map of the DW factor for § = 0.4. The jump height of Fgg at
the transition point is small compared with Fr;,. The wave number ¢ is chosen as
peak wave number of Sy .
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Figure 5.5: Wave number dependence of the DW factor at the dynamic transition
point for several Zg. Arrow indicates the representative wavenumber chosen in

Figure 5.4
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Dynamic transition line for § = 0.3, (N, k.) = (512, 200)
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Figure 5.6: Dynamic phase diagram of binary hard sphere mixture with size ratio
6 = 0.3 within MCT.

The case for § = 0.3

Figure and shows the dynamic phase behavior and the DW factor
for the systems of size ratio 6 = 0.3. Fp shares the same qualitative trend
as 0 = 0.4. While the small discontinuity at the dynamic transition point
for Fsg is more pronounced. This behavior of Fgg indicates that the density
correlation function ®gg(t) relaxes to almost zero even in the non-ergodic
phase. Thus we expect that the small particles effectively behave as a fluid
if the DW factor is too small to distinguish from zero. In order to check this
idea, we numerically evaluated to investigate the time evolution of the
density correlation functions.

We show in the bottom panel of Figure the dynamics of correlation
functions near the dynamic transition point. The total packing fraction is
taken as ¢ = ¢q (1 — 10_”/3). Thus the larger the n, the closer to ¢4. The
volume fraction of the smaller particles is chosen as g = 0.01. One can see
that both ®;; and ®gg slow down on approaching the dynamic transition
point. But the height of the plateau for ®5g is much smaller than that of & ;.
From the numerical point of view a plateau with sufficiently small height can
be regarded as 0. Then it is possible to argue that the smaller particles is in
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the fluid phase even if the dynamics of the larger particle shows a two step
relaxation. In other words, the larger particles exhibit the glass transition,
while the small particles stay in a fluid phase. This observation does not
conflict with the prediction by [160], which states that the Fp, and Fgsg
undergoes the dynamic transition at the same packing fraction, regardless of
the magnitude of size ratio §. The theorem does not tell the height of the DW
factor at the dynamic transition point. We observe that when ¢ is sufficiently
small and Zg is not so large, the jump height of the Fsg becomes negligibly
small. Therefore, numerically speaking, the dynamics of ®g5 does not slow
down upon approaching the dynamic transition point, while the relaxation
time of the larger particle divergently grows. In other words, the time scales
between the large and the small particles is separated. Note that the height
of the DW factor depends on the wavenumber, as shown in the top panel of
Figure One can see that the small Fgg is observed for the almost all
wavenumbers when the volume fraction ratio of the smaller particle g is not
too large. On the other hand when g > 0.2 it is no longer the case.

In order to observe the time scale separation between the large and small
particle more concretely, we extract the relaxation times of the correlation
functions. The relaxation time is defined by the time when the correlation
becomes 1/e of its initial value. They can be considered for each correlation
functions in binary mixtures, i.e., @5, P55 and ®;g. Let 7, and 75 be the
relaxation times for ®;; and ®gg5. Namely,

rr(q,7e(q)) = 1/e, Pss(q,7s(q)) = 1/e. (5.34)

Note that the relaxation time is dependent of the wavenumber. We show
this dependence for the binary mixture with size ratio 6 = 0.3, g = 0.01,
0.02 and 0.03 in the left panel of Figure 5.9, Line color corresponds to the
distance from the dynamic transition point measured by the packing fraction

®,
¢=¢aq(1—107%), n=4,56,7,8. (5.35)

One can see that for all g the relaxation time of the large-large correlation
71.(q) grows with packing fraction for almost all wavenumber. On the other
hand the behavior of 75(q) dramatically changes with #g. For g = 0.03,
7o(q S 21) and 71(¢ S 27) grow with increasing the packing fraction. It
means that the time scales relevant with the length scale greater than the
diameter of the larger particle slow down, both for large and small species.
But when the volume fraction of the smaller particle is as small as g = 0.01,
Ts(q ~ 2m) no longer grows like 7, (¢ ~ 27). In MCT it is known that the re-
laxation time from the plateau (not from the initial value) follows the power
law divergence toward the dynamic transition point. Let us discriminate it
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from our 7 and call ‘alpha-relaxation time’ 7¢.

T o (¢ —¢a) (5.36)

where v is a system dependent, non-universal exponent. We plot our relax-
ation time 7(q) with the distance from ¢q in the bottom panel of Figure .
For g = 0.01, shown in the top right, 7¢ shown in open symbols for several
wavenumbers do not diverge toward ¢q, while 7, (¢ = 27) and 77,(¢ = 27 /oLs)
follow . This result shows apparently the time scales for small particle
are separated from the large particles, as observed in the experiment. We

note that the whole behavior does not depend on the choice of the short time
scale 7% in (5.7).
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Figure 5.7: Color map of DW factor for § = 0.3. Its small-small component looks
exhibiting a continuous transition in small Zg.
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Figure 5.8: Top: The wave number dependence of the DW factor at ¢4 for g = 0,
0.01, 0.2 and 0.7. Size ratio is 6 = 0.3. When the fraction of the smaller species is
sufficiently small the DW factor of smaller particle is negligibly small. Arrow and
vertical black line indicates the representative wavenumber chosen in Figure
and the bottom panel of this figure. Bottom: Dynamics of correlation function.
Bold and thin line respectively corresponds to ®r; and ®gg. The wave number is
chosen as the value indicated by the arrow in the top panel. Packing fraction is
¢ = ¢q (1 — 10*”/3). Zg is chosen as g = 0.01. Dotted horizontal line indicates
the value of 1/e.
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Figure 5.9: Left panel: Relaxation time for &7, and ®gg as functions of wavenum-
ber, defined in ([5.34). Bold and thin lines represent respectively 77,(¢) and 75(q).
Different color means different packing fraction according to (5.35)). From top to
bottom, volume fraction ratio of the small particle is chosen as £g = 0.01, 0.02 and
0.03. Right panel: Scaling plot of the relaxation times near the dynamic transition

point ¢gq.
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The case for § = 0.2

Exploration for further disparate ¢ gives a useful insight to the origin of the
time scale separation for small § and small Zg.

We first show the dynamic phase diagram obtained within the numerical
evaluation of the long time limiting equation in the top of Figure m
The shape of the dynamic transition line starts to wind at small Zg. So far
we do not have a physical interpretation of this winding.

We show in Figure [5.11] color maps of the DW factors together with the
phase diagram. As before, the peak wavenumber for Sy (q) is chosen as
the representative q. The small jump for Fgsg at the dynamic transition
point for £g ~ 0 is even clearer than 0 = 0.3 case. Not only that, Fyg
looks exhibiting a continuous transition at £g = 0, which is not the case in
0 = 0.3. To check this we plot Fgg at the dynamic transition point in the
bottom panel of Figure [5.10] One can see that Fgg for &g = 0 is 0 for all
wavenumber ¢, which is in contrast with the case for 6 = 0.3, see top panel
of Figure 5.8, This feature clarifies the reason why the time scales between
the large and small particles decouple for small 6 and zg. The binary MCT
continues to the one-component MCT for corrective density fluctuation and
self correlation function when the volume ratio of one of two components
becomes zero [166]. Thus in the limit £g — 0 the equations we are dealing
with continues to the MCT for F.(¢q) and self correlation for small particle
fs(q). As Voigtmann has shown in [123] for § < 0.2, the self correlation
of small particle starts to decouple from other correlation functions when
Zg is not too large. We stated that in Section that in binary MCT for
corrective density fluctuation F,s(q), the dynamic transition occurs at ¢q4
for all of the components [160]. While in general the self part f, need not
to undergo the dynamic transition at the same time. Indeed in the present
situation, the small component of the self correlation function fs(g) remains
0 at the dynamic transition point. We show in Figure the dynamic
transition line for the LM factor for small particle together with the one for
the DW factor. One sees that the transition of fs indicated by the green
line occurs at the higher packing fraction than the dynamic transition point
for corrective fluctuation, indicated by the red line. As we stated, Fgg in
corrective MCT for binary mixture continues to that for fg when Zg is very
close to 0. Thus for small zg, Fgg is expected to behave similarly with fg.
The numerical result shows that fg is 0 at the dynamic transition point for
corrective fluctuation. Thus Fsg at ¢q becomes small, leading to the time
scale separation between the large and small components. Note that for
0 > 0.3 the dynamic transition for Fi,3 and fg occurs at the same packing
fraction ¢. The time scale separation in 6 = 0.3 shown in Figure [5.9 was
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Figure 5.10: Top: Dynamic phase diagram of binary hard sphere mixture with size
ratio 0 = 0.2. Bottom: Wave number dependence of DW factor at the dynamic
transition point for several g for § = 0.2.
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Figure 5.12: Dynamic phase diagram for binary hard sphere mixture with size ratio
0 = 0.2. Red and green line indicates the dynamic transition line for corrective
fluctuation F,g and self correlation for small particle fg respectively. Blue line is
a glass-glass transition characterized by the jump in the DW factor, observed in
the bottom panel of Figure Data for blue line is taken from [123]. Inset is
the magnified phase diagram around small Zg.

the asymptotic sign of the complete separation in the corrective and self
correlation in 6 = 0.2.
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5.3.2 Asakura-Oosawa model
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Figure 5.13: Static and dynamic phase diagrams of the AO model binary sys-
tem within FMDFT and MCT. Line color indicates the MCT exponent A at the
dynamic transition (see text).

We have shown in Subsection that the binary MCT is capable of
describing effectively the time scale separation between large and small com-
ponents. Then it is natural to expect that the binary MCT successfully
continues to the effective one-component theory in the limit of disparate 9.
The effective one-component theory is well studied in the AO model, rather
than the hard sphere mixture ,. As we mentioned in the introduction,
the adiabatic elimination of small polymers induces the depletion interaction
between big colloidal particles [147]. One-component MCT for the system of
colloidal particle interacting with this effective AO potential was very suc-
cessful . Thus in this subsection we investigate the binary MCT for the
AO model and compare the results with that of the effective one-component
MCT. Note that this comparison has already been carried out by Zaccarelli
et al., for very limited parameter space . We here try to re-examine
them more thoroughly.

We solve the long time limiting equation for the corrective and self density
correlation function . We employed the static structure factor evalu-
ated within the fundamental measure density functional theory (FMDFT)
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for the AO model as input quantities [172]. We describe the details of ana-
lytical expression of the direct correlation function obtained in FMDFT in
Appendix [D] We show in Figure the static and dynamic phase diagram
for several size ratio 0 = 0.6, 0.4, 0.2, 0.12 in ¢.~¢, plane. Red line is the
spinodal for phase separation between the large colloids and the small poly-
mers above which a mean field approximation used in FMDFT is Violatedﬂ
¢p = 0 corresponds to the one-component hard sphere system, thus the sys-
tem exhibits the dynamic transition at ¢. = 0.516 for all §. On adding
polymer the transition line goes to the low density side for all investigated 9.
Upon further increasing the amount of the polymer the dynamic transition
line bends and starts to follow the shape of the spinodal line. Let us call
the dynamic transitions before and after the kink “hard sphere type” and
“spinodal driven type”, respectively. As will be discussed later, the latter is
caused by a precursor of the divergence in S(q¢ = 0) at the spinodal point.
It is believed that the dynamic transition for ordinary hard sphere model is
caused by the growth of the first peak in the static structure factor S(q ~ 2m).
The dynamic transition in the spinodal driven branch is clearly not of this
type. Rather it looks an artificial transition. Note that for § = 0.12, all of
the transitions are caused by the spinodal and one does not observe the kink
anymore. In order to show the distinct signature of the two types of the
dynamic transitions, we investigated the MCT exponent A, defined in .
The value of A jumps at the kink of the dynamic transition line in Figure
5.13, indicating that the nature of the glass transition has been changed.

We investigate the structure of the two distinct dynamic transitions. We
show in Figure |5.14] the DW factor, the LM factor and the static structure
factor from top to bottom, for the binary AO model with § = 0.4. The
left and right columns correspond to the quantities for colloid and polymer
respectively. The four values of ¢, are chosen as, ¢, = 0: 1-component hard
sphere system, ¢, = 0.023: the point just before the dynamic transition
changes from the hard sphere type to the spinodal driven one, ¢, = 0.024:
just after the kink, and ¢, = 0.199: the largest ¢, investigated in the present
study. It is clear that at the kink of the dynamic transition line, the DW
factor for large-large correlation changes discontinuously (see green and blue
line in top left panel in Figure , while static structure stays pretty much
the same, as shown in the bottom panel. Note also that the LM factor f. and
fp become suddenly 0 at the kink. These qualitative features do not depend
on the size ratio 9.

We compare our results with the phase diagram obtained within the effec-
tive one-component theory. We employ an effective one-component MCT for

4H. Léwen, private communication.
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Figure 5.14: From top to bottom the DW factor, the LM factor and the static
structure factor for 6 = 0.4 at the dynamic transition point are shown. Green and
blue line indicates quantity corresponding to type 1 and 2 of dynamic transition,
respectively. One sees that in phase 2 the LM factor is 0 for both species.

the AO system which is proposed and investigated by Zaccarelli et al. [15§].

F = S—(S*t—M)™, (5.37)
1 &Pk
M = — akp (L F .
s | VA EOF ) (5.9
VEP = G- kpe™ (k) + G- ppec™(p), (5.39)

eff

here S = S../x.. The effective direct correlation function ¢* is evaluated

from S(q) by using the OZ equation,
pec™(q) =1— 1 (5.40)
S(q)
We show in Figure the comparison of phase diagram obtained within the
effective one-component MCT (5.37)) and binary MCT for AO model. One
can see apparently these two theories contradict each other. For 6 = 0.5,
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since the adiabatic elimination of small particle cannot be justified, the binary
theory (green line) is expected to be accurate. In fact this is confirmed by
the numerical simulation [158]. For 6 = 0.15 the dynamic transition line for
effective one-component theory indicated by the red line in the bottom panel
of Figure [5.15| goes to high ¢. region when one starts to add polymers to the
pure hard sphere system. It means that the glass formed by the hard sphere
“melts” by adding polymer and further adding polymer causes the glass
transition again. This re-entrant transition is the one of the most important
predictions of the effective one-component MCT and has been confirmed
in experiment [148,/149]. Thus in 6 = 0.15 the adiabatic elimination of
polymer is working. On the other hand, the binary MCT for 6 = 0.15
drastically deviates from the effective one-component MCT. As stated, most
of the dynamic transition in the binary AO model is caused by the precursor
of the phase separation spinodal. At the spinodal line the static structure
factor for ¢ = 0 becomes singular and as the precursor S,,(¢ — 0) grows
divergently on adding polymer. We show in Figure the static structure
factor S.. and S, for two state points. One is just before the ‘melting’
point when one fixes the ¢. = 0.520 and starts to add polymer to the pure
hard sphere system, corresponds to ¢, = 0.0075. Another is the state point
at which the re-entry to the glass phase occurs, when one further increases
the amount of polymer, corresponds to ¢, = 0.0530. These state points
are indicated by the pink squares in the bottom panel of Figure [5.15 In
general, the dynamic transition of MCT causes when the total magnitude of
the static structure factor exceeds some threshold value. Thus one can see
that the dynamic transition in binary AO model with disparate size ratio
is mainly caused by growing S,,. Zaccarelli et al. have concluded that the
discrepancy in phase diagram in = 0.15 shown in Figure [5.15]is due to the
incapability of time scale separation between the large and small particle in
the binary MCT. Figure [5.16|implies that the discrepancy was caused from
the sensitivity of S, to the spinodal. The possible explanation is either of,

e The binary MCT is wrong, as Zaccarelli et al. has argued. If there
exists the correct version of binary MCT it has to be more insensitive
to the growing S,,,.

e The FMDFT overestimates the S,,.

Thus, in order to clarify whether the binary MCT continues to the effec-
tive one-component system, one should employ the model or static structure
factor without spinodal instability, like binary hard sphere mixture approxi-
mated by the PY closure.
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phase diagram of AO model with § = 0.5
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Figure 5.15: Phase diagram for the binary AO model and the effective one-
component theory. Top: § = 0.5, Bottom: § = 0.15. These parameters are

chosen according to [158]. Filled pink squares in the bottom panel represent the
state points chosen in Figure
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Figure 5.16: Static structure factor of the binary AO model for § = 0.15, ¢, =
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5.3.3 Schematic model
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Figure 5.17: The DW factor for 6=0.5 (top), 0.3 (middle), 0.1 (bottom). In each
rows, the left and right panel represents Fr;, and Fgg. For visibility we vertically
displaced plots for different zg. We can see that for all §, Fgg undergoes almost
continuous transition at the dynamic transition points.

In order to investigate the mathematical structure of the binary MCT,
and to clarify the origin of the time scale separation observed in Subsection
we analyze the schematic version of the binary MCT introduced in

Subsection [5.2.3]
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Figure 5.18: Semi-log plot for Fgg versus the packing fraction. Left: § = 0.3.
Right: 6 = 0.1. The first transition at the lower ¢ occurs as the same time as Fp ..

We show in Figure the DW factor as functions of the packing fraction
¢ for several § and xg, obtained by numerically solving . Our model
achieves the dynamic transition upon increasing ¢. The dynamic transition
occurs for the all components of the DW factor F' at the same parameter,
due to the positive definiteness of the stability matrix. We observe an almost
continuous transition of Fgg when ¢ is small. This is consistent with the
experimental [2] and the full MCT [123] results. On the other hand, we do
not observe a marked xg dependence, contrary to the result obtained for the
hard sphere mixtures.

When the size ratio becomes as disparate as 6 = 0.1, we can see that Fgg
looks zero for almost all ¢ and zg. In other words, the small particles can
still move around even if the larger one is in the glassy phase, which means
that the time scales between ®;; and ®g¢ are effectively decoupled. This
is more apparent when one plots Fgg in semi-log vertical axis (See Figure
5.18). Upon increasing the packing fraction from 0 one first encounters a
discontinuous dynamic transition for Fp; and Fgg at the same time. But
the discontinuity of Fsg is so small that it can be only observed within the
logarithmic plot. This feature is very similar to the result of full MCT. At
higher ¢ one encounters a second glass-glass transition, which is apparent for
Fgs. These two-step transitions are somewhat similar to that Franosch and
Gotze have observed in their schematic binary MCT, which is even simpler
than our model [173]. For a = 1,2

F, = 1—[1+M,JF] ", (5.41)
M, = vF}+ v, Fi\Fy+ v Fy, (5.42)
M2 = 1UF12—|—U)1F1F2+U]2F22 (543)
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species 1

species 2

Figure 5.19: Schematic picture of the complete separation in the Franosch-Gotze
model.

Their model does not contain the cross correlation Frg. When w = 0 and
hence there are no bilinear feedback in My by F}, the model exhibits the
phase at which species 1 is non-ergodic while 2 still remain ergodic (see
the black line of Figure [5.19). Further increasing v, species 2 exhibits a
continuous transition into the non-ergodic phase. This complete separation
is smeared out by small but finite w. It causes a small jump height of F, at
the first transition (see the red line of Figure . In this model the positive-
definiteness of the stability matrix is broken for w = 0 and is recovered for
finite w. One can check it by calculating the eigenvectors corresponding to
the maximum eigenvalue of the stability matrix:

e= ( 2 ) . (5.44)

e1 is always positive while e; = 0 for w = 0 and non-zero for w > 0. e; =0
is the result of the broken positive definiteness of the stability matrix.

We would expect that in our model small Fsg is achieved by small but
nonzero egg since complete separation is prohibited by the positive definite-
ness of the stability matrix. We show in Figure the ratio between LL
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Figure 5.20: Left: Scaling plot of egg/err, near § = 0. The volume fraction ratio
of the small particle is fixed to £g = 0.20. The eigenvector corresponding to the
maximum eigenvalue of the stability matrix at the dynamic transition point goes
to 0. Right: Scaling near £ = 0. Size ratio J is fixed to 0.1.

component and SS component of the right eigenvector corresponding to the
maximum eigenvalue to the stability matrix defined in . One can see
from the left panel egs/er goes to 0 when one decreases 6. It is a strong
evidence that our model achieves the complete time scale separation between
large and small particle in 6 = 0 limit by the same mechanism as Franosch-
Gotze model. Note also that as shown in the right panel of Figure [5.20
the limit of £g = 0 also continues to the complete scale separation. This
fact is consistent with the result obtained in Subsection [5.3.1l In the hard
sphere mixture for 6 = 0.2 the self correlation for small particle completely
decoupled from other fluctuations. And since the binary MCT continues to
the one-component MCT for Fp; and the self MCT for fs in Zg — 0 limit,
Fsg for small g behaves like fg. This is the origin of the small Fgg in the
full binary MCT. In our schematic binary MCT this decoupling starts from
§ S 0.8 (not shown).
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5.4 Summary and conclusions

In this chapter we have investigated the binary MCT for the hard sphere
mixtures, the AO model and the schematic model with the disparate size
ratio. We found that although the dynamic transition for the collective
motion of both species occurs at the same parameter, MCT can describe the
time scale separation between the large and small particles when the size
ratio is sufficiently disparate and the composition of the small particles is
not large.

This comes from the almost continuous transition of the DW factor of
small particle Fsg. Pgs(q,t) relaxes to very small value even nearby the dy-
namic transition point, since the height of plateau of ®(q, t) reflects the value
of F(q) at the dynamic transition point. MCT predicts that the relaxation
time from the plateau diverges toward the dynamic transition point, while
the relaxation time to the plateau does not exhibit a marked ¢ dependence.
Thus the actual relaxation time for small particle 7¢ does not diverge when
the dynamic transition is almost continuous, while 77, grows rapidly as shown
in Figure This is the mechanism of the time scale separation achieved
in the binary MCT. Then the next question is the origin of the almost con-
tinuous dynamic transition for Fisg. Investigation on the binary hard sphere
mixture with 6 = 0.2 revealed that the complete decoupling between the self
correlation of small particle fg and other dynamical components achieves
when ¢ is sufficiently small. In other words, the long time limit of the self
correlation of the small particles remains 0, while other dynamical compo-
nents of the DW factor and the LM factor undergo the dynamic transition.
The binary MCT for the corrective correlation function continues to the MCT
for the corrective correlation of the large particle F;, and the one for the self
correlation of the small particle fg in the limit of volume fraction ratio of the
small particle g goes to 0. Then Fgg with g ~ 0 behaves like fg, which is
0 at the dynamic transition point. Thus Fsg at ¢q becomes very small.

We have shown that in subsection that the binary MCT for hard
sphere mixtures is capable of describing the time scale separation between
the large and small particles when the size ratio ¢ is sufficiently disparate.
This fact implies that the binary MCT can handle the adiabatic elimination
of small particles. In other words, the binary MCT continues to the effective
one-component MCT when 0 and Zg is sufficiently small. To check this
hypothesis we numerically evaluated the binary MCT for the AO model and
made a comparison with the corresponding effective one-component MCT
in subsection The result is negative. The dynamic transition line
predicted by the binary MCT for the AO mixture considerably deviates from
that of the effective one-component MCT. The dynamic transition in binary
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MCT is driven by growing S,, near the spinodal point and is almost nothing
to do with S.., which is the only input to the effective one-component MCT.
The reason why the binary MCT failed is either of (1) binary MCT is wrong
and if there is the correct version of MCT the diverging .S, does not affect
the dynamic transition, or (2) The static structure evaluated by the FMDFT
is wrong. True S,, does not grow remarkably. Note that the hard sphere
mixture with its static structure being evaluated by the PY approximation
is free from a spinodal. It might be better to compare the binary and the
effective one-component MCT for such system. Or, a qualification of the
FMDFT for disparate ¢ is called for. To our knowledge, a comparison with
a simulation data has been carried out only for S, [172], and S, is left
untested.

Since essential and qualitative features of MCT are fully included in its
schematic version [167], one can neglect the all ¢ dependence and may be
able to capture the origin of the time scale separation in MCT. Moreover,
the schematic MCT is free from an approximation in the static structure
factor. Thus one may not worry about the accuracy of the static structure
factor and is able to concentrate on purely dynamic aspects of MCT. We
proposed and worked on a binary schematic MCT in Subsection and
Our schematic binary MCT successfully reproduced the effective time
scale separation, observed in the full MCT for the systems of the hard sphere
mixtures. The comparison with a more simplified schematic MCT proposed
by Franosch and Gotze revealed that the effective time scale separation is
a precursor of the complete time scale separation in 6 = 0, or g = 0 for
sufficiently small 9. In these limits the positive-definite nature of the stability
matrix is violated and it becomes positive semi-definite.
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Appendix A

Stochastic Calculus

In this appendix we summarize some basics on the stochastic calculus used
frequently in the thesis, based on literature [48]49]. Stochastic description
or stochastic modeling of the system is widely used, from the Brownian mo-
tion, chemical reaction to the financial analysis. There are two ways to treat
the stochastic process theoretically. One is on the stochastic differential
equations (SDEs), which describe the time evolution of the stochastic vari-
ables. The other is the description on the Fokker-Planck equations (FPEs),
which hold for the probability distribution functions (PDFs), rather than the
stochastic variables. Description on the SDE sometimes faces a severe diffi-
culty on applying the usual rule of the differentiation and integration since
the origin of stochastic nature is indifferentiable random process. While in
the FPE one is free from such mathematical subtlety since the random pro-
cesses are averaged in the PDF. In spite of such mathematically non-trivial
features, the SDE is commonly adopted to describe a stochastic process, as
frequently as the FPE. We deduce its reasons as follows.

e In many case one can obtain the SDE by an intuitive discussion (see
for example Appendix [A]). On the other hand it is not always clear
how one can model a system by using the FPE. Thus the SDE is easier
to derive when a system is given. As we have carried out in Chapter 3]
imposing constraints into the stochastic systems becomes much simpler
within the SDE.

e The SDE is easier to implement to the numerical simulation than the
FPE. It is constructed simply by adding the random process to the
ordinary differential equation. While one has to prepare a mesh grid
to solve the FPE since it is a partial differential equation.

e One can write down and analyze the SDE regardless of the nature of
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the random process. FPE can be derived only when the random process
is Markov. When the property of the random processes is dependent
of their past values, the description only withi the SDE is possible.

In Section we introduce the stochastic process and derive some mathe-
matical formulae. In Section we describe how to map the SDE to FPE,
by using the Kramers-Moyal expansion. We focus on the Brownian motion in
Section where the origin of the random process is thermal fluctuation of
the solvent. In the Brownian motion, magnitude of the fluctuation is severely
restricted by the consistency with the equilibrium statistical mechanics and
as a result several formulae like the fluctuation-dissipation theorem (FDT)
hold. The random processes are classified into additive and multiplicative
noises. Statistical properties of the additive noises do not depend on the value
of the stochastic variables, while that of the multiplicative noises do. The
additive noise can be treated in usual calculus but one has to be more careful
with the multiplicative noise. For example, the extension of the Brownian
motion into the case with the multiplicative noise fails in general. In Section
we present an exception of this failure, which is our starting point of the
calculation in Chapter [2|

A.1 Stochastic differential equation

The Langevin equation is a model SDE which has been introduced to describe
the Brownian motion. For simplicity we consider one Brownian particle
in a one-dimensional system. We use z(t) to represent the position of the
Brownian particle at time t. The forces acting on the Brownian particle
are, 1) the Stokes’ drag force, ii) an external force, and iii) the random force
exerted by the surrounding solvent particles. Thus the equation of motion
for a Brownian particle is

mi(t) = —ci(t) — O 4 f(1). (A.1)

Ox
Here m is the mass of the Brownian particle. Overdot represents the deriva-
tive with respect to time. —(z is the Stokes’ drag force and ( is a friction
coefficient. We assume that ¢ is constant. U(z) is potential and f(¢) repre-
sents the random force exerted by the solvent particles. It should be random
in the sense that it satisfies

(f(#)) =0. (A.2)

Here (-) represents an average on many realizations of the random noise. The
correlation time of this random stochastic process can be regarded as zero
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since it is a model of the force arisen from the collision of the solvent particle,
whose correlation time is order of picoseconds which is much smaller than
the characteristic time of the Brownian particle. This property is expressed
by (f(¢)f(t")) o< 6(t —t'). Here §(t —t') is Dirac’s delta function. It is known
that the magnitude of the variance of the noise f(t) is determined through
the equipartition theorem <mi;2 / 2> = kgT/2. Here we only quote the result
and left the derivation in Appendix [A 3]

(f(Of(H)) = 2kpTCo(t = 1). (A.3)

Here kg is the Boltzmann constant, T is the temperature of the solvent. Such
noise is called ‘white’ since the spectrum of the noise correlation obtained
by Fourier transform of with respect to time shows that it is consist
of spectra with all frequencies with the identical weights. Relation (|A.3)
connects the fluctuation of the solvent f(t) and the dissipation ¢ and called
the FDT. We also assume that the PDF of the noise f is given by the Gaussian
distribution. It considerably simplifies the manipulation of the stochastic
processes since the noise is characterized by only within the first and second
moment.

The white Gaussian noise is a mathematical idealization or an approxi-
mation of the real system. Below we describe its mathematical aspects. We
consider a following white Gaussian stochastic process £(t).

() =0, (€@EE)) = ot =1 (A4)

£(t) is random and its value is nothing to do with its value in the past, thus it
must be a non-continuous function for all t. While the position and velocity
of the Brownian particle must be a continuous function of time. It means
that any time integral of £ must be continuous. A quantity

Wi t
W, — Wy = / dw, = / dsé(s) (A5)
Wo 0

is called the Wiener process and must be continuous with respect to t. To
define the integral measure dIW, mathematically more rigorous one has to
discretize the integral range into n pieces with their width being At. Set
0=ty <ty <---<t,_1 =t Forany function of time G(s), the Ito integral
is defined by [26]

(1) /0 G(s)dW, = /0 G(s)(s)ds = m.s. lim ZG(tH) (Wi — Wi_4],
- (A.6)
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0 ® >
ti—l ti t

Figure A.1: Stochastic integral for Ito(red star) and Stratonovich(blue square)
definition.

here ‘m.s.” stands for the mean square limit. The mean square limit A =
m.s. lim,,_,, A, means that mean square of the difference between the left
hand side (LHS) and the right hand side (RHS) goes to 0 in n — oo. Thus
lim,, o <(A — An)2> = 0. One always has to resort to such an indirect
definition of integral, otherwise the limit n — oo or At — 0 of the RHS
of does not converge. Hereafter we abbreviate W; = W,,. The another
type of integral has been proposed by Stratonovich [27]

(S) /0 " G(s)dW, = m.s, lim zn: a <ti +2ti‘1> Wi —Wid (A7)

These definitions of integrals are illustrated in Figure[A.1] The two integrals
are in general different each other, depending on the property of the integrand
G(t). If G(t) depends on t through Wi, ie., G(t) = G(Wy,t) the different
definition leads the different value of the integral. On the other hand G(t)
is merely a continuous function of ¢, for example G(t) = 1, two integrals
coincide, which is the case with .

For both definition of the integral, following very important formula holds.

dW? = dt. (A.8)

It looks somewhat peculiar since the LHS is stochastic while the RHS is
deterministic. It comes from the fact that the integral is defined through an
average.
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Proof We abbreviate G(7;) with G; for notational simplicity. Throughout
the proof we employ the Ito integral. It is equivalent with (A.8]) to
show in

/t GOEWEP = ms. lim S G (Wi = Wir)?

ms. lim ZGi,lAW;, (A.9)
that A obeys

A= lim < [i Gi1(AW? — At)) > = 0. (A.10)

n—oo

Expanding [- - -] in (A.10]) gives,

n—o0

A = lim [<Zn:(Gi_1)2(AWf—Ati)2> (A.11)

7

+2<Z Gy (AW? = 6t)G, 1 (AW? — Ati)>

1<j

= lim
n—oo

Z (G V(AW?E — AL)?)

+2 i <Gj_1(AWj2 - Atj)Gi—1><(AWi2 - Atz)>

i<j

Here we assumed that G; is statistically independent with W;. In other
words, the value of G; is not correlated with the value of the noise at
the same time. This feature of GG is called non-anticipating. Hereafter
we only consider such physical quantities. By the definition of AW we
have

(AWE) = ((W(t;) — W (t:i1)?))

_ < ( /t t dfg(f))2> ~ At (A.12)
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and

((AW? = At;)?) < — 2(AW,)*At; + (AL)?)

4

:[“/"Mmmmwmwmmwm

ti—1

— (A)?. (A.13)

Since we assumed that £ is Gaussian process, we can make use of the
Wick’s theorem,

(€(M)E(m)&(13)E(ma)) = (§(71)€(72))(€(73)€(T4)) + 2permutations
= 0(m — 12)0(13 — 74) + 2permutations,

Thus (A.13) becomes
(AW? — At;)?) = 2(At)*. (A.14)

Plugging (A.12)) and - ) with (| - one has

A=21lim Y (G )AL =0. (A.15)

7

Here we have used the fact that >.! o« n, (G?) ~ O(1),At; < n™'.
Thus the formula (A.8) has been proven. O

With these preparations one can define the Langevin equation or SDE with
the multiplicative noise.

#(t) = f(x(t),t) + g(2(t), (D). (A.16)

Here f(z(t),t) and g(z(t),t) are given functions of = and ¢t. As shown below
this equation does not uniquely determine a stochastic process z(t). By
integrating (A.16)) from ¢ to t + At, one has

o(t+ A — z(t) = /Hmﬁ@@g (A.17)

t+A¢ Wit at
:/ dtlf(x(tl),t1)+/ AWy, 9(x(t1), 1),

Wi
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The second term in the RHS of depends on the definition of the
stochastic integral, Ito (A.6)) or Stratonovich . The difference between
them is given by

Wa

(s) / CAWagle(t).t) = (1) / AW, g(z(t). 1)

W1 Wl
I 0g(z,t1)
= dt t1),t)———=. (A.18
b5 [ natete). ) (s
The proof is almost the same as the calculation around (2.6). Thus one has
to give a definition of the stochastic integral in the second term in the RHS
of (A17).
We introduce a parameter a with 0 < o < 1 so that we can handle the
[to and the Stratonovich together.

= ax(t+ At)+ (1 —a)z(t) (A.19)
= z(t) + oAz (A.20)
= z(t+ At) — (1 — a)Ax. (A.21)

The formula is a relationship between integral measure. Here we trans-
late it to the differential formula. It is called the Ito formula. The formula
implies that AW ~ O(AtY/2). Thus in order to differentiate a com-
posite function of a stochastic variable one has to keep upto second order
to Azx. For general function f(z), one can expand f(x(t + At)) and f(x(t))
respectively as follows.

flx(t+At) = f(@*+(1—a)Ax) (A.22)
— @)+ (1 a)Azf(a) + %(1 a2 (A2 ()
+O((Az)?),

fz(t) = f(z" —alz) (A.23)
= )~ B f () + 50 (A (a) + O((Ar)?)
Thus subtracting these relations each other, one has
Af = [fla(t+AL) - f(x(t))
= P)Ar+ T2 ) (A O (An)) . (A24)

Keeping in mind that (Ax)? ~ (AW)? ~ At we take second order to Aw.
Note that if one chooses the Stratonovich convention (o = 1/2) the second
term in the RHS of ((A.24)) vanishes, and ordinary chain rule of differentiation

is recovered.
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A.2 Kramers-Moyal expansion

We define the PDF ®(X, ) by using the solution of SDE (A.40), x(t), as
O(X,t) = (6(X — x(t))). (A.25)

The probability that x takes value X; at time t; under the condition that
the value of x was X, at time t; is given by,

@(Xl,tﬂXo,to) == <5(X1 — x(tl)»Xo (A26)

(to)"

Here (---) Xo(ty) Means that the average is taken under the condition that
x(tp) = Xo. When the stochastic process is Markovian, i.e., driven by a
white noise, the Chapman-Kolmogorov equation holds.

B(X, 1 + Al) = / DXoB(X.t + A Xo )B(Xo, ). (A27)

By expanding the conditional probability in the RHS of ({A.27) in powers of
At, one obtains

DX, t+ At[Xo,t) = (0(X —z(t+ A1)y, = (0(X — Xo — Az)) y, ,

= (X - X;) — <Ax>aiX5(X — Xo)
+%<Ag;2>£;5(x — Xo) 4+ (A.28)

Here we set Az = z(t + At) — Xy. By substituting it into (A.27) and
performing the integration by parts, one has

(X, t+At) = B(X,1)— 8% ((A@X(t)@(x, t))
%5@ (((a2)?) (X, 1)) . (A.29)

By taking At — 0 limit one arrives at following partial differential equation.

0®(X,t) 0 . <A$>X(t)
ot 09X (iirfo A P&
1o (. <<Aw)2>X(t)
T3ax (iiﬁloT‘I’(X’“ (A.30)

This method to derive the partial differential equation for PDF is called the
Kramers-Moyal expansion. One can calculate (Az) y ) and ((Az)?) X(t) from
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the Langevin equation (A.16). We assume that the multiplicative noise in
(A.16|) is interpreted by the general a-convention. Then,

<A33>X(t) /
Jim = = (X ) +agg(X, 1), (A.31)
((Ax)%)y
: & _ 2
Alglo A7 = g°(X,t). (A.32)
By substituting (A.31)) and (A.32) into (A.30) one obtains

0b(X,t s, , ? [¢*(X,t

OUED _ 05 +agg(x.n)e + o [ - )} o (A33)

This equation describes the time evolution of PDF ® (X t), called the Fokker-
Planck equation.

A.3 The Brownian motion

In Section and Section we developed the methodology to treat the
stochastic processes mathematically. In this section we turn to the Brownian
motion as a certain physical model described by the stochastic processes.

A.3.1 Underdamped Langevin equation

In this subsection we go back to (A.1]) and show how the statistical mechanics
constrains the form of governing equation. We start from

mi(t) = —Ci(t) — g—g + (), (A.34)

and keep variance of noise term f(¢) unspecified. We only assume that it is
white Gaussian.

(f(£)) =0, (f&)f())=To(t—1). (A.35)
Here I' is a constant. One can solve formally as
o %/_; ity S <‘af<i> + f(tl)) | (A.36)

We tentatively ignore the external force to make the discussion simple. Av-
erage kinetic energy <m:i'2 / 2> is calculated from 1) as

r
- (A.37)
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In between the first and second line of (A.37)) we have made use of (A.35]).

These are purely dynamic argument. In statistical mechanics the equiparti-

tion theorem states that . T
mx B
— )= = A.38
< . > d (A.38)

Thus we are forced to have
I' =2kgT¢. (A.39)

This is the FDT.

A.3.2 Overdamped Langevin equation

Overdamp limit is the situation where the timescale one is interested in is
much longer than the relaxation time of momentum, and description only
within the position variable is possible. For a simple model like the
overdamp limit is identical with ignoring inertial term in the LHS, but as
pointed out in Chapter [2|it is no longer the case when noise is multiplicative.
In this subsection we restrict ourselves in the case with the additive noise
and examine its properties. The overdamp Langevin equation is given by

#(t) = L (_Wt) + f(t)) . (A.40)

Here L = 1/( is the Onsager coefficient. For derivation of (A.40|) the reader
should refer to Appendix[B.1] The FDT can be rewritten within the Onsager
coefficient as

(fO)F(t)) = 2kgT L™ 6(t —t'). (A.41)

One can derive the corresponding FPE by using the Kramers-Moyal expan-
sion introduced in Section [A.2] The expansion coefficients are,

(Ar) = (a(t+Al) = X) = < /t o dsx'(s)>
oU

= L At (A.42)
((Az)*y = 2kpTLA. (A.43)
Then plugging (A.42) and (A.43) into (A.30) one obtains
oB(X, 1) 9 oU )
———=—|L | =—= T— | (X . A.44
ot ax [ <8X k5 ax) ( ’t)] (A.44)

So far we have distinguished a stochastic variable x(¢) and its value X in
deriving the FPE. But once it is derived we do not need to be careful of
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the difference between them. Thus whenever it does not cause any confusion
we just use x instead of X. A stationary solution of the FPE (A.44) is
immediately found as

(X)) = N exp [-BU(X)], (A.45)

with A being a suitable normalization constant. One can derive the FPE
from the SDE by using the Kramers-Moyal expansion and obtain a station-
ary solution given by the Maxwell-Boltzmann distribution. The latter is the
consequence of the FDT, which bridges the noise intensity and friction coef-
ficient and temperature. The FDT works as a starting point to construct a
theory of Brownian motion. Here we describe another representation of the
FDT. We define the equilibrium average as

() = /DX@QQ(X) cee (A.46)
Then it follows that
() =0. (A.47)
It means that the net current vanishes in the equilibrium state.
Proof By using the overdamp Langevin equation ((A.40))

ou

()% = <_L‘Z—Z> — LN / DX expl-BU(X) 5. (Ad8)

The RHS of |D vanishes since here obeys e_BUg—g{ = —kBTaea_;U

and the integral becomes a surface term. Thus (A.47) is proven. [
The dynamics in the equilibrium state is also constrained by FDT. It states
that a correlation function of a physical quantity is connected to the response
to the external force. Sometimes this is called the 1st FDT. Consider an

external force h(t) conjugate to x. Then the Hamiltonian becomes,
U — U — zh(t), (A.49)

when h is sufficiently small. Under the weak external force h the distribution
function will slightly deviate from the equilibrium distribution as

®(z,t) = ®(x) + O"(,1). (A.50)

where ®" is assumed to be small. We can split the FPE in the presence with
the external force in following manner.

0P (x,t)

e (Lo(x) 4+ Lp(z, 1)) O(x,t). (A.51)
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Here we have defined

0 ou 0
0
L t)y = ——(Lh"). A.53
W) = = (L) (A53)
By definition we have

Lo(z)®@* = 0. (A.54)
Substituting (A.50)) into (A.51]) and keeping the lowest order to h, one obtains

Q" (z,t
) L)1) + L )8 ), (A55)

It can be solved formally by regarding the first and second term in the RHS
of (A.55)) as a homogeneous and an inhomogeneous term,

Oz, t) = / dsexp [(t — 5)Lo(2)] Ln(z, $)B(z).  (A.56)

—0o0

By using this formal solution one can calculate an average of x in the presence
of the external force,

(x(t))" = /dxxcb(x,tl) = /dm: (@°9(x) + @"(z,t)) (A.57)
= (x>eq+/dxa:<bh(:v,t1)

= <x>eq+/dm/ dsexp [(t1 — s)Lo(2)] La(z, 5)@(z)

= @~ [den [dsespl(t - Io(o)] 5 (Lulo)u(5)07(a).

where we have made use of ((A.50)), (A.53) and ((A.56). Thus one can obtain

the response function as

Xt fa) = 8h?t2) (@) = (2)7)
0

_ / deaexp [(f — t2)Lo(2)] = (LO%(x)).  (A.58)

Ox
Here we assumed t; > t5. By using the following identity

[z, Lo @ = —kBTa% (L&) (A.59)
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the response function can be rewritten as
W=t = 8 [ devesp((t - t)La(e)] o, Lo(@) ()
~ 5 / daz exp [(t1 — t2)Lo(2)] Lo(x) (20°Y) (A.60)

0 / dezexp [t — ta)Lo(2)] (23%9(z))

- _58(151—152)

Here 8 = (kgT)~! is the inverse temperature. The correlation function in
the equilibrium state is defined by

Clti —t2) = (z(t)z(t2))
— /dg;/dx’xcb(x,t1|x’,t2)x’<1>eq(a:’), (A.61)

provided that t; > t;. The conditional probability ®(x,t;|2’,t5) also satisfies
the same FPE as the PDF. By using its formal solution

Bz, 1], t2) = exp [(t1 — t2)Lo(2)) 6(z — 7). (A.62)
the correlation function becomes,
Cty —ty) = /dx/dx':p {exp [(t; — to)Lo(2)] 6(x — 2')} 2’ ®°I(2)
_ / dz / e {exp [(ty — )L()] o} 30 — o)’ @0(a)
_ / dr {exp (0 — )Lj(2)] 2} 20%9(a)
_ / dzz exp [(t — to)Lo(2)] [25°() (A.63)

Here L' is a Hermite conjugate to L. By comparing (A.60) and (A.63) we
arrive at the FDT of 1st kind,

X(1) = ~89.c(t) (A.64)

Here we introduced ¢t = t; — 5.
An extension to the multi-dimensional case is straightforward. The over-

damp Langevin equation for ¢ = 1,--- | N is
. ou
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Hereafter summation over repeated indices is adopted. L;; is the Onsager
coefficient matrix and the noise f; satisfies,

(fit)) =0, (fi®)f;(t)) =2kpT (L), o(t —1'). (A.66)

The PDF of the variables X is defined as

(X, 1) = <H §(X; — xi(t))>. (A.67)

Here X represents N set of X;. ®(X,t) satisfies the following Fokker-Planck
equation, which is a straightforward extension from the one-dimensional case.

00(X,t) 0 oU )
X0 0 (1 (2 k2 Vo).

Thus, the stationary solution to (|A.68)) is given by the Maxwell-Boltzmann
distribution.

Oe(X) = N exp|—BU(X)]. (A.69)

The FDT can be derived in the same manner as one-dimensional case.

Xij(t) = —6%017 (t). (A.70)

A.4 Absence of the Ito-Stratonovich dilemma
in underdamped Langevin equation

In this section we show that the choice of the interpretation of the mul-
tiplicative noises does not affect the solution of the Langevin equation for
the underdamped Langevin equation. Thus there are no Ito-Stratonovich
dilemma in the underdamped Langevin equation. This feature is essential
for our theory in Chapter 2| and [3| to work properly. Consider a set of the
underdamped Langevin equation in one dimension,

i(t) = w(t), (A.71)
o(t) = —C(@()v(t) + b(x(t))E(t). (A.72)

Let us integrate these equations from t to t + At,

Ax = v(t)At, (A.73
Av = —((z(t))v(t)At + b(z™)AW. (A.74

~— —
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where z* = az(t + At) + (1 — a)z(t). b(x*) in the RHS of (A.74)) can be

expanded around z(t) as
b(z*) = b(x(t)) + ab' (z(t)) Az = b(x(t)) + ab'(z(t))v(t) At. (A.75)

Thus the difference between the o convention and the Ito is O(At). This is
in contrast with the overdamped case, demonstrated in Section [2.1], equation
(2.6). Then the multiplicative noise b(z*)AW is

b(z)AW = b(z(t)AW + ab'(x(t))v(t) AtAW
= b(z())AW + O(AL*?). (A.76)
Thus difference in the different interpretation of the multiplicative noise van-

ishes faster than At. There is no Ito-Stratonovich dilemma in the under-
damped Langevin equation.
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Appendix B

Adiabatic Elimination

In this chapter we summarize the theories of the adiabatic elimination of the
momentum in the Brownian motion. In Section [B.I] we follow a derivation
of the overdamp limit from the underdamped Langevin equation driven by
the additive noise. For more general situation, for example, for the Brownian
motion with the multiplicative noises, more sophisticated methods must be
applied. We introduce such a method in Section B.2l In Section we

review a heuristic argument on taking the overdamp limit.

B.1 Adiabatic elimination on linear process

We start from the underdamped Langevin equation given in (A.1)) and derive
the overdamped Langevin equation given in (|A.40). The formal solution to

(A1) is given by
1 ¢ < / 81/
P(t) = — le=m (=) [ _ /
x(t) - /OO dt'e ( (0 + f(t )) : (B.1)

Here m/( = 7, is the time scale of damping of the momentum. The overdamp
limit is the situation that the time scale one is interested in is much longer
than 7,. In other words, one can regard the friction ¢ very large or the mass of
the Brownian particle m is very small. Thus, the scale separation ¢ > 7, can
be applied. In such situation the integral in the RHS of is dominated
by ¢ =t and one can replace ¢’ by ¢ in (---) in the integrand. Then,

% _ét o <_ai—(Ut/) +f(t’)) - %/szoue‘% (_% + f(t)) . (B.2)

oo

Here we set u =t —t’. One can carry out the integral over u and obtains

/00 du exp {—E} =7,= mn (B.3)
0 Tp ¢

221
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Thus the formal solution (B.1)) becomes

awzc*(—5;+f@). (B.4)

This expression is identical with (A.40) if one adopts L = (™. Note that this
overdamp limit is identical with the underdamped Langevin equation ({A.1))
without the inertial term.

B.2 Kramers problem and projection method

In this section we summarize the method to adiabatically eliminate the fast
relaxing momentum and obtain the overdamp limit within the FPE. The
method is directly applicable to the models with the multiplicative noises
and has been established already, see the literature [48,/49] or review [§].
Here we consider the following underdamped Langevin equation.

r = m_lp,

—~
os;
ot

~—

. . ou
b= G — 5+ ).
x
We assume that the friction coefficient is dependent of x and the noise be-
comes multiplicative since the FDT states that

(fOf(E)) = 2kpT((x(t))o(t —1'). (B.7)

In the case of the underdamped Langevin equation the interpretation of
the multiplicative noise does not affect the solution of SDE, as shown in
Appendix [A.4] One can derive the FPE (or Kramers equation) by using the
Kramers-Moyal expansion presented in Appendix for the PDF

U(z,p,t) = (0(z — z(1))é(p — p(1))), (B.8)
—N(‘gép’ b _ (% (—%\1}) +8% (%p + g—g) U+ aa—pQTC(x)\If. (B.9)

The problem to obtain the overdamp limit by adiabatically eliminating the
fast relaxing momentum from the Kramers equation is called “Kramers prob-
lem” [10]. The goal of the problem is to write down the FPE for PDF for the
position variables only, called the Smoluchowski equation. Here we introduce
the projection method as a solution to the Kramers problem. The projection
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method provides the way to split the dynamics of the PDF for the position
and momentum to the fast and slow counterparts. The fast and slow motions
are corresponding to the momentum and the position respectively. First we

rewrite as

oV
o = LU+ e 'Ly, (B.10)

Here we have defined L, and L, respectively as

L9 U

10 0?
Lo = ((z) (Eé?_p +Ta_pg) ; (B.12)

and a symbol € is introduced to remind that ¢ is large and hence (7! is
small. One can check that the Boltzmann distribution for momentum is the
0 eigenfunction to the operator Lg:

Lop™(p) =0, p*(p) =N, 'exp[—BK(p)], (B.13)

where K (p) is the kinetic energy and N, is the normalization factor defined

as
2

Kip)= 2 Ny= [dpesp[-6K () = VT, (B9

~om’

The relationship between the PDF for position and momentum ¥(z, p, t) and
the PDF for position ®(x,t) is simply given by

B, 1) /dp\lf(x,p, . (B.15)

Thus one may expect that one can obtain the Smoluchowski equation by in-
tegrating both side of the Kramers equation over p. But the Kramers
problem is not as trivial as naively expected. We need to introduce a pro-
jection operator onto the slow dynamics.

P = p*(p) /dp. (B.16)

It satisfies P2 = P and works as the projection operator to the slow coun-
terpart of the PDF W since

PY(z,p,t) = p*p)P(z,1). (B.17)
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We define @ = 1 — P and split the Kramers equation (B.10)) following the

spirit of the projection operator formalism.

0
5PV = PLPU+PLQV + ¢ (PLPY+PLQY), (B.18)

%qu = QLPU + QL,QV + ¢ ' (QLyPY + QLyQT). (B.19)

Since Lg is proportional to a% (see (B.12)), P Ly becomes the surface integral
and drops. Then PLy = 0 and QLo = Ly. Moreover, Lop®i(p) = 0 leads
LyP = 0. Then (B.18) and (B.19) are simplified as,

%P\p = PLPV+PL OV, (B.20)
%qu = QLPY+ QL,QV + ¢ 'Ly QVU. (B.21)

We rewrite them for visibility as

ov

ow 1
— = D —Fw. B.2
ey Cv + Dw + —Fw (B.23)
Namely, we defined
v=PV, w=90V,
A=B=PL, C=D=QL,, F =1L (B.24)

Since w plays a role of the fast variable and its relaxation time is given by
e. v = p*p)P(z,t) is the slow variable. It can be shown that v obeys the
following equation of motion in the leading order to e.

0

2 —[A—eBF'C]w, (B.25)
ot

Here we assumed that there exists F1.

Proof We switch to the Laplace representation. A Laplace transform of v

is given by
B(z) = / dte="tu(t). (B.26)
0
Then (B.22) and (B.23]) becomes
20(z) —v(0) = Av+ Bw, (B.27)

20(z) —w(0) = C+ Dw+ e 'Fi. (B.28)
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One can solve as
@(2) = [z 4D — e 'F] 7 (w(0) + Co(2)). (B.29)

[z+D —e'F]"" in the RHS of (B.29) can be expanded in powers of

€ as,
[2+ D — ¢ 'F] o e - EF Y2+ D)F 1 +0().  (B.30)

Then becomes
W(z) = [—eF' = EF Yz + D)F~'] (w(0) + C9(2)) + O(€*). (B.31)
By substituting this formal solution to the RHS of (B.27)) one has
20(z) — v(0) =A0(2) + B [—eF ' — €F ' (z + D)F '] (w(0) 4+ Co(2))
+ O(e%) (B.32)
=[A—eBF'C - &BF'DF'Cl ()
— €BF?C20(2) —eB (F '+ eF (2 4+ D)F ") w(0).

We recursively substitute z0(z) = v(0) + A0 + O(e) to the first term in
the last line of (B.32)) and obtain

20(z) —v(0)=[A — eBF'C — & (BF'DF'C + BF*CA)] 9(z)
—BF2Cv(0) — eBF (1 — €(z + D)F~1w(0).(B.33)

In the present case it can be shown that w(0) = 0. In the overdamp
limit one can choose as initial condition the equilibrium distribution in
the PDF of the momentum.

U(x,p,0) = p(p)d(x, 0). (B.34)
Then one immediately finds

w@z%%%@@zﬁ@%ﬂ%ﬁ@/@ﬁ%ﬂﬁ%ﬂ

(B.35)
Thus the last term in the RHS of (B.33|) drops. By performing the
inverse Laplace transform of both side of (B.33)), one has

% = [A—eBF'Clv+ O(¢) (B.36)

Now (B.25)) has been proven. O
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We compute piecewise the terms appearing in the RHS of (B.25)). First Av
is
Av = PLPY(z,p,t)
"0 oU 0
_  ea ay |22 A D (x,t). B.37
) [ |-E 2 ST e, man

Here we have that

Op*(p) _ Pp 5

5 = (p). (B.38)

Then the integrand in the RHS of (B.37) becomes an odd function to p’
and thus Av vanishes. Next we calculate BF~'Cv. A bit lengthy but it is
straightforward to show that Cv is given by

Cv = QLPO(z,p,t)=(1—P)L;P>=LPP— Av=L,PP
= () = -2 (D4 ) @l .63

Then, we operate F'~! on both side of E

F'Cv=—F"1p"(p)— (aaﬂg + ag;) O(z, ). (B.40)

F =1Ly = ((x) <map + T ) acts on the function of p and pass through
the function of z. In 1t acts on p®d(p)p only. Thus we have to solve

F‘lpeq(p)p = u(z,p). (B.41)
u(zx, p), which satisfies
Fu(z,p) = pp™(p), (B.42)
can be found heuristically as
u(x,p) = —mpp*(p)¢~"(x). (B.43)
Then (B.40) becomes,
opU
-1 — eq
o=@ (G0 4 5 ) e, (B
As the final step we operate B to the both side of (B.44)).
_ opU
1 _ cq _ N
BF7'Cv = PLipp*(p)¢! < pe + 8:}0) O (z,1t) (B.45)
— eq / p_/i o a_Ui /oeq(, ./
p (p)/dp [max o9z 0y | 7P ()

opu 0
U,
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Here the second term in [---] in the RHS of (B.45)) vanishes since it is a
surface term. The first term is

[ @ (G0 et (B

Here dp’ integral is simple Gaussian integral (or equivalently the equipartition
theorem)

/dp’ 2p%(p') = mT. (B.47)
Thus (B.46]) becomes
0 ou 0
—1 o eq —
BF~Cv=yp (p)—axg (z) <_8x +T8x) O (z,t). (B.48)

By applying (B.48]) and Av = 0 to the RHS of (B.25) and dividing both side
by p®(p) one arrives at the Smoluchowski equation.

0%(,) _ 0 oy (aU )

= B 5 +Tax) O(z, ). (B.49)

This is a solution of the Kramers’ problem. We summarize the recipe.
1. Write down the Kramers equation for PDF for position and momentum.
2. Split the RHS of the Kramers equation into Ly and L.

3. Construct the projection operator for the slow part of the motion and
split the Kramers equation into the fast and slow dynamics.

4. Evaluate the formal solution of the fast dynamics up to the order of
¢~! and substitute it to the dynamic equation for the slow variable.

5. Compute the pieces appearing in the dynamical equation of the slow
variable.

An extension to the multi-dimensional system is straightforward. In Sub-
section [3.6.2| we apply the formalism to the system with the curved multi-
dimensional space.
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B.3 The Heuristic argument

In this section we consider a following underdamp Langevin equation with
the multiplicative noise.

T = (mil)ij by, (B5O>
0H

5y, T ()& (2). (B.51)
The heuristic argument presented by Hasegawa et al. [42], Sancho et al. [41]
and Peters [43] states that the overdamp limit for (B.51)) is taken by the fol-
lowing recipe. Implicitly equivalent discussion is found in Yang and Ripoll [36]
for system out of equilibrium.

pi = —Gj(x); —

e p = 0. This is because in the derivation of the overdamp limit taken
through the FPE we need to assume the existence of stationary distri-
bution of p. This is nothing but that in overdamp limit the momentum
is already damped to its equilibrium value and its average does not
evolve with time.

e ((x) in the Stokes’ drag force is interpreted in the Stratonovich.

e b;;(z) in the multiplicative noise reads in the Ito sense.

We are not aware of the complete proof of this argument. Here we cite
some papers which might be relevant with the justification of the heuristic
argument [38,58].
Then the overdamp limit for (B.51]) becomes
_ ~OH _ .

Az;=— (¢, (= )a—xjAH (€71),; (@bl () AW, (B.52)
here 2% = £ (z(t 4+ At) + z(t)) = x(t) + 3Az. Let us rewrite the friction
coefficient interpreted in the Stratonovich by the Ito form, so that we can
obtain multiplicative noise written in the pure Ito interpretation.

O -1
(€1 @) = (), ) + 275D, 1 o)
a -1
= (C_l)ij (z(t)) % (;:Ek)m (€7, (@) bim (x(t)) AW,
+ O(AY)
O -1
=(¢7),, (a(®) % (gxk)w (¢71) 4y @ ()i (1)) AWy,
+ O(A (B.53)
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Substituting (B.53) into (B.52) and using the formula (A.8]) one arrives at

the Ito-ized overdamp Langevin equation.

Az, = — (C_l)ij (x(t))g—ZAt + (C_l)ij (z(t))bjr(z(t)) AW,
o1
S (¢ 0o )5+ O
= 2 Atk gyanaw, + 22 gDy, A, (B.54)
al'j axk J
where ' gt a
L=¢' g=ILb D=99 _Cb0¢ (B.55)

2 2
Note that the last term in is called the Ito drift, ensuring the FDT
in multiplicative system. Although the reason is unclear but the heuristic
argument leads the correct overdamp Langevin equation and the result is
equivalent with our (2.103|) with the Ito interpretation.
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Appendix C

Martin-Siggia-Rose Formalism

In this appendix we summarize method of the functional integral formalism
developed by Martin, Siggia and Rose (MSR) [55}/106}/174,/175]. It maps the
Langevin equation to the path integral formalism and enable us to perform
a systematic perturbation developed in the field theory.

C.1 1 Dimensional case
Consider the following one-dimensional Langevin equation.
& =a(x) + b(x)&(1). (C.1)

Here £(t) is a Gaussian white noise and satisfies (£(¢)) = 0 and (£(¢)¢(t)) =
0(t—t"). Since the noise term is multiplicative, is never defined uniquely
unless the interpretation of the multiplicative noise is given. To this end we
discretize with time increment At.

Ax = x(t + At) — z(t) = a(z(t)) At + b(z") AW (C.2)

We employ the general a-convention introduced in Appendix Thus z*
is defined by
= ax(t+ At) + (1 — a)x(t), (C.3)

0 < a < 1is a real parameter and o = 0 and « = 1/2 respectively corre-
sponds to the Ito and the Stratonovich interpretation.

AW = /:Jr tdsf(s). (C.4)

is the discretized Wiener process. A conditional probability that the stochas-
tic variable x takes the value X at t + At under the condition that x took
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X, at time t is defined as
O(X,t+ At| Xy, t) = <5(X—:c(t—i—At))>X0(t). (C.5)

Here (---)y ) denotes the conditional average under the condition that x
took Xy at time ¢t. By substituting (C.2)) into (C.5]) one has

O(X,t + At| X, t) = (0 (X — Xo — a(Xo)At — b(x*)AW))XO(t). (C.6)
We expand b(z*) around X as,
b(z*) = b(Xo+ aAz) =b(Xo) + ab'(Xo)Az + - -
= b(Xo) + ab/ (Xo)b(Xo) AW + O(Ab). (C.7)
Here ’ denotes the differentiation with respect to x. By substituting
into one has
O(X,t+ At|Xo,t) = (6(X — Xo — a(Xo)At — b(Xo)AW
—ab/(Xo)b(Xo) AW? + O(AL*?))) o (C8)

We use the Fourier representation of the delta function: 6(z) = g—fre_iqx.
Then,

dX .
™

—ab/b(Xo) AW — b(Xo) AW + O(AF)]}) |

= / % exp {—ZX (X — Xo — G(X(J)At]}

X <exp [z’Xab’b(Xo)AWQ + z’Xb(XO)AW] >Xo(t).

(C.9)

One can carry out an average over noise appearing on the last line of (C.9))
thanks to the Gaussian nature of AW.

(exp [ab/b(Xo) AW? +b(Xo)AW]) 0 = (C.10)
exp [<2iXaTb'b(Xo) + T(iX)QbQ(XO)) At] .
Applying (C.10) to (C.9),
O(X,t+ At| X, 1) =

dX o (X = XO /
/ o eXP {At |:—ZX ( T a(Xo) — 2aThb b(XO))

+T <@X)2 bQ(XO)} } | (C.11)
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Since the noise correlation time is zero, the conditional probability ®(X, ¢+
At| X, t) depends only on X and Xy, and does not depend on the past value
of the field. Such stochastic process is called the Markovian. For Markovian
stochastic process the conditional probability obeys the following Chapman-
Kolmogorov equation.

N
CID(Xf,tf|XO,tO):/dXN_1---dX1H(I)(Xn,tn|Xn_1,tn_1). (C.12)

n=1

Plugging ((C.11)) with (C.12)) and taking At — 0 limit, one arrives at
X; R R
O(X 7] Xo, to) = / DX/DX exp [S[X, X]} . (C.13)
Xo

Here DX = limpy oo dXn_1 - --dX; represents the path integral. We defined
the MSR action S [X, X] as

s [x.%] = /t:f dt {—zf((t) X — a(X) — 20TWH(X)] + T (iX) b?(?;) L)

C.2 Multi-dimensional case

We note the result on multi-dimensional case. The Langevin equation is
supposed to be given by

Here («) stands for general a-convention of the multiplicative noise. The
MSR action S[X, X] is given by,

. ts . ) b,
to an
+Ti X (£)i X (t)bir (£)b; (t)] (C.16)
For the Brownian motion with the state-dependent Onsager coefficient given
by (2.101)) the MSR action is given by
ou OL;;

ty . .
S = /;0 dt [—ZXl <Xl(t) +LU(X)8—)(J - kBTaXJ

) - kBTz'XiLijin}
(C.17)
which does not depend on «, as it should be.
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Appendix D

Fundamental Measure Density
Functional Theory for
Asakura-Oosawa Model

This is a brief note on the static structure of the Asakura-Oosawa (AO)
model system [147] within the fundamental measure density functional theory
(FMDFT) [172,176]. The AO model is a model system of colloid-polymer
mixture. The polymers are idealized as they do not interact each other, but
has repulsive core with respect to the colloidal particles.

0 r>o. 0 r>(o.+0,)/2
Veelr) = v Vep(r) = P 74 = 0.
(r) {oo r < o. »(7) {oo r < (o.+0,)/2 ()

(D.1)
Here subscript ¢ and p stand for colloid and polymer, respectively. o, (o =
¢, p) is the interaction diameter of species .

The AO system is uniquely determined by 3 parameters, i.e., packing
fraction of the colloidal particle: ¢., packing fraction of the polymer: ¢,
and size ratio between colloid and polymer: § = o0,/0.. Other quantities
are extracted from these parameters. For example, total packing fraction
¢ = ¢+ ¢, number density of each species p, = 6¢,/(7c3), number ratio of
each particle z, = po/(pe+ pp). We set the diameter of the colloidal particle
as unity.

The FMDEFT provides an approximation to the direct correlation function
of liquids as,

0*P
cii(@) =) Onson” w (q)ws(—q). (D.2)
o v 0

Here subscript v, A = 0,1, 2,3, v1,v2 stands for “fundamental measure” and
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ws, called the weight functions are give by

wy(q) = jo(qRa),  wi(q) = Rajo(qRa),

ws(q) = ArR2jo(qRa),  wS(q) = Raigji(qRa), (D.3)
(6% A o » qRa
w(q) = 4nR2iqj1 (qR,), %@=M@%RX

where R, = 0,/2 is radius of species a and ¢ = q/q. jo and j; are the Oth
and 1st order spherical Bessel functions, respectively, which are defined as

o) = i) = = ((coste) - =) (D.4)

T i T

The weighed density n is defined by

n(z) = / &1 pD (1) (& — ). (D.5)

Subscript 0 in (D.2)) means the derivatives at the homogeneous state: p,(r) =
Pa- In the homogeneous state the weighed densities becomes

(n§) = pay  (n7) = Rapa, (n3) = 47R}pa, (D.6)
(nd) = (n3) =0, (n3) = ¢a- (D.7)

® is the excess free energy density functional given by

O = P4 Py + Py, (D8>
p
@1:7%Pmﬂ—@+1%cﬂ—%mﬂ—%% (D-9)
c, . C c c 1 2”2
@2 = (nan - n'u]_ ’ an) |:1 _ ,ng (1 — n§)2:|
+7”L}1777/§ — n];1ny2 + njng — nvanZ?’ (D.lO)
1 —nf

(n§)°/3 —n§(ngy)* [ 1 2y
@ U
s 8 + )?

(15208~ ) — omnt, _—
81(1 — ng) '

We omit the ¢ dependence of these quantities for brevity. The direct cor-
relation function ¢ is obtained by performing the derivatives in (D.2)) and
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(D.7). We shall write them all for note.

Abbreviating anijébnfj . = @35 , the nonzero and independent elements are,
% = o _1n3 {1+ 3 fgng] , (D.12)
o 1_;% (D.13)
U= g [ ) (D40
P75 (1 _nig)w (D-15)

1 2 p p
% = | gy ¢ T
)2 1 3P cpP
Ao [ ] e
c c\2
s (1 _71110)2 47r((1ni)n§)37 (D-17)
1 2 p p
% = | o] T
1 3P Poc 4 ocoD
2 [+ ]| 2
L ()’ { 1 A, ] 3(ng)*n} C (Das)
in (=) T T ngF] T I — g
c Inene c\3
O = o o (D49
P2 L —1n§ (1 _71%%)2} =~ (D.20)
1o I —1n§ - 2 (b-21)
c p p
Vi = | T one) R oy — B0
D502 _47r(17§ ns? ~ %2 (D-23)

Here obeys the symmetry (I)Sf = @ff and @Sf = @fg thus we do not write
down these dependent elements. And all other components are zero. One

obtains c,s(q) by substituting (D.12)—(D.23]) and (D.3]) into (D.2). The static
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structure factor is obtained by making use of the Ornstain-Zernike equation,

[S7i5(q) = 65 — \/Pipsciz(q)- (D.24)

The static structure factor obtained within the FMDFT for the AO model
is plotted in Figure of Chapter



Appendix E

Bengtzelius’ trick

In this appendix we describe a method to compute the memory function
in MCT in an efficient manner. The method is called the Bengtzelius’
trick [165]. The trick reduces the computational load in evaluating the mem-
ory function for each ¢, from (’)(qu) to O(N,), where N, is the number of
grids.

E.1 Monodisperse case

We consider the long time limit of MCT for monodisperse liquid.
S(q) = F(q) = (S™'(q) + M[F, F(q))~". (E.1)
Here memory function M is defined as
1 3k
M[F,F)(q) = =— | ===V, FiFp. E.2
PP = gz [ Vil (B2)

The vertex function Vggp is

Vakp = q - kpc(k) + q - ppc(p), (E.3)

here ¢ = q/q, p = q — k and ¢(q) is the direct correlation function obeys the
Ornstein-Zernike equation.

S7Hg) =1 = pe(q). (E4)
By using the rotational invariance of the integrand in (E.2)) one can carry
out the azimuthal integration (See left panel of Figure [E.1}). Further by
using the law of cosine,

_q2~|—k2—p2 @ +p— k2

q-k 5 , q-p= 5 , (E.5)
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\,
( .) \\
\,
N\,
N\,

>
¢ N,

Figure E.1: Left: relation between q, k, p. Right: Schematic picture for sum over
.

and

Bk kdk [T* pd
/ / / pdp (E.6)
ok 27

kp
M|F, F dk d E.7
[ ) 32772pq / \/;1 H p qk;p ( )

The integrand can be decomposed into the mult1ple of the functions of k£ and
q,p as,

Thus

kp . (n) 1 (n
qukp = > b, (E.8)
n=1
where,
= k°c3, al?) = 2k382, = kéz,
a( = 2k¢ 6) — 4x3¢ (‘” = —2k%¢ E
k ks a, Chs ay, Chs (E.9)
a) = k®, al) = —2k?, a = k.
bff,), = ¢, W5 =q7p(d* —pY), B =qp( — P,
b = a~*plg" by = g *pc O =7, (B.10)

- p4)cp, ap = 4 “P°Cp, bq,p
) = q7°pe, bop = ¢ *p(¢* +p))E, bS) = a7 p(¢’ +p7)°E.
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Then M[A, B] can be evaluated by

9
1 ) q+k
M|A, Bl = —— E dkal™ A / dpb™ B, E.11
4, 5] 3272 pq? n1/0 e lg—k| Pap T ( )

By discretizing wave number integral on equidistant N, grid points

9 Ng—1
M A,B = CL Ak ks E.12
Zq+lk
Z% = 3 B, (E.13)
ip=|ig—ix|

Zge can be evaluated in a recursive manner (See the right panel of Figure

E.I)
Z,o = bB, (E.14)

+bqq wBa—k (ig > i)

5 AN (OB )
b;k—q—lBk—q—l (ig < g

Zq,k = Zq,k—l + b((:q)_;_kBq—l-k {

Thus the computation on sum over p can be carried out with O(1) compu-
tational load.

E.2 Multicomponent case
Before going into the Bengzelius’ trick for binary MCT we transform the

binary MCT described in Subsection [5.2.2] as follows. We define a hatted

density correlation function as

d=X""epx1? (E.16)
here X ~1/2 is
z Y2 0
X2 = < 10 12 ) : (E.17)
2

here x,, is mole fraction of species a. The memory function and the vertex
function is transformed as,

~ 1 k X
Maﬁ(g) = W/ (2 )3VO?:Z VB;;B//(I) /B/(k)q)allﬁll(p>, (E18)
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Wherep:q—k:andVis
VI, = G- kpcaa (k)0 aar + G - PPCac (P)T ) Sacr - (E.19)

aa’al’

Now one can see that the memory function is not singular at xg = 0 or
xr = 0 (Cf. (5.8)). With these hatted quantities the dynamic equation of
the binary MCT becomes

Aga‘l’éj’ ) s ()dig, 0+ /0 auna () P2 _ g (man)

where 70 = X!/279X /2. Then the Debye-Waller factor F(q) = lim,—,o ®(q, t)

satisfies )

F(q) = S(a) — [$7'(a) + M[F]()] . (E:21)
By the law of cosines (see Figure , we have

q2—|—k2—p2 q2—|—p2—k32
T 1P

Then one can integrate over the azimuthal angle of k since integrand is only
dependent of p and k£ and one can transform integral as

Bk kdk 1% pd
/ / / pep (E.23)
lg—k| 27T

By substituting (E.22)) into 1) and carrying out angular integral as ([E.23)

q- k= (E.22)

one has
Ma q /d/{/ dpkajapa Vq p,,q) g (k (Da// n\P), E.24
B 327qu o] B8 B() ,B() ( )
Vo?jpa// —(q + k2 Y )caa’(sao/’ (q2 +P2 - k2>6aa”5aa’u (E25>
Cap(k) EpcaﬁxB/Q. (E.26)

Since naive implementation of for each ¢ on N, equidistant grid points
yields O(N?) computational load which dominates almost all of the compu-
tational time in analyzing the MCT. But as seen below sum over p can be
reduced to O(1) by the Bengtzelius’ trick [165]. First step of the Bengzelius’
trick is decoupling of the sum over k and p. One sees that (complicated but
straightforward)

q+k

Mags( dka™, (k)®.5(k) | dpb™(q, p)da
5(9) 16#2/%152{/ Qg5 (K 5()/ pb™ (¢, p)Pas(p)

q—kl|

) g+k R
" / ) (k)b (k) /| dpd) (g, p)Bas(p)| . (E:27)

q—k|
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where,
W) (k) = k% @) (k) = 2k3¢,,5(k)és (K G) (k) = kéog(k)eus (k
Ao iys (K) Cap(k)iys(k), agp,s(k) Cap(k)iys(k), anp,s(k) = kap(k)iys(k)
bD(g,p) =p,  P(g,p) =p(¢®>—p?),  bP(q,p) = p(g*> —p*)?
(k) = keas(k), (k) = —kZap(k),  c)(k) = 26%Cap (k)
d)(q,p) = plg" — p")éap (D), d)(q,p) = peas(p), d)(q,p) = p*Cas(p).

Then one discretize the sum over k and p on NV, grid points with distance
Aq:

q=¢q =A0qiy, ig=1,+06, i,=0,1,...,N—1 (E.28)
where offset 0 < 6 < 1 is introduced in order to avoid ¢ = 0 singularity
in M.s(¢). In binary MCT such infrared divergence takes place while in
one-component case there exists a finite ¢ = 0 limit.

1q+7/k
;qﬂ - 16 52 Zaa’ﬂ% CI) Zk Z ot Zq,Zp ( )
7T pl = i, =0 ip=|iq—1ik]|
Nq R iq+ik R
+ 3 @) (i) D A (i, ip) Pas(iy) | (B.29)
ix=0 ip=lig—ix|

Now we arrive at the most important part of the Bengtzelius’ trick. Sum
over ¢, can be evaluated recursively (See Figure [E.1J).

7 - - _ Wq—k q>k
Wa) = Y wy=Ze (@) Fwek+9 L (m30)
p=q—k Wk—q—1 ¢

Zo(q) = wy, (E.31)

with w, being either of b™ (i,,7,)®as(i,) or d(ﬁ? (i 7)Pes(ip). Then the sum
over p can be evaluated within O(1) computational load. Put

tgtik
A (k) = ) (i)Bs(), BER) = Y (i 3,)Bas(3,), (E.32)
ip=liq—ix|
igtik
Cl (k) = W (i), DUk = Y d (i i) Pas(iy). (E33)
ip=liq—ix|
Then the memory function becomes
(n) (n)
aﬁ 167r2pz5 Z Z [ k:) + Cyp (k:)Daﬁ (k)] . (E.34)

n=1 i;=0

Sum over k and p is reduced from O(N7) to O(N,).
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