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Abstract

Let \( \{X_t\} \) be defined by \( X_t = \theta X_{t-1} + U_t \) (\( t = 1, 2, \ldots \)), where \( \{U_t\} \) is a sequence of independent identically distributed random variables with mean 0 and variance 1 and \( X_0 \) is a random variable with mean 0 and variance \( \sigma^2 \) and for each \( t \) \( X_0 \) is independent of \( U_t \). We assume that \( |\theta| < 1 \). It is shown that the stochastic expansion of the maximum likelihood estimator (MLE) of \( \theta \) is obtained and the MLE is second order asymptotically efficient and that the least squares estimator is second order asymptotically efficient when \( U_t \) (\( t = 1, 2, \ldots \)) and \( X_0 \) are normally distributed and \( \sigma^2 = 1/(1-\theta^2) \) in the above process. It is noted that the initial condition of \( X_0 \) does not affect the second order asymptotic efficiency of the MLE.

1. Introduction

It is shown by Akahira ([1]) that the bound of the second order asymptotic distributions of second order asymptotically median unbiased (AMU) estimators of \( \theta \) and the estimator of \( \theta \) attaining it, that is, the second order asymptotically efficient estimator of \( \theta \) are obtained in an autoregressive process \( \{X_t\} \) which is defined recursively by \( X_t = \theta X_{t-1} + U_t \) (\( t = 1, 2, \ldots \)), where \( X_0 = 0 \), \( |\theta| < 1 \) and \( \{U_t\} \) is a sequence of independent identically distributed (i.i.d.) random variables with mean 0 and variance \( \sigma^2 \).

In this paper we consider an autoregressive process \( \{X_t\} \) which is defined by \( X_t = \theta X_{t-1} + U_t \) (\( t = 1, 2, \ldots \)), where \( \{U_t\} \) is a sequence of i.i.d. random variables with mean 0 and variance 1 and \( X_0 \) is a random variable with mean 0 and variance \( \sigma^2 \) and for each \( t \) \( X_0 \) is independent of \( U_t \).

We assume that \( |\theta| < 1 \). It is shown that the stochastic expansion of the maximum likelihood estimator (MLE) of \( \theta \) is obtained and the MLE is second order asymptotically efficient and that the least squares estimator is second order asymptotically efficient when \( U_t \) (\( t = 1, 2, \ldots \)) and \( X_0 \) are normally distributed and \( \sigma^2 = 1/(1-\theta^2) \) in the above process. It is noted that the initial condition of \( X_0 \) does not affect the second order asymptotic efficiency of the MLE.

2. Results

Let \( (\mathcal{X}, \mathcal{B}) \) be a sample space and \( \Theta \) a parameter space, which is assumed to be an open set in a Euclidean 1-space \( \mathbb{R}^1 \). We shall denote by \( (\mathcal{X}^T, \mathcal{B}^T) \) the \( T \)-fold direct products of...
(X, B). For each T = 1, 2, ..., the points of $X^{(T)}$ will be denoted by $x_T = (x_1, ..., x_T)$. We consider a sequence of classes of probability measures $\{P_T, \theta : \theta \in \Theta\}$ (T = 1, 2, ...) each defined on $(X^{(T)}, B^{(T)})$ such that for each T = 1, 2, ... and each $\theta \in \Theta$ the following holds:

$$P_T, \theta(B^{(T)}) = P_{T+1}, \theta(B^{(T)} \times X)$$

for all $B^{(T)} \in B^{(T)}$.

An estimator of $\theta$ is defined to be a sequence $\{\hat{\theta}_T\}$ of $B^{(T)}$-measurable functions $\hat{\theta}_T$ on $X^{(T)}$ to $\Theta$ (T = 1, 2, ...). For simplicity we may denote an estimator $\hat{\theta}$ instead of $\{\hat{\theta}_T\}$. For increasing sequence of positive numbers $\{c_T\}$ (c_T tending to infinity) an estimator $\hat{\theta}$ is called consistent with order $\{c_T\}$ (or $\{c_T\}$-consistent for short) if for every $\epsilon > 0$ and every $\delta \in \Theta$ there exist a sufficiently small positive number $\delta$ and a sufficiently large positive number $L$ satisfying the following:

$$\lim_{T \to \infty} \sup_{\theta \in \Theta \cap \{\theta : |\theta - \delta| < \delta\}} \frac{P_T, \theta(c_T |\hat{\theta}_T - \theta|^2 L) < \epsilon}{(2)}.$$ 

A $\{c_T\}$-consistent estimator $\hat{\theta}$ is second order asymptotically median unbiased (or second order AMU) if for any $\delta \in \Theta$, there exists a positive number $\delta$ such that

$$\lim_{T \to \infty} \sup_{\theta \in \Theta \cap \{\theta : |\theta - \delta| < \delta\}} \frac{c_T P_T, \theta(\hat{\theta}_T \leq \theta) - \frac{1}{2}}{0};$$

$$\lim_{T \to \infty} \sup_{\theta \in \Theta \cap \{\theta : |\theta - \delta| < \delta\}} \frac{c_T P_T, \theta(\hat{\theta}_T \geq \theta) - \frac{1}{2}}{0}.$$

We have defined a second order AMU estimator to be second order asymptotically efficient if the second order asymptotic distribution of it attains uniformly the bound of the second order asymptotic distributions of the second order AMU estimators ([3]). In the subsequent discussions we shall deal only with the case when $c_T = \sqrt{T}$.

Let $X_t$ (t = 1, 2, ...) be defined recursively by

$$X_t = \theta X_{t-1} + U_t \quad (t = 1, 2, ...),$$

where $\{U_t\}$ is a sequence of i.i.d. random variables with mean 0 and variance 1 and $X_0$ is a random variable with mean 0 and variance $\sigma^2$ and for each $t$, $X_t$ is independent of $U_t$. We assume that $\theta = (-1, 1)$, i.e., $|\theta| < 1$. It is seen that the MLE of $\theta$ is $\{\sqrt{T}\}$-consistent.

We denote a joint density of $(X_0, X_1, ..., X_T)$ by $L(\theta) = L(\theta : x_0, x_1, ..., x_T)$. Suppose that the joint density satisfies the following:

(i) $\{(x_0, \bar{x}_T) : L(\theta ; x_0, \bar{x}_T) > 0\}$ does not depend on $\theta$;

(ii) For almost all $(x_0, \bar{x}_T)$, $L(\theta ; x_0, \bar{x}_T)$ is three times differentiable in $\theta$;

(iii) For each $\theta \in \Theta$

$$0 < I(\theta) = \frac{1}{T} \mathbb{E} \left[ \left( \frac{\partial}{\partial \theta} \log L(\theta) \right)^2 \right] = -\frac{1}{T} \mathbb{E} \left[ \frac{\partial^2}{\partial \theta^2} \log L(\theta) \right] < \infty;$$

(iv) There exist

$$J(\theta) = \frac{1}{T} \mathbb{E} \left[ \left( \frac{\partial}{\partial \theta} \log L(\theta) \right) \left( \frac{\partial}{\partial \theta} \log L(\theta) \right)^T \right]$$

and

$$K(\theta) = \frac{1}{T} \mathbb{E} \left( \left( \frac{\partial}{\partial \theta} \log L(\theta) \right)^2 \right)$$

and the following holds:

$$\frac{1}{T} \mathbb{E} \left[ \frac{\partial^3}{\partial \theta^3} \log L(\theta) \right] = -3J(\theta) - K(\theta).$$
By the same way as in [3] it is shown that the MLE is second order asymptotically efficient. Let $\hat{\theta}_{ML}$ be the MLE of $\theta$. By Taylor expansion we have

$$0 = \frac{\partial}{\partial \theta} \log L(\hat{\theta}_{ML})$$

$$= \frac{\partial^2}{\partial \theta^2} \log L(\theta) \left( \hat{\theta}_{ML} - \theta \right) + \frac{1}{2} \left( \frac{\partial^3}{\partial \theta^3} \log L(\theta) \right) \left( \hat{\theta}_{ML} - \theta \right)^2,$$

where $|\theta^* - \theta| \leq |\hat{\theta}_{ML} - \theta|$.

Putting

$$T_n = \sqrt{n} (\hat{\theta}_{ML} - \theta);$$
$$Z_1(\theta) = \frac{1}{\sqrt{n}} \frac{\partial}{\partial \theta} \log L(\theta);$$
$$Z_2(\theta) = \frac{1}{\sqrt{n}} \left[ \frac{\partial^2}{\partial \theta^2} \log L(\theta) - E_\theta \left[ \frac{\partial^2}{\partial \theta^2} \log L(\theta) \right] \right],$$

we obtain

$$Z_1(\theta) = \frac{1}{\sqrt{n}} \frac{\partial}{\partial \theta} \log L(\theta) + \frac{1}{T} \frac{\partial^2}{\partial \theta^2} \log L(\theta) \frac{T_n^2}{n} + \frac{1}{2T} \sqrt{\frac{2}{T} \frac{\partial^3}{\partial \theta^3} \log L(\theta^*)} \frac{T_n^2}{n^2}.$$

Since $(1/T)(\partial^3/\partial \theta^3) \log L(\theta)$ converges in probability to $-3J(\theta) - K(\theta)$ it follows from (2) that

$$0 = Z_1(\theta) - \left[ I(\theta) - \frac{1}{T} Z_1(\theta) \right] \frac{T_n^2}{n} - \frac{1}{2T} \sqrt{\frac{2}{T} \frac{\partial^3}{\partial \theta^3} \log L(\theta^*)} \frac{T_n^2}{n^2}.$$

Hence we have

$$T_n = \frac{Z_1(\theta)}{I(\theta)} \frac{Z_1(\theta)}{T(\theta)} \frac{Z_2(\theta)}{2I(\theta)^{1/2} \sqrt{T}} \frac{3J(\theta) + K(\theta)}{2I(\theta)^{3/2} \sqrt{T}} \frac{T_n^2}{n^2} + o_P \left( \frac{1}{\sqrt{T}} \right).$$

Therefore we have established:

**Theorem 1.** Under the conditions (i)~(iv)

$$\sqrt{n} (\hat{\theta}_{ML} - \theta) = \frac{Z_1(\theta)}{I(\theta)} \frac{Z_1(\theta)}{T(\theta)^{1/2}} \frac{Z_2(\theta)}{2I(\theta)^{3/2} \sqrt{T}} \frac{3J(\theta) + K(\theta)}{2I(\theta)^{3/2} \sqrt{T}} Z_1(\theta)^2 + o_P \left( \frac{1}{\sqrt{T}} \right).$$

We modify $\hat{\theta}_{ML}$ to be second order AMU and denote it by $\hat{\theta}_{ML}^*$. By a similar way as the i.i.d. case ([3]) we have the following:

**Theorem 2.** Under the conditions (i)~(iv) $\hat{\theta}_{ML}^*$ is second order asymptotically efficient.

We further assume that $U_i \ (i=1, 2, \ldots)$ and $X_0$ are normally distributed and $\sigma^2 = 1/(1 - \theta^2)$ in the process (1). Then it is easily seen that the process (1) is stationary. Then the joint density of $(X_0, X_1, \ldots, X_T)$ is given by

$$L(\theta) = L(\theta; x_0, x_1, \ldots, x_T)$$

$$= \frac{1}{(2\pi)^T(1 - \theta^2)^T/2} \exp \left\{ -\frac{1}{2} \sum_{t=1}^T \frac{1}{T} \left( x_t - \theta x_{t-1} \right)^2 - \frac{1}{2} \left( 1 - \theta^2 \right) x_0^2 \right\}.$$

Since

$$\frac{\partial}{\partial \theta} \log L = \sum_{t=1}^T (X_t - \theta X_{t-1}) X_{t-1} + \theta X_t - \theta;$$
$$\frac{\partial^2}{\partial \theta^2} \log L = - \sum_{t=1}^T X_{t-1}^2 + X_t^2 - \frac{1}{2} \frac{1 - \theta^2}{(1 - \theta^2)^2},$$

it follows by the stationarity of $\{X_t\}$ that

$$Z_1(\theta) = \frac{1}{\sqrt{\frac{T}{T}} \sum_{t=1}^T U_t X_{t-1} + \frac{1}{\sqrt{\frac{T}{T}}} \theta X_0^2} - \frac{\theta}{1 - \theta^2} \sqrt{\frac{T}{T}}.$$
By Theorem 1 we have

\[
\sqrt{T}(\theta_{ML} - \theta) = \frac{1}{I(\theta)\sqrt{T}} \left( \sum_{i=1}^{T} U_i X_{i-1} - \frac{\theta}{I(\theta)\sqrt{T}} X_0^2 - \frac{\theta}{1 - \theta^2} I(\theta) \right) + o_p \left( \frac{1}{\sqrt{T}} \right)
\]

\[
\cdot \left[ \left( \frac{1}{\sqrt{T}} \sum_{i=1}^{T} U_i X_{i-1} + \frac{1}{\sqrt{T}} \theta X_0^2 - \frac{\theta}{1 - \theta^2} \sqrt{T} \right) \right]
\]

\[
+ \frac{3J(\theta) + K(\theta)}{2I(\theta)^3} \left( \frac{1}{\sqrt{T}} \sum_{i=1}^{T} U_i X_{i-1} + \frac{1}{\sqrt{T}} \theta X_0^2 - \frac{\theta}{1 - \theta^2} \sqrt{T} \right)^2 + o_p \left( \frac{1}{\sqrt{T}} \right)
\]

\[
= \frac{1}{\sqrt{T}} \sum_{i=1}^{T} U_i X_{i-1} - \frac{(1-\theta^2)X_0^2 - \theta}{\sqrt{T}}
\]

\[
+ \frac{(1-\theta^2)^2}{T^2} \left( \sum_{i=1}^{T} U_i X_{i-1} \right) + \frac{3J(\theta) + K(\theta)}{2I(\theta)^3} \left( \frac{1}{\sqrt{T}} \sum_{i=1}^{T} U_i X_{i-1} \right)^2 + o_p \left( \frac{1}{\sqrt{T}} \right)
\]

Hence we obtain

\[
\sqrt{T}(\theta_{ML} - \theta) = - \frac{2\theta}{\sqrt{T}} + \frac{2\theta(1-\theta^2)}{\sqrt{T}} X_0^2 + \frac{2(1-\theta^2)}{\sqrt{T}} \sum_{i=1}^{T} U_i X_{i-1}
\]

\[
- \frac{(1-\theta^2)^2}{T^2} \left( \sum_{i=1}^{T} X_0^2 \right) \sum_{i=1}^{T} U_i X_{i-1}
\]

\[
+ \frac{(1-\theta^2)^3}{2T^2} \left( 3J(\theta) + K(\theta) \right) \left( \sum_{i=1}^{T} U_i X_{i-1} \right)^2 + o_p \left( \frac{1}{\sqrt{T}} \right)
\]

Since \( E(U_i^3) = 0 \), it is seen that the fifth term of the right-hand side of (2) does not affect the asymptotic distribution of \( \theta_{ML} \) up to order \( T^{-1/2} \) ([1]).

Next it is shown that the least squares estimator

\[
\hat{\theta}_{LS} = \frac{\sum_{i=1}^{T} X_i X_{i-1}}{\sum_{i=1}^{T} X_{i-1}^2}
\]

is also second order asymptotically efficient. It is seen that \( \hat{\theta}_{LS} \) is \( \{ \sqrt{T} \} \)-consistent.

\[
E_\theta \left( \sum_{i=1}^{T} X_i X_{i-1} \right) = \frac{T}{1 - \theta^2} = \mu \text{ (say)};
\]

\[
\sum_{i=1}^{T} X_i X_{i-1} - \theta \sum_{i=1}^{T} X_{i-1}^2 = \sum_{i=1}^{T} (X_i - \theta X_{i-1}) X_{i-1} = \sum_{i=1}^{T} U_i X_{i-1},
\]

it follows that
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\[ \hat{\theta}_{LS} - \theta = \frac{\sum_{t=1}^{T} U_t X_{t-1}}{\sum_{t=1}^{T} X_{t-1}^2} \]

\[ = \frac{\sum_{t=1}^{T} U_t X_{t-1}}{\left( 1 + \frac{\sum_{t=1}^{T} X_{t-1}^2 - \mu}{\mu} \right)} \]

\[ = \frac{1}{\mu} \left( \sum_{t=1}^{T} U_t X_{t-1} \right) \left( 1 - \frac{\sum_{t=1}^{T} X_{t-1}^2 - \mu}{\mu} \right) + o_p \left( \frac{1}{\sqrt{T}} \right) \]

\[ = \frac{1}{\mu} \left( \sum_{t=1}^{T} U_t X_{t-1} \right) + \frac{1}{\mu^2} \left( \sum_{t=1}^{T} U_t X_{t-1} \right)^2 + o_p \left( \frac{1}{\sqrt{T}} \right) \]

\[ = \frac{1}{\mu^2} \left( \sum_{t=1}^{T} U_t X_{t-1} \right)^2 + o_p \left( \frac{1}{\sqrt{T}} \right) \]  

Hence we obtain

\[ \sqrt{T} (\hat{\theta}_{LS} - \theta) = \frac{2(1 - \theta^2)}{\sqrt{T}} \sum_{t=1}^{T} U_t X_{t-1} - \frac{(1 - \theta^2)^2}{T} \left( \sum_{t=1}^{T} X_{t-1} \right) \left( \sum_{t=1}^{T} U_t X_{t-1} \right) + o_p \left( \frac{1}{\sqrt{T}} \right) \]

We modify \( \hat{\theta}_{LS} \) to be second order AMU and denote it by \( \hat{\theta}_{LS}^* \). Since \( E(X_0 U_t X_{t-1}) = 0 \) \((t=1, 2, \ldots, T)\), it follows that the second term with \( X_0 \) of the right-hand side of (2) does not affect the asymptotic distribution of the MLE up to the order \( T^{-1/2} \), that is, the second order asymptotic efficiency of the MLE.

By Theorems 1, 2 and (2) and (3) we have established:

**Theorem 3.** \( \hat{\theta}_{LS}^* \) is second order asymptotically efficient.

Remark: Although it is seen from the above that the second order asymptotic efficiency of the MLE does not depend on the initial condition of \( X_0 \), it is noted that the second term with \( X_0 \) of the right-hand side of (2) may affect the \( m \)-th \((m \geq 3)\) order asymptotic efficiency of the MLE.
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