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SUMMARY The Optimal Packet Length (OPL) in packet-
switched communication systems has been studied in the litera-
ture from various aspects. In this paper, we consider the trade-off
between packet length and data transmission delay in a high-
speed communication system. To simplify the analysis of the
mean data transmission delay, the model is limited to a point-
to-point communication system, in which each node complies
with the OSI reference model. In order to study the relationship
between the OPL and the number of modules performing each
protocol, two model communication systems are discussed. In
one each node contains two layered protocol modules, and in
the other three. Moreover, for both models, the mean data trans-
mission delay is analyzed for two cases depending on whether or
not the DLC layer or the network layer performs retransmissions.
After studying the OPL which minimizes the mean data trans-
mission delay in each case, we discuss the relationships between
the OPLs and the various protocol parameters.

key words:  optimal packet length, layered protocol, packet-
switched communication system

1. Introduction

Almost all communication network protocols are de-
signed using layered architectures. A layered model is
formed of a hierarchy of modules where each module
performs some protocol function. Each module logi-
cally communicates with the corresponding peer mod-
ule going through lower modules. The function of each
module is thus to perform as a black-box with a di-
rect connection to its peer module, and therefore input-
output events to/from the black-box can be regarded as
pairs of input request messages and corresponding re-
sponse messages. This characteristic requires a proper
model to evaluate the performance of a communication
system with layered architecture. Let us consider the
example of data transmission in a packet-switched com-
munication system which complies with the OSI refer-
ence model.

In the OSI reference model, each layer has its own
data format which the PDU (Protocol Data Unit). In

Manuscript received June 24, 1997.
Manuscript revised August 25, 1997.
tThe author is a student in the Doctoral Program in En-
gineering, University of Tsukuba, Tsukuba-shi, 305 Japan.
" The authors are with the Faculty of the Institute of In-
formation Sciences and Electronics, University of Tsukuba,
Tsukuba-shi, 305 Japan.
*This research is partly supported by the International
Communication Foundation.

a packet-switched network, the PDU is called a packet
in the network layer and a frame in the DLC layer.
Figure 1 illustrates the data format below the transport
layer. Incoming data to the network layer should be
split into packet-sized segments by the transport layer
if its length is larger than the maximum data size that
the network layer can process, and the data is transmit-
ted separately segment by segment. These packet-sized
segments are reassembled in the transport layer of the
receiver node. At each layer of the sender node, the
incoming, descending data is wrapped with the PCI
(Protocol Control Information) of the layer and this
PCI will be removed by the corresponding layer of the
receiver node. Figure 2 shows the transmission flow
for a segment Sl into the transport peer module. In
order to send Sl to its peer transport layer, the trans-
port layer wraps a Tr-PCI around S1, which is then
sent through to the network peer module. Furthermore,
the network layer peer module in turn uses the lower
DLC peer modules. The network and the DLC proce-
dures end by receiving corresponding response messages
CR (P) and CR (F) from their peer modules. Note that
the transmission of CR (P) also needs to use the DLC
modules. After the transport layer of the receiver node
receives the data from the network layer, it removes Tt-
PCI while returning a corresponding response message
CR(S) to finish the transport process. CR(S) is sent
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Fig. 1 Data format in the OSI model.
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Fig. 2 Data transmission procedure.

back in the same way as S1. If an error is detected at
any of these layers, the associated sending layer should
retransmit the message according to some retransmis-
sion scheme.

The above flow control description shows that at
least two kinds of delay should be included in the packet
transmission delay model for a layered protocol struc-
ture. One is the delay of the data itself caused by
queuing and processing through the modules of each
layer. Therefore this should be analyzed by a multi-
queue model instead of a single queue. Another de-
lay is caused by the corresponding response messages
which accompany the data. In the above example, there
are four corresponding frames, two corresponding pack-
ets and one corresponding segment transferred and pro-
cessed between the layer modules. These corresponding
messages increase as the number of layers increases. In
addition, besides the above corresponding messages, ev-
ery layer module may also generate other control mes-
sages, such as congestion control packets and retrans-
mission control frames, to control the overall data trans-
mission. These control messages are also queued and
processed together with the data; delay of and due to
these control messages should be included in a complete
analysis.

Recently, several approaches have been proposed
to evaluate the performance of a layered model. An
approximation algorithm has been presented to analyze
the performance of a multi-layered network with slid-
ing window protocols[1]. The approximation uses an
interesting queuing theory technique to reduce multi-
layered network hierarchy to a single queue in order to
simplify the analysis. An iterative algorithm has been
introduced to analyze the performance of a two-layer
LAN model[2], and the same method has been em-
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ployed to analyze an interconnected LAN model [3].
However, all of these studies have ignored the delay
caused by the control messages and corresponding mes-
sages. A simulation method which includes the delay
of the corresponding response messages is developed in
[4]. Considering the three kinds of delay, a tandem
M/M/1 queuing model has been proposed to evaluate
the mean data message response delay for a high speed
point-to-point system[5] and a LAN system[6]. Be-
cause the analytical results of [5] agree well with mea-
surements of a real system (see Appendix B), the model
can be regarded as a superior one for evaluating the
performance of layered protocol systems. In this pa-
per, we apply the basic layered model proposed in [5]
to our model of packet transmission in order to study
data transmission delay and the OPL which minimizes
the data transmission delay.

Since the maximum packet length is an impor-
tant parameter which influences system performance in
packet-switched networks, the OPL has been studied
in many papers[7]-[16], however, these discussions on
packet transmission have been limited to a single pro-
tocol layer. We focus on the relationship between the
OPL and layered protocol parameters. Since error-free
transmission is assumed in [5], we first analyze the data
transmission delay including retransmission. For con-
venience of descriptive terminology, the OSI model is
chosen here over other protocols. The lower three layer
modules related with retransmission—transport layer,
network layer, DLC layer (the physical layer is ignored
because there is no software control there) are studied
for their effect on data transmission. Since one of our
purposes is to study the relationship between the OPL
and the number of modules implementing the protocol,
the communication system is discussed for two separate
models: a two-layered model and a three-layered model.
Furthermore, for both models, the mean data transmis-
sion delay is discussed for two cases—either the retrans-
mission procedure is carried out only at the DLC layer
module or only at the network-layer module. The OPL
is theoretically proven to exist in each case and is shown
by several numerical examples.

The paper is organized in the following way: The
model definition and description of parameters are
given in Sect.2. The mean data transmission delay and
the OPL in the two-layered model are studied in Sect. 3
and those in the three-layered model are similarly stud-
ied in Sect.4. Then, Sect.5 presents several numerical
examples of the OPL for the two models. Finally dis-
cussions and conclusions are provided in Sect. 6.

2. Modeling of the Communication System
2.1 Point-to-Point Communication Model

The communication system consists of two nodes in an
interactive processing environment. Multiple users use
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Fig.3  The structure of the three-layered communication model.

the sender node to transmit data messages to the receiver
node simultaneously. The receiver node sends an corre-
sponding message back after a data message is received.
In this paper, a two-layered communication model is
studied as well as a three-layered communication model.
Figure 3 shows the three-layered point-to-point model
in which each node consists of the transport, network
and DLC modules each executing functions of the cor-
responding layer of the OS] reference model. The two-
layered communication model consists of only the net-
work layer and the DLC layer, in this case the data is
assumed to have been split into data segments before en-
tering the network layer and segmentation and assembly
delay are assumed to be ignorable when compared with
the transmission delay.

Each layer module has a queue holding the data,
the corresponding response messages and control mes-
sages as shown in Fig.2. The delay time including pro-
tocol processing time at each module is the sum of the
total processing time and the waiting time of all mes-
sages.

2.2 Assumptions

Error detection is assumed to be carried out in the same
layer which does the retransmission. Only random er-
rors are assumed to be detected in the system. An Ack is
sent back when no error is detected. Although some de-
tection methods like CRC can correct a limited number
of bit errors, most real communication systems retrans-
mit the error data without forward error correction. In
this model, the sending layer starts the retransmission if
an Ack is not received within a random time-out inter-
val. Control messages are short enough that error free
operation is assumed.
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The following assumptions are required for the
analysis of the data transmission delay.

There are three kinds of control messages entering
the queue of a module. These include the messages gen-
erated in the layer, the messages received from the next
higher layer, and the messages received from the next
lower layer (or in the case of the lowest layer, messages
incoming from the network). There are also three kinds
of output messages: messages expired from service, mes-
sages sent to the next higher layer and messages sent to
the next lower layer. We assume that the three kinds
of input messages have the same mean service time for
each module and the following assumptions are made:

o Poisson arrival of the data
o Exponential service time at each module

e Message independence
2.3 Description of Parameters

The mean data transmission delay T is defined as the
average time between some data arriving at the sender
node and the corresponding response message being re-
ceived back. In the two-layered model, T is defined as
the sum of the transmission delays of all the segmented
packets. The parameters and variables for analyzing the
mean data transmission delay are defined as follows:

A Mean arrival rate of data incoming to the commu-
nication system

L: Mean data length

j:  Layer module number (1 at the lowest DLC layer,
increasing by one at each higher layer)

h;:  The length of the PCI at the j-th layer module

z:  The maximum packet length, which equals the PCI
length %o of the network layer plus the maximum
transport data segment length

pe: Average BER (Bit Error Rate)

a: A positive constant dependent upon p. such as
a=-—1In(l-p.)

N;: Mean number of transmissions for an z-bit-long
packet.

i: Node number (1 for the sender and 2 for the re-
ceiver)

t;; : Mean service time of messages at the j-th layer
module of node ¢

n,; - Number of originating messages generated at the
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j-th layer of node i due to a layer (j 4+ 1) data
message transmission

ng: Mg ="nNij +Tl2j

¢, : The total number of messages processed in the j-th
layer of node 7 for a successful (j + 1) data packet
transmission in the two-layered model or in the
three-layered model for a successful data message
transmission.

3. Two-Layered Communication System
3.1 Mean Data Transmission Delay
3.1.1 Mean Number of Transmissions

For a random error, the probability that an z-bit-long
data packet may have at least one error in the transmis-
sion is

p=1-(1-p
where p. equals average BER and (z+h4) is the average
data frame length transmitted on the physical link. The
probability that a packet can be transferred successfully
at the k-th transmission is P = p*~1(1 —p). Therefore,
the mean number of transmissions NV, for an z-bit-long
data packet in this model is

N, = i kP,
k=1

=(1-p)(1+2p+3p> +4p° +--)

= (1 110) =(1 _pe)i(x+h1) ()

3.1.2  Analysis of Mean Data Transmission Delay

o)t (1)

The mean data transmission delay is the sum of the to-
tal delay times for all of the messages processed through
all of the modules. The delay through each module is
in turn composed of both message wait and processing
time. From the assumptions of Sect.2.2, the messages
into each module are put into an M/M/1 queue[17].
According to M/M/1 queuing theory, the mean delay
time W;; for each message at the j-th layer of node i
can be calculated from the arrival rate \;; of messages
and the mean processing time t;; per message.
ti,

where the following conditions are required by M/M/1
theory for,7 = 1,2.

1-— /\ijtij > 0. 4)

The arrival rate A;; of messages at each layer mod-
ule is the arrival rate of segmented packets multiplied
by the number of the messages c;; for a single packet
transmission. A;; can be calculated as:

Wy =
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Fig. 4 The number of messages per data packet transmission
processed in each module without retransmission.

L
(CC — hg)

where A is the arrival rate of data with mean length L,
and L/(z — hgy) is the number of data packets into which
the L-bit-long data is segmented.
Substituting Eq. (5) into Eq. (3) gives
2 2

T=— hz YOS Wiy

z—ly 1

Cijts
- T — hg Z Z J)\”Jt” (6)

Figure 4 lets us count the number of messages that
each module handles per data packet transmission when
retransmissions are not included. The number of mes-
sages processed in the DLC layer of the sender node
¢11 1s the sum of the number of messages ny; generated
at its own layer, nio transferred from the network layer
and (ng2 + ng;) received from the receiver node.

The number of messages c;; increases when retrans-
mission occurs. Since the increase differs depending on
which layer executes the retransmission, we analyze c;;
into two cases, one in which the retransmission is per-
formed by the DLC layer and one in which network
layer handles retransmissions.

Aij = Acij. (5)

3.1.3 Retransmission at the DLC Layer

Because the network layer is error free, there is no influ-
ence upon the input number of messages at the network
module. In the DLC layer module of the sender node,
an z-bit-long data packet needs to be transmitted N,
times before it is received correctly. Thus, the messages
generated by the DLC layer increase to N,n11, and the
messages (nge + noy) sent to the DLC layer from the
receiver node also increase to (N nos +ng1). Similarly,
we get the number of messages c;; processed at the j-th
layer of node 7 for a successful data packet transmission
to be

C12 = C22 = M1z + N2z = N2 (7
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Fig. 5 The number of messages per data packet transmission
processed in each module in the case of retransmission at the
network layer.

€11 = Cg1 = N2 + Nyniy + nog + Nanos (8)
=ng + anl (9)

where n; = n1; + ng;. The mean data transmission de-
lay T' can be obtained by substituting the above c;; into
Eq.(6). T is

I= ZL hg—bQL/\

i=1
L bi + N.b;
+ ( 12 11) (10)
T —hy — (bzl + bile)L)‘
2
= Z(Tz‘z +Ti1), (11)

=1

where bf’j = t;;n, and we rewrite the two terms in the
brackets of Eq.(10) as T;5 and T};.

The following relations are required for ¢ = 1,2
from Eq. (4).

z—hy — bLLA > 0 12)
= hy (b3, + NbL)LA > 0.

3.1.4 Retransmission at the Network Layer

Here for a packet retransmission, the DLC layer also
generates additional messages. Figure 5 lets us count
the number of the messages processed at each layer for
a successful data packet transmission. Therefore, c;; can
be seen to be:

c12 = caa = Ny(niz + naa) = Nano (13)
c11 = co1 = Ny(nig + ngg + 111 + n91) (14)

Substituting this into Eq. (6), the mean data trans-
mission delay 7" for this case becomes

-y

i=1j=1

N bu

T= ZZCI’— hg — Nzbi; LA

i=1j=1
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where b;‘j = t;;¢;;/N, and the following conditions are
necessary for i = 1,2 from Eq. (4).

& — hy — NbLA > 0. (17)

3.2 Proof that an OPL Exists

The mean data transmission delay T is a function of the
average BER p,., the average data length L, the data ar-
rival rate A, system parameters n;; and t;;, and the data
packet length . The optimal packet length is defined
as that  which minimizes the mean data transmission
delay 7" when all the other parameters are held constant.

In an actual system, the number of segmented data
packets has a positive integer value. We shall assume x
to be a continuous value to simplify our analysis by re-
placing the discrete model with a continuous one. This
assumption does not violate the generality of our model.
The OPL for each retransmission layer case is discussed
below.

3.2.1 Proof in the Case of Retransmission at the DLC
Layer

Based on Eq.(11), the first derivative of each term Tj;
with respect to z is
Lb;
Tp = - s (18)
(x — hg — b, LA)
LN.bYa(z — he) — 1] — LbZ
Ti/l — z zl[a‘(T 2) ] 7,21 ) (19)
[z — hy — (b, + Nabjy)LA]
It is easy to see that T}, is a monotonic increasing
function of = for i = 1,2, and thus 775 > 0.
We use the function f, introduced in the Appendix
A to prove that T/] > 0. Let y be (z — hy), then the
function f, is transformed into the following:

Ny (1= pe)*by[a(z — hy) — 1] — bo

P)
bg(ﬂ? — hg) - [bo + szl(]- ~pe)h2]bg

(20)
and f; > 0 results in f;_, > 0. Because by,b1,bs,b3
are arbitrary positive constants, (Lb?, Lb}, (1 — p.) "2,
1, A) can be substituted for (bg, b1, b2, b3), which makes
fz—n, equal the function of T7, given in Eq. (19). There-
fore, T}, is a special case of the function f,_p,, which
therefore results that 7}] > 0.

The second derivatives of T;; for 7,5 = 1,2 have
all been proven to be positive, thus 77 > 0 is obtained
as required. This result shows that the function T is
convex and an OPL truly exists when the DLC layer
handles the retransmission.

Ideally, the OPL is the packet length z such that
T, = 0. Since it is difficult to solve for the OPL from
T = 0, several numerical results on the OPL will be

presented in Sect. 5.1 to elucidate the relationships be-
tween the OPL and the other parameters.

fm~hg =
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3.2.2 Proof for the Case of Retransmission at the Net-
work Layer

By calculating the first derivative of the mean data trans-
mission delay for this case from Eq. (16), we have
LN;bjla(z — hy) — 1
TZ;/ — z { ( 2) ] Q1)
[r~h2—b“7\/ L/\]

fe—n, in Eq.(20) can be transformed into the
same function as Eq.(21) if the positive arbitrary con-
stants (bg, b1, bo, b3) are substituted for by (O,Lb}‘j(l —
pe)~",1,1). Thus, each T;;’ is a special case of the
function f,_p,, and 734" > 0 for (4,5 = 1,2). Hence,
an OPL also exists when the retransmission is carried
out at the network layer.

It is easy to find from Eq.(21) that T*" = 0 when
the mean packet length takes on the following value:

o

hl(] - p(i)

We have that the OPL is given by « if the mean data
length is longer than —1/In(1—p.). Otherwise, the OPL
becomes L+ hy because T' is convex. Consequently, the

OPL in the two-layered model where the retransmission
is carried out at the network layer is shown to be:

+]22.

1
= mi —— 9. 22
Topr, = min (L, (= pe)) + hy (22)

Note that the above OPL depends only on the mean
data length L, average BER p. and the PCI length of
the network layer 75.

4. Three-Layered Communication System

In the two-layered communication model, packet seg-
mentation and reassembly delays are ignored. In this
section, these kinds of delays are included in the trans-
port layer. The mean data transmission delay and the
OPL will be studied by an approach similar to the pre-
vious section.

4.] Mean Data Transmission Delay

Each module has an M/M/1 queue as in the two-layered
model. The mean data transmission delay T is the sum
of the delay time of all the messages processed at each
module for each data transmission, that is

2 3
T=Y"> c,W, (23)

i=19=1

where c,, is the average total number of messages pro-
cessed at the j-th layer of node i per data message, W;;
denotes the mean delay time per message, which can be
calculated from the arrival rate of messages A;, and the
mean processing time t;, per message. From M/M/1
theory, we have
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Fig. 6 The number of messages per data message transmission
processed in each module without retransmission.

t..
Wiy = ——3— (24)
Tl- gty
where
1-— )\ijtij > 0. (25)

The arrival rate of messages A;; is given by
)\2,] = /\Cij.
Substituting A;; into Eq.(23) results in

ro Yyl o 26)

i=1j=1

Let ¢ be the average number of packets per data message,
1e.,

L
.’L‘*hg*hg

where hy and hz are the PCI lengths of the network
layer and the transport layer.

In the case of no retransmission, the number of mes-
sages handled at each module for a single data transmis-
sion can be counted from Fig.6. Since n;;(i,j = 1,2)
represents the number of messages generated for a packet
transmission at the network or the DLC layer module,
n;; messages are generated g times during a single data
transmission. Therefore, the number of messages sent to
the DLC layer from the network layer becomes n;3+qmo
and the number sent to opposite node’s DLC layer be-
comes q(n2 + n,1) + Niz.

In the three-layered model, the mean number of
transmissions N, for an z-bit-long packet takes on the
same value as that of the two-layered model. We next
consider c,, for the two cases.

q= (27)

4.1.1 Retransmission at the DLC Layer

There is no increase in the input number of messages
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Fig. 7 The number of messages per data message transmission
processed in each module in the case of retransmission at the
DLC layer.

at the transport and the network layers. As can be seen
from Fig.7, the number of messages generated in the
DLC layer increases to ¢/N,;n;;. This results in the num-
ber of the messages sent to the DLC layer of the opposite
node being increased to n,3 + q(n;2 + Nyn;1). Conse-
quently, the number of messages c,; handled at the j-th
layer of node 7 for a successful data transmission is

c13 = Ca3 = N3 + N2z = N3 (28)
ci2 = mi3 +ng3 + q(niz +ng2) = nz +qna (29)
e = nag + ngg + q(nig + noa) + qNg(n11 + na1)
= nz + qna + qNyny. (30)
Substituting the above ¢;; into Eq. (26), we get
T i [ nati3
1- /\Tl,gflg

=1

(n3 + qna)tia

1 — (n3 + gqna)tioA
[ns + q(ng + Nena)lti

1 — [ng + g(na + Nyna)Jtir A

=

+

(31)

I
E

(T3 +Tin +Ti1) (32)

1=

Il

where T3, Tjo, T;1 identify the bracketed terms in
Eq.(31), and each denominator of 133, Tj2 and Tj; is
required to be positive by Eq. (25).

4.1.2 Retransmission at the Network Layer

In this case, gn,;(i,7 = 1,2) messages should be gen-
erated IV, times for each successful data transmission
by the network layer and the DLC layer. Therefore,
the number of the messages gn;,(i,j = 1,2) generated
at the network layer and the DLC layer increases to
gNzn;; respectively. Accordingly, the number of the
messages sent from the network layer module to the
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DLC layer changes to n;3 + gN,n;2 and the number
sent to the DLC layer module of the opposite node be-
comes n;3 + qN.(n + nyy ). Hence, the number of the
messages c¢;; processed at the j-th layer of node ¢ for a
successful data message transmission is obtained as

C13 = €23 =MN13 + N2z = N3 (33)
c1z = ni13 + ng3 + qNy(n12 + nog)

= nz + qNyne (34)
c11 = 113 + g3 + qNy(n12 4+ noz + 111 +n21)

= ng + qNy(ng +ny). (35)

Using the above ¢;; in Eq. (24), we obtain
(n3 + qNzna)tao

2
n3ti3
T =
Z |i1 - )\ngtmg 1-— (n3 + qung)tig)\

n3 + qNz(ng 4 n1)ti
1 — [ng + qNz(ng + 1)t A

(36)

where again the denominator of each bracketed term
should be positive from Eq. (25).

4.2 Proof that an OPL Exists

4.2.1 Proof for the Case Retransmission at the DLC
Layer

Substituting ¢ into Eq. (31), the mean data transmission
delay can be rewritten as:

Ty3= b (37)
ST
1 T — hg - h3
Tig== -
2= [(1 TN —hs —he) =550 LY
T. 1 T — hg - h3
T (1- bzgl/\)(x —hy —hs) — (bz'z1+Nxb}1)L)‘
- 1} (39)

where twnk 1S written as bw’ and the denominator of
each term is requ1red to be positive. Since Ty is inde-
pendent of z, 3 = (. Calculation of the first derivative
of T3 and T;o gives

Lb3,

T —=_—
N (1 =020 (z — hy — h3) — bsz)\P (40)
Tl o L]Vmbzll [a('ﬁ - h2 - h3) — ]_} — Lb??l
i1 [(1 — bfl)\)(l — hz — hg) — (b121+Nmb111)L>\]2
(41)

where a = —In(1 — p,).

It is obvious that T}, is a monotonic increasing
function of z, T > 0.

Again the function f, from the Appendix A is
reused to prove that 7/; > 0. Let y be (z — hy — h3), f,
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is transformed into following function f,_p,_p, of z.

No(1 = pe)™ by [a(z — hy — hg) — 1] — by
[bo(z — by — hy) — [bo + Naby (1 — pe)(ha+hs)]bg] >
(42)

We have that f,_, , > 0 because f, > 0.
fe—hy—n, becomes the same function as 77, if the pos-
itive arbitrary constants by, b1, bo, b3 are substituted for
by (Lb?, Lb} (1—pe)~"2=" 1—b3 A, ). Thus, T > 0.

Since T/, = 0, and both T}, and 77| > 0, the result

2 3
is that ZZTZ’]’ = T" > 0. Therefore. an OPL also
i=1j=1
exists in this case. Numerical results for the OPL will
be presented in the Sect.5.2.

4.2.2 Proof for the Case of Retransmission at the Net-
work Layer

Denoting by T;3, 7,2, T} the bracketed terms of Eq. (36),
we obtain the first derivatives of T3; as:

i'3:0 (43)
, LN b%a(z — hy — h3) — 1]
2= 3 2 3 (44)
[(1 — b72A)(T - }7,2 — hg) - ]VmbiQLA]
;o LNT(b?l + bgl)[a(x — hg = h3) — 1]
T = BN — he — ha) = No(b +05) LA
(45)

Obviously, T)3 = 0. By using f, ;. ;5 > 0 derived
from the previous section, we now prove that 75 and
T!] both have positive values.

If (bo,b1,bo,b3) are replaced by the positive con-
stants (0, Lb% (1 — p.)~"27h2 1 — b3 A\, A), the function
fz—ny,—n3 becomes identical with T}, of Eq.(44). Fur-
thermore, Eq. (44) transforms into 77, of Eq. (45) if b%,
is substituted for by b2, +b};. That is, both Eq. (44) and
Eq. (45) are special cases of f,_4,—p,, thus both 7} and
T!; are positive. This shows that T is a convex function
of the mean packet length z. Thus an OPL also exists
when retransmission is carried out at the network layer
module.

2 3
Note that ZZT,’J =T"'=0at
i=1y=1
_ 1
 In(1—pe)

from Eqgs. (43), (44) and Eq.(45). With the same rea-
soning as in Sect.3.2.2, the OPL is found to be

+hy+ h3

TopL = min (L, — ) + hg + h3. (46)

In(1 — pe)

5. Numerical Results and Discussion

In the case where the retransmission is carried out at
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the network layer, the OPL is simply determined by the
average BER p., the mean data length L and the PCI
length hy of the network layer and ks of the transport
layer. The results of the analysis have been shown in
Eq. (22) for the two-layered model, and Eq. (46) for the
three-layered model. As it is difficult to solve directly
the OPL when the DLC layer module performs the re-
transmission, numerical examples of the OPL are pre-
sented in this section to elucidate the relationships be-
tween the OPL and and the various parameters in each
model. Furthermore, by comparing the results of the
two models and the two cases, the relationship between
the OPL and the number of layered modules implement-
ing the protocol is discussed as well as the relationship
between the OPL and the location of the layer executing
the retransmission.

5.1 Numerical Examples of the OPL for the Two-
Layered Model

A numerical analysis is employed to calculate the
OPL minimizing the mean data transmission delay of
Eq.(11). Figures 8, 9 and 10 show the OPL as a func-
tion of the various system parameters. All are calcu-
lated under the same conditions of low traffic arrival
rate, and with PCI’s lengths of 18 bytes for the net-
work layer, 24 bytes for the DLC layer and the num-
ber of the originating control messages at each layer is
(n117n127n2177122) = (472747 2)~

With conditions that the average BER p, = 1072
and the mean processing time of control messages
at each layer module (t11,%12,t21,%22) being (0.13 x
10~%sec, 0.15x 1073 sec, 0.09x 103 sec, 0.11x 103 sec),
Fig. 8 shows the relationship between the OPL and the
mean data length, for the case of data arrival rates A
of 6 and 90 per minute. When the mean data length is
smaller than the maximum length of a packet, the OPL
is nearly equal to that of the mean data length. Thus,
the OPL increases linearly as the mean data length in-
creases, and it reaches a maximum value at the point
where the mean data length is about 1300 bits for A = 6

1400

00 | T T T ]

1000 hy = 18 bytes, hy = 24 bytes, A = 6/min
A=90/min -

800

OPL(bit)

600
400

200 |

10* 3x10* 5x10* 7x10°*
Mean Data Length(bit)
Fig. 8 OPL vs. Mean data length.
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Fig. 9 OPL vs. Bit Error Rate.
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1200 Speed 1 --=-==-

OPL(bit)

1150
1100
1050

1000

10° 3x10* 5 x10* 7x10*
Mean Data Length(bit)

Fig. 10 OPL vs. Node’s processing speed.

per minute. Then it decreases as the mean data length
becomes longer than 1300bits. The degradation of the
OPL size is caused by the increasing retransmission of
error packets.. The more the data is segmented into pack-
ets, the greater the possibility of retransmission for error
packets.

Under the same system parameters, Fig.9 shows
the relationship between the OPL and the average BER
when the data length is 106 bits and the arrival rate A is
6 per minute. Comparing this with the curve of 1/p., we
can see the OPL is in inverse proportion to the average
BER p..

Figure 10 shows the OPL for different node pro-
cessing speeds for p. = 107> and A = 6 per minute.
The mean processing times t;; of the curves marked
“speed 3” and “speed 2” are three times faster, and two
times faster than that of the communication system rep-
resented by the “speed 1.” As the node’s processing
speed becomes slower, we see that the OPL also be-
comes shorter.

Let us evaluate the OPL in order to compare it
for the two retransmission cases in the two-layered
model. It can been seen from Egs.(18) and (19) that
the first derivative of T' remains negative if (z — hy) <
—1/In(1 = p.). As the OPL is = such that 7, = 0, the
OPL must be longer than —1/In(1 — p,) + hy. How-
ever, if the mean data length L is shorter than this, the
OPL becomes L + hy from the nature of the convex
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function. Thus, in the case that the DCL layer exe-
cutes the retransmission, the OPL is no shorter than the
min(L, —=1/In(1 — p.)) + ho. It is already known from
Eq.(22) that the OPL is min(L,—1/In(1 — p.)) + h2
when retransmission is carried out at the network layer.
Therefore, the OPL gets longer when the retransmission
procedure is carried out in the lower DLC layer.

5.2 Numerical Examples of the OPL for the Three-
Layered Model

The relationships between the OPL and the mean data
length, average BER and node’s processing time can be
studied with Eq.(32). In order to compare the results
with the two-layered model, the parameters of the DLC
and the network layer are kept the same as those in the
corresponding figures for the two-layered model. All
OPLs are calculated with a PCI length of the transport
layer of 24 bytes and the number of originating control
messages generated in the transport layer is 2 messages
for both the sender node and the receiver node.

Figure 11 shows the relationship between the OPL
and the mean data length when the mean message pro-
cessing times of the transport layer are set to 0.15 sec for
t13 and 0.13 sec for t35. The other parameters are the
same as in Fig. 8. The previous OPL for the two-layered
model under the arrival rate of A = 90 per minute is
also presented here for comparison. Similar relation-
ships between the mean data length and the OPL in the
two-layered model can also be seen in the three-layered
model as well as in the relationship between the OPL
and the data arrival rate. Comparing the OPL with that
of the two-layered model, we see that the OPL is longer
in the three-layered model. One of the reasons is that
the extra 24 bytes of transport layer’s PCI is included in
the OPL. Comparison of the pure data length included
in the OPL of the two models will be shown later.

Under the same system parameters described in
Fig. 11, Fig. 12 illustrates the relationship between the
OPL and the average BER of the three-layered model
along with that of the two-layered model. The aver-
age data length is 10° bits and the arrival rate \ is 6
per minute. It shows that the OPL in the three-layered
model is also highly affected by the average BER, just
as it was the two-layered model.

Figure 13 shows the OPL as parameterized by the
node’s processing speed when A = 60 per minute and the
average BER and other system parameters are the same
as those of Fig. 11. The mean processing times ¢;; of the
curves represented by “speed 3” and “speed 2” are also
three times, and two times faster than that of the commu-
nication system represented by “speed 1.” Again we see
that the OPL of three-layered model, becomes shorter
when the node’s processing speed becomes slower.

When the DLC layer performs the retransmission,
the first derivative of the mean data transmission delay
T takes on a negative value when the packet length z
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Fig. 13 OPL vs. Node’s processing speed.

is shorter than —1/In(1 — p.) + hgy + hg from Eq. (40)
and Eq.(41). With the same reasoning presented in
Sect. 4.2, the OPL is no shorter than min(L, —1/In(1 —
Pe)) + ho + hz. On the other hand, when the retrans-
mission is carried out by the network layer, the OPL is
min(L, —1/In(1 — p.)) -+ he + h3 according to Eq. (46).
Therefore, in the three-layered model, the same conclu-
sion can be obtained as with the two-layer model that
the OPL gets shorter as the location of the layer per-
forming the retransmission becomes higher.
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Fig. 14  The pure data length included in the OPL.

5.3 Comparison of the Two Models

Generally, efficiency and throughput of data transmis-
sion becomes better as the packet length gets longer.
On the other hand, the transmission efficiency becomes
worse if the number of protocol layers performing the
protocol functions gets larger. This is because that each
layer adds its own PCI before sending the data to the
next Jower layer. Since the OPL discussed above in-
cludes this PCI overhead, next we study the pure data
length (after elimination of all overhead) included in
the OPL.

In the case where network layer executes the retrans-
mission, the OPL in the three-layered model is given by
min(L, —1/In(1 —p.)) + hy + h3 from Eq. (46) while in
the two-layered model it is min(L, —1/1In(1 — p.)) + ho
from Eq.(22). The pure data is thus exactly the same in
the two models. Therefore, as compared with the two-
layered model, the data transmission efficiency becomes
worse in the three-layered model as the effective OPL is
not longer.

When retransmission is implemented in the DLC
layer, it is already seen from Fig. 11 that the OPL for
the three-layered model is longer than that for the two-
layered model under otherwise similar conditions and
parameters. The pure data length contained within the
OPL of Fig. 11 is illustrated in Fig. 14. It can be seen
that the pure data length in the OPL of the two-layered
model is longer than that in the three-layered model.
Thus, it can be also concluded that the data transmis-
sion efficiency gets worse if the number of layers per-
forming the protocols becomes larger.

6. Conclusion

In this paper, we have studied the mean data trans-
mission delay and the OPL in a point-to-point packet-
switched communication system based on the OSI refer-
ence model. The communication system has been mod-
eled by a two-layered model and a three-layered model.
The mean data transmission delay and the OPL were
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discussed in two separate cases depending on whether
the DLC layer or the network layer performs the error
retransmission function. Several numerical results have
been presented to elucidate the relationships between
the OPL, the average BER, the mean data length, the
arrival rate and other various system parameters.

Several conclusions can be drawn from our study.
First, our results indicate that the OPL is mostly af-
fected by the BER of the transmission media and the
mean data length. The maximum packet length in a
high speed communication system should take a value
not shorter than the sum of min(L, —1/In(1 — p.)) and
the PCI lengths used from the network layer to the high-
est layer. Second, the data transmission efficiency gets
worse when a transport layer is added to the two-layered
model. Third, in the same model, the OPL becomes
shorter as the location of the layer module perform-
ing the retransmission function is raised while the mean
data transmission delay gets longer. In short, the fewer
the number of layer modules implementing the proto-
col, and the lower the location of the layer where the
retransmission is execuied, the better the data message
transmission efficiency gets and the shorter the mean
data transmission delay becomes. On the other hand,
our results also show that the OPL is much easier to be
obtained in the case that the retransmission procedure
is carried out in the network layer. In that case, we can
realize an optimal system structure by using an OPL
which depends on fewer system parameters.

The data transmission in this paper is discussed
for a single direction, however, it is easy to expand the
model to a bidirectional data transmission system such
as a client-server communication system. Moreover, al-
though this work has been focused on the OSI refer-
ence model, a similar analysis can easily be applied to
other hierarchical protocol models. However, burst er-
ror conditions, flow control messages and processing
and communication systems where the retransmission
procedures are performed at more than one layer all
remain to be investigated by further research.

Acknowledgement

The authors wish to thank the members of the com-
puter network laboratory of the University of Tsukuba
for their helpful advice.

References

[1] G.W. Shapiro and H.G. Perros, “Nested sliding window
protocols with packet fragmentation,” IEEE Trans. Com-
mun., vol.COM-41, no.1, pp.99-109, 1993.

[2] M. Murata and H. Takagi, “Two-layer modeling for local
area networks,” IEEE Trans. Commun., vol.COM-36, no.9,
pp.1022-1034, 1988.

[3] J.L. Du, R.H. Deng, and C.K. Chi, “Performance analysis
of interconnected LANs with server/client configuration,”
Computer Networks and ISDN Systems, vol.25, pp.1321—

55

1333, 1993.

[4] T. Saito and S. Shirahata, “Performance evaluation of
multi-layered protocol,” Trans. of the Institute of Electron-
ics, Information and Communication Engineers, vol.J72-
D-1, no.7, pp.562-569, 1989.

[S] Y. Ebihara and T. Nakamura, “Mean value analysis of
response time for a LAN communication system limited
to point-to-point communication,” Trans. of Information
Processing Society of Japan, vol.30, no.11, pp.1504-1511,
1989.

[6] Y. Ebihara, T. Nakamura, and A. Azuma, “Mean value
analysis of response time for a high speed LAN commu-
nication system,” Trans. of Information Processing Society
of Japan, vol.30, no.11, pp.1522-1525, 1989.

[7] L. Svobodova, “Measured performance of transport service
in LANs,” Computer Networks and ISDN Systems, vol. 18,
pp.31-45, 1989/90.

(8] R.D. Rosner, R.H. Bittel, and D.E. Brown, “A high
throughput packet-switched technique without message re-
assembly,” IEEE Trans. Commun., vol. COM-23, pp.819—
828, 1975.

[9] T. Suda, H. Miyahara, and T. Hasegawa, “Performance
evaluation of a packetized voice system-simulation study,”
IEEE Trans. Commun., vol.COM-32, no.l, pp.97-102,
1984.

[10] C.J. Chang, J.W. Wong, and J.H. Chiu, “A simulation
study in the service strategies for packet voice communica-
tion networks,” Computer Networks and ISDN Systems,
vol.22, pp.225-232, 199:.

[11] D. Minoli, “Optimal packet length for packet voice com-
munication,” IEEE Trans. Commun., vol.COM-27, no.3,
pp.607-611, 1979.

[12] A. Parravina and G. Pacifici, “Performance evaluation of
ring networks supporting a packet voice service,” Com-
puter Networks and ISDN Systems, vol.15, pp.31-45, 1988.

[13] C: Evequoz and C. Tropper, “Optimal packet sizes in vir-
tual circuit computer networks,” Computer Networks and
ISDN Systems, vol.24, pp.387-404, 1992.

[14] C.A. Sunshine, “Efficiency of interprocess communication
protocols for computer networks,” IEEE Trans. Commun.,
vol.COM-25, no.2, pp.287-293, 1977.

[15] M. Azuma, Y. Ebihara, and K. Ikeda, “Study on the
throughput limits over the HDLC protocol,” Journal of
Information Processing, vol.5, no.3, pp.155-161, 1982.

[16] W.W. Chu, “Optimal message block size for communica-
tions with error detection and retransmission strategies,”
IEEE Trans. Commun., vol.COM-22, no.10, pp.1516-1525,
1974.

[17] L. Kleinrock, “Queuing System,” vol.2, John Wiley and
Sons New York, 1981.

Appendix A: Proof that f; >0

We define f, a function of y by:

4Vyb1 (ay - 1) - bo
fy =

* [bay — (bo + Nyby)bs)? (A1)

where y > 0, N, = (1 — )~ W) p, hy,a are fixed
constants defined in Sect.2.3 and by, by, ba, b3 are arbi-

trary positive constants which satisfy
bgy — (bo + Nybl)bg > 0. (A 2)

Calculating the first derivative of f, yields
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. g1 — 29293 i (A-3)
[bzy b (bo + Nybl)bg]
where
g1 = a® Nyb1ylbay — (bo + Nyby )bs]
g2 = by — aNybib3
gs = Nybl(ay - ]) - b(). (A 4)

We have g1 > 0 from the requirement of Eq. (A- 2).
Since a > 0 by definition in Sect.2.3, go is a mono-
tonic decreasing function of y while g3 is a monotonic
increasing function of y. Because they are continuous
functions, y; and y, must exist such that

92(1) =0, gs(y2) = 0.

Namely,
by —aNy, bibs =0 (A-5)
Ny, bilays — 1] — by = 0. (A-6)
Next we want to show that yo < y;. Solving

Eq.(A-2) for bays /b3y and substituting into Eq.(A-6)
we obtain ]\TyQ brays = 1Vy2 b1+ by < bzyg/b;;. Eliminat-
ing yo gives

aNbelbg < by (A-7)

and rewriting Eq. (A-5) yields
aNylblbg = bg.

We see that N,, < N,,. But since N, is a mono-
tonic increasing function of y, we have shown that
ya < y1. Hence, gog3 is negative in the ranges of y < yo
and y > y1, and Eq. (A- 3) results in f; > 0.

Finally, we need to show f; > 0 in the range
ya < y < yi. Note that for all values of y in this
range (g2(y) > 0) and (gs(y) > 0), that is

by — aNybybs > 0 (A-8)
Nyby(ay — 1) > bo. (A-9)
Thus,
alNybi1bs < by (A-10)
ay > 1, ayNyby > bg + Nybi. (A-11)

ay > 1 because a, by, b1, b2 and N are all positive. Ex-
panding (g1 — 2g2g3) from the definitions of Eq. (A-4)
we get

g1 — 29293 = Nyb [b2a2y2 — a*y(bo + Nyb1)bs
—*2(192 — CL]\/Tyblb;;)(ay - 1)
bo

2
TN

(by — aNyblbg)]. (A-12)

From Eq.(A-8) we have that the last term of
Eq. (A- 12) is positive. If we drop it from the right hand
side, Eq. (A- 12) becomes an inequality.
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If we multiply Eq.(A-11) by a’ybs, we see that
since a’y(by + Nyby)bs in the first line of Eq. (A- 12) is
smaller than a?yayN,b;bs, the inequality will be pre-
served if we substitute the large term. Then Eq. (A- 12)
becomes,

g > b2a2y2 - a2y2aNyblbg — 2bsay + 2b9
Nyby

+2a%y N, bybs — 2aN,bibs
= by[(ay — 1)* + 1] + aNybibs[—a*y* + 2ay — 2]
= by[(ay — 1)2 + 1] + aNyb1bs[~1 — (ay — 1)%]
= [(ay — 1)* + 1] (by — alN,byb3)
>0 (A 13)

where g = g1 — 2g293.
Hence, the first derivative of f, has been proven to
be strictly positive for all y.

Appendix B: Results from Pape [5]

Figure A- 1 shows the real communication system used
to validate the analytical results. A TIP (Terminal In-
terface Processor) host connected with 30 terminals and
a TSS host communicates each through an optical link.
User messages input from the terminals are processed
in the TSS host and their response messages should be
sent back.

The communication protocols of the TIP and the
TSS hosts were implemented by four layer modules. The
mean message processing time and the number of con-
trol messages of each layer used by the analytical re-
sults were calculated by the built-in hardware RPs with
functions of measurements, statistics and calculations
of the transactions from every terminal. The mean re-
sponse times in normal traffic loads were measured and
calculated when the students were doing programming
exercises at terminals, while those in the high traffic
loads were measured by using simulated environments
through a traffic generator.

Figure A-2 shows the mean response times of the
measured and the analytical results. It can be seen
that analytical results agree well with the measured data
when the traffic load is not heavy.

Optical Ring Subsystem

}— Communication System —

RP:Ring Processor Module
CM:Communication Modules

Fig. A-1 The communication system used for measurements.
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time.
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