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SUMMARY  In this paper we propose a cross-layer retransmission con-
trol for TCP communication over a wireless link. With our proposed con-
trol, a retransmission delay for lost packet is reduced, packet losses in the
wireless link are eliminated and all packets are delivered in the correct
order. No change is required to TCP itself or to the sender. Our pro-
posed method is implemented in a queue between the media access control
(MAC) layer and logical link layer in a base station, and is designed to as-
sist local retransmission control in the MAC layer. Computer simulations
show that our proposed method can maximally use the bandwidth of the
wireless link under high bit error rates conditions with conventional TCP
control. The fairness problem of TCP communication between connections
with different bit error rates in a wireless link is also improved, and MAC
level fairness is also controllable.

key words: wireless TCF, cross-layer, queue management, refransmission
control, IEEE 802.11

1. Introduction

Wireless Internet environments have come into wide use,
since they can be constructed more easily and flexibly than
wired Internet installations nowadays. In the Internet, reli-
able data communication is mainly controlled by TCP [1].
However, congestion control is also necessary when packet
loss occurs due to a wireless link error, and this always de-
creases the goodput of the connection. To improve TCP
performance in wireless environments, many methods have
been proposed to adapt congestion control to the wireless
environment [2]-[9]. These end-to-end control schemes im-
prove the performance for random or sporadic packet losses,
but an end-to-end control of TCP takes the round-trip time
to complete the control. Thus, the improvement of perfor-
mance is smaller than that of modified base.station (BS)
methods below.

In the snoop method [10}, the snoop agent works at the
Logical Link (LL) layer in a BS and monitors the packet
loss in the wireless link by checking the sequence number
of the TCP header for every packet. If the agent detects a
loss, the lost packet is locally retransmitted from the cache
in the agent to completely eliminate the packet loss. To im-
prove the performance further, the agent removes the mis-
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ordered packets and sends these packets in the correct order
not to produce extra duplicate ACK by the receiver. How-
ever, these controls involve an additional delay time for the
feedback control of TCP. In addition, these controls some-
times break the semantics of TCP congestion control, which
is originally operated by the sender and receiver.

In explicit loss notification (ELN) [11], BS detects a
packet loss in the wireless link, and then explicitly notifies
the fact to the sender. Based on the notification, the sender
can select a suitable congestion control corresponding to the
reason for the loss. In a technique described in [12], ELN
is introduced to the snoop mechanism, to notify the sender
of the occurrence of a packet loss in the wireless link. The
transport unaware link improvement protocol (TULIP) [13]
is almost the same with Snoop method, but improves the
TCP goodput a little and also the round-trip delay compared
with the snoop method because TULIP has the MAC accel-
eration to reduce the local feedback delay of ACK from the
receiver.

These methods improve TCP performance in wireless
Internet environments, but also require complicated control
and significant modifications to the conventional systems.
Furthermore, many methods ([1}-{13]) do not well consider
local retransmission control in the MAC layer in spite of
the fact that many kinds of wireless MAC media have such
retransmission control for reliable communications. The
packet loss recovery concept in LL layer ([10]-[13]) is ef-
fective when MAC retransmission control does not recover
packet losses but this control also arises out of order packet
in TCP level. To remove these packets, additional delay and
complicated control in TCP level is required.

To solve the delay and complicated control problems,
we propose a cross-layer retransmission control between LL
and MAC. Our proposed control can reduce the packet re-
transmission delay until one turn of packet scheduling be-
tween LL layer and MAC layer in a node. Our retransmis-
sion control assists MAC retransmission control to serve no
packet loss in wireless link without affecting the other flows.
With this control, packets are also delivered in the correct
order over an IEEE 802.11 wireless link. The sender never
receives a duplicate ACK from the receiver due to the packet
loss in the wireless link error. Then, we do not modify TCP
itself and the sequence number information in TCP and LL
headers are never referred to. The TCP agent of the sender
can control the traffic to the wireless terminal as if the ter-
minal were connected with a wired link. We also show that
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our method achieves the maximum or almost the maximum
goodput even in the high bit error rate (BER) conditions of a
wireless link with maintaining fairness for each flow in TCP
level. MAC level fairness is also provided by adding infor-
mation of MAC level throughput to the queue management
method. These evaluations are given by computer simula-
tion experiments.

The rest of this paper is structured as follows. Sec-
tion 2 describes our proposed cross-layer retransmission
control. In Sect. 3, the computer simulation experiments are
described. Finally, Sect. 4 provides conclusions.

2. ,Proposed Methods

2.1 Proposed Queue Management Method for Cross-layer
Retransmission Control

To improve TCP performance in wireless environments, we
consider the following things. No packet loss is allowed.
No extra duplicate ACK is produced by the receiver. All
data segments should be delivered in the correct order. No
variation of the round-trip time and no additional the round-
trips for packet recovery are required. Our proposed method
is designed to satisfy these requirements below.

Design Policies of Our Proposed Method:

1. Our proposed method is specialized for IEEE802.11.

2. We do not modify the TCP congestion control algo-
rithm.

3. To simplify the control and add no extra delay, we do
not manage the sequence numbers of LL. and TCP.

4. The local retransmission mechanism in MAC is en-
hanced to execute the retransmission control, to serve
a no-packet-loss link.

5. However, although this control is executed until each
packet is received correctly at the terminal, it is not
permitted for a particular packet in a particular flow to
occupy an excessive amount of bandwidth, to the detri-
ment of other flows.

6. Our modifications are implemented in the queue man-
agement in the LL and MAC, and no change is required
for the higher layers.

7. A queue is prepared for a terminal of TCP flows. If
a common queue is used for all terminals, a packet
sent to a terminal under extremely poor radio condi-
tions may prevent the transmission of packets to the
other terminals. TCP flows are identified by Protocol
or Service Level Agreement field in IP header.

Figure 1 shows procedures of our proposed method. A
queue is provided between the MAC layer and LL layer for
each terminal in the BS. These queues are managed by a
scheduling control which is descried in the next subsection.
Our proposed method is realized by the following proce-
dures.

When one of the queues is allowed to send a packet,
(1) the head packet in the queue is copied to the MAC layer
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Fig.1  Steps in proposed queue management procedure with cross-layer

retransmission in a BS.

for transmission, but the original remains at the head of the
queue. In the next step, (2) the MAC layer forwards the
packet to the receiver. If the transmission is successful, (3)
the acknowledgment is notified from the MAC layer in the
receiver, and (4) is also signaled to the queue, to delete the
packet from the head of the queue. In this case, the next
queue is allowed to transmit a packet.

Otherwise, the MAC layer continues retransmitting the
packet until acknowledgment is received by usual IEEE
802.11 MAC control. If the local retransmission cannot re-
cover the packet loss, i.e., the acknowledgment shown in
Fig.1 (3) cannot be received, the retransmission attempts
will exceed the predefined maximum number. In this case,
the packet is eliminated from the MAC layer, and the next
queue is allowed to send a packet. Since the eliminated
packet remains at the head of the queue, it can be retrans-
mitted to the receiver again when the queue has its next turn
to send and the retransmission delay can be reduced until
this small duration.

It should also be emphasized that the packet order in
a flow is never changed as a result of wireless link error in
the above procedures because IEEE 802.11 MAC adopts a
“stop and wait protocol.” Thus, even when the error rate on
the wireless link is much higher, the TCP agent in the sender
recognizes by the error that the wireless link momentarily
has a narrower bandwidth, and that a long round-trip time is
required, and the TCP congestion control adequately adjusts
the flow. All ACK packets are immediately delivered to the
sender since any modification is added to the intermediate
nodes. To avoid indefinite retransmission in MAC, when
two times of RTS/CTS exchanges are failed in sequence,
the head of queue is discarded because the packet loss let
the sender know the network status.

2.2 Packet Scheduling Control

How to share bandwidth between no-error terminal and
error-prone terminal is important because fairness in IP level
and MAC level is different when MAC retransmissions for
packet error occur in wireless link. We propose two packet
scheduling controls to serve fairness in [P or MAC level.

NI | -El ectronic Library Service



2072

2.2.1 Consideration of Fairness in IP Level (Proposed
Method 1)

Both of our proposed methods are implemented by an exten-
sion of Deficit Round Robin (DRR) [14]. In DRR, a queue
is prepared by a terminal and the bandwidth is fairly shared
among terminals by “throughput” rather than “the number
of packets” when the packet is sent to MAC layer. A “quan-
tum,” which is a fixed size of bytes, is given for each termi-
nal in each round. If the cumulative quantum for a queue is
larger than the packet size of packet of the head of queue,
the packet is delivered to the MAC layer at the round, and
then the cumulative quantum is reduced by “the packet size.”
In the case of that the buffer for the queues is full, the last
packet of the largest size of queue is removed.

By above procedures, IP level fairness is provided even
if one of the TCP flow is delivered to error-prone terminal.
This is because that our proposed cross-layer retransmission
control can prepare no-packet-loss link for the higher layer,
the bandwidth for each terminal is shared by the outgoing
bandwidth from the queue. Then, all flows have to wait
the same period until the next tern of packet transmission to
MAC layer by this packet scheduling. We call this method
“Proposed method 1” in the following [15].

2.2.2 Consideration of Fairness in MAC Level (Proposed

Method 2)

In the case of that the MAC retransmissions occur many
times, shared bandwidth in IP level and MAC level is dif-
ferent in Proposed method 1. In this case, MAC level band-
width is much more consumed for a terminal with error-
prone wireless link and this reduces goodput and requires
additional delay for a terminal with no error one. Then, we
have to consider the number of MAC retransmissions when
the outgoing bandwidth is shared among the terminals.

This control is realized by recalculating the cumula-
tive quantum when the MAC retransmission is executed. In
“Proposed method 2,” “the size of packet X the retransmis-
sion counts in MAC layer” is additionally reduced from the
cumulative quantum when the packet is transmitted success-
fully, or the number of MAC retransmission count is ex-
ceeded. This control enables to consider used MAC band-
width for each terminal when it sénds the packets to MAC
layer. The number of retransmission counts for the head of
packet is informed by procedure (4) in Fig. 1 and the quan-
tum is calculated.

With above procedures, Proposed method 2 can give
MAC layer fairness because outgoing packet from the queue
is adjusted for error-prone terminal, and the number of out-
going frames from the BS is fairly shared between error-
terminal and no-error terminal. In addition, effect of retrans-
mission from error-prone terminal is reduced by the shared
MAC bandwidth for no-error terminal, and the delay for no-
error terminal is also improved.
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3. Simulation Experiments

To evaluate our proposed methods, computer simulation
experiments are executed using the network simulator ns-
2.1b8 [16]. We show in the following experiments that our
proposed methods achieve maximum or almost maximum
throughput for MAC level even in high bit-error link condi-
tions. In addition, our methods fairly share the bandwidth in
IP or MAC level. To clearly evaluate the results, we com-
pare four TCP communication methods. The first and sec-
ond methods are our Proposed methods 1 and 2. The third
queue management method is original DRR. The fourth one
is the snoop method [10], in which a FIFO queue is used be-
tween the MAC layer and LL layer in the BS. The snoop
cache is also included in the FIFO queue. The network
model is depicted in Fig.2. Simulation results satisfy that
95% confidence interval is smaller than 5% of the average
value. Common conditions for all simulation experiments
are as follows.

Queue conditions: In the first, second and third methods, the
BS prepare a queue, whose management method is DRR, for
each terminal. A size of quantum is 250 octets. All queues
in the four methods are constructed with a shared memory,
and the total memory size to store packets is 150000 bytes

* (100 packets) as the default. The maximum size of the snoop

cache is the same as with the total buffer size. All of the
methods are implemented only in the BS.

Network conditions: The transfer speed of each link is de-
picted in Fig.2. The wired link delay between the sender
and the BS is set to either 1 ms or 100 ms. The distance
between the BS and each terminal is fixed at 1 m. For a
wireless link between the BS and each terminal, the BER
in the physical layer is selected over the range 1 x 1076 to
5 x 1073, Medium access control of the wireless network is
IEEE 802.11 implemented in ns [16].

Traffic conditions: New Reno version of TCP is used. For
each terminal, the sender prepares a source which continu-
ously sends packets to the terminal by FTP under TCP con-
gestion control of New Reno. The sizes of a TCP data seg-

....................

...................

Wireless
\Network =

Fig.2  Simulation model.
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ment and an ACK are fixed at 1460 octets and 40 octets, re-
spectively. The maximum congestion window size of TCP
is 20 segments (29200 octets).

3.1 One Terminal Model (Proposed Method 1)
3.1.1 Average Goodput Evaluation

In the first simulation experiment, one terminal exists in
the network. Figures 3 and 4 show the average goodput
in TCP with the wired link delay of 1 ms and 100 ms, re-
spectively. All packet losses arise in the wireless link, be-
cause the size of each buffer in the BS is large enough to
avoid overflow. “Proposed 1” means our proposed method
1, and “Snoop” or “Original” is that the queue management
method is the snoop method (mentioned in Sect. 1) [10] or
original DRR method. Since there is no difference between
Proposed methods 1 and 2 in this model, we only show re-
sults of Proposed method 1 in this subsection.

From the figures, all methods show a lower average
goodput as the BER becomes higher. Proposed method
1 improves the average goodput for the snoop method by
as much as 30% under in each wired link delay condition.
With a wired link delay of 100 ms, the packet loss penalty
is larger, and the average goodput of Proposed method 1 is

14
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jz_j 08 |
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Fig.3  Average goodput of TCP (delay 1 ms).
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Fig.4  Average goodput of TCP (delay 100 ms).
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clearly better than the snoop method and the original method
at higher BERs.

In the snoop method, the terminal receives some pack-
ets in the wrong order. Then the snoop agent should remove
the duplicate ACKs from the terminal to avoid unnecessary
congestion control in the sender. Therefore, when the wire-
less link error rate is quite high, many of duplicate ACKs are
discarded. Indeed, 70% of ACKs are discarded by the snoop
agent in high BER cases. This fact breaks the feedback con-
trol of TCP and the sliding window control mechanism does
not work well.

Figures 5 and 6 show the average MAC throughput be-
tween the BS and terminal for wired link delays of 1ms
and 100 ms, respectively. The MAC throughput means the
throughput of outgoing data frames at the MAC level from
the BS or terminal. Thus, these graphs show how each
method effectively uses the bandwidth at the MAC layer in
the wireless link. “Total” means the average MAC through-
put between the BS and terminal. “From BS” and “From
Terminal” are the average MAC throughput from the BS to
the terminal and vice versa. ,

Even under a higher BER, our method keeps or in-
creases the “Total” MAC throughput. In the case of 1 ms
delay, “Total” keeps the throughput. In the higher BER case,
“From BS” increases the bandwidth because of the retrans-
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Fig.5  Average MAC throughput (delay 1 ms).
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Fig.6  Average MAC throughput (delay 100 ms).
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mission of the data frames of TCP data. The data frames
of TCP ACK “From the terminal” is reduced, but “Total”
is slightly increased for the high BER condition. The “To-
tal” MAC throughput is almost same as with the maximum
throughput of IEEE 802.11 with a traffic load of 1.0 [17],
and the MAC bandwidth is always used. Thus, the goodput
in Fig. 3 cannot increase any further in the high BER case.
For 100 ms delay, “From BS” and “Total” are increased for
the high BER case. This means that the MAC layer is much
more effectively used than with a lower BER in spite of the
fact that many wireless link errors occur, because so many
times MAC retransmissions need the extra bandwidth to re-
cover the lost frame.

3.1.2  Average Queue Length Evaluation

Next, we discuss the queue length in the BS for each
method. Figures 7 and 8 show the average queue length
in the BS when the wired link delay is 1 ms and 100 ms,
respectively. Note that the total queue length is sampled ev-
ery 100 ms to obtain the average queue length. In Proposed
method 1, the queue length increases for high BER in both
link delay conditions, because the retransmission of packets
from the queue to the MAC layer occurs many times, and the
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% Proposed 1 . Proposed method 1
@ 25000 SM00p .
.5 » % ‘I‘
g v
£ 20000 : 1
% k3 Loy
5 15000 - 1
5 L
o 10000 | / 1
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Fig.7  Average queue length in BS (delay 1 ms).
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Fig.8  Average queue length in BS (delay 100 ms).
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control makes packets stay in the queue longer. In each link
delay, the original method reaches a peak when the BER is
2 x 1075 or 2.5 x 107, Te local retransmission covers the
packet loss, then TCP does not need to retransmit packets or
reduce the congestion window, and the packets in the queue
must wait longer until the local retransmission is completed.
In higher BER conditions, the local retransmission cannot
cover the packet loss and the congestion window tends to
be small, and then the queue length becomes short. In the
snoop method, the resulting lengths stay between those of
Proposed method 1 and the original one. This is because the
snoop recovers the wireless packet loss but breakage of the
TCP semantics reduces the performance.

3.1.3 Average Round Trip Time Evaluation

Figures 9 and 10 show average round trip time (RTT) from
sending a data segment to receiving its ACK segment. In de-
termining the average, only the times of successfully deliv-
ered segments are considered, and packets lost in the wire-
less link are ignored since the delay of such packets is diffi-
cult to define. In the lower BER conditions, the three meth-
ods produce the same results, but in the higher BER cases,
our method and the snoop method increase the delay and
the original method reduces it (Fig.9). The increment of
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Fig.9  Average round trip time (delay 1 ms).
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Fig.10  Average round trip time (delay 100 ms).
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the delay comes from queuing delay in the BS, since the
lost packet is delivered from the head of the queue in our
method, or the snoop caches until the terminal receives the
packet correctly. In the snoop method, the TCP sender re-
duces the congestion window and there is no congestion
in the networks, which results in a smaller RTT than our
method. RTT of the original method is smaller because
the average RTT is only the mean of successfully delivered
packets that have no queuing delay in the BS, as seen in
Figs.7 and 8. In Fig. 10, all the methods increase RTT at
higher BER. In this condition, RTT includes at least 200 ms
and additional queuing delay. This fact explains the similar
results for the three methods.

3.1.4 Influence of Limited Queue Buffer Size

In order to examine the influence of limited queue memory
on Proposed method 1, Figs. 11 and 12 indicate results of
the goodput for the three methods when the total buffer size
in the BS is limited to 20000 and 150000 bytes respectively.
As in Fig. 7, the packet loss comes from congestion in the
wired network and link errors in the wireless network.
From Fig. 11, Proposed method 1 and the original
method give almost the same results for each buffer size
condition because RTT is small, so the congestion control
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Fig.11  Average goodput with limited buffer size (delay 1ms).
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Fig.12  Average goodput with limited buffer size (delay 100 ms).
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quickly works at the sender. The snoop method, however,
reduces the goodput when the BER is lower than or equal to
1 x 1073, The snoop cache is prepared for the unique queue
between the LL and MAC in the BS, and the cached pack-
ets are not removed until the ACK is received by the snoop
agent. Therefore, the queue is relatively smaller than that
of the other two methods. However, with a high BER, the
average goodput under the limited buffer size is higher than
that in the unlimited case. When a packet is lost in a wired
network, since the snoop agent in the BS does not remove
a duplicate ACK, the sender can receive the ACK from the
receiver without the unnecessary control. Indeed, when the
BER is 5 x 107, 50% of ACKs are returned to the sender
from the receiver. Note that reference [12] also discusses
the size limitation of the snoop cache from the other point
of view.

From Fig.12, Proposed method 1 and the snoop
method reduce the goodput with a limited buffer size. Since
RTT is long, the congestion control of TCP does not work
immediately. Proposed method 1, however, can retain
higher goodput than the snoop method, even when packets
are lost at both by network congestion and the wireless link
at nearly the same time.

3.2 Two Terminals Model

In this subsection, we show influences of two TCP connec-
tions over a wireless link.

3.2.1 Average Goodput Evaluation

Figures 13-16 depict the average goodput of the four meth-
ods consisting of two terminals with a wired link delay of
1 ms. The BER of one terminal is fixed at 1 x 10~® (no error
terminal), while that of the other terminal is changed from
1 % 107 to 5 x 1073 (error terminal). When the BER is less
than or equal to 1 x 107, the two terminals fairly share the
bandwidth of the wireless link for the four methods. The lo-
cal retransmission control in IEEE 802.11 effectively works
for the packet loss.
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o
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0.4 + Error terminal - 4
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02t 1
0 Il 1
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Fig.13  Average goodput of Proposed method 1 when the BERs of two

terminals are different (delay 1 ms).
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Fig.14  Average goodput of Proposed method 2 when the BERs of two
terminals are different (delay 1 ms).
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In Proposed method 1, the bandwidth is also fairly
shared even at high BERs, because both terminals can re-
ceive packets in the correct order without any lost packets
and have almost the same end-to-end delay. Then the dif-
ference in the link condition does not interfere with the end-
to-end control at the sender. However, the average of the
total goodput at the high BER decreases 40% from the max-
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imum. The reduction in the bandwidth is used to retransmit
packets at the MAC layer for the error-prone terminal.

In Proposed method 2, TCP goodput is only reduced
for the error terminal because MAC bandwidth is fairly
shared between the two terminals by the scheduling con-
trol (see Fig. 18). The reduced bandwidth for higher BER
condition is used as retransmissions for the packets loss of
error terminal. However, goodput of no error terminal is
not affected by the error prone terminal even when the error
terminal is in heavily wireless error conditions.

However, in the snoop method and original method, the
average goodput for the high BER terminal is significantly
reduced. Then, the no error terminal obtains the reduced
bandwidth from the high BER terminal, which causes un-
fairness between the two flows. In the snoop method, if
the retransmission controls in MAC loses a packet in the
wireless link, the LL level retransmission recovers the loss.
The LL level retransmission, however, is not executed un-
til the snoop timeout occurs or a duplicate ACK arrives at
the snoop agent. This delay makes RTT longer for only the
error-prone terminal. In the original method, the wireless
loss should be recovered by the end-to-end control of TCP,
and the delay becomes large and the performance becomes
much worse.

Figures 17-20 show throughput in MAC layer. In Pro-
posed method 1, the error terminal consumes larger MAC
bandwidth than that of the no error terminal. The increased
bandwidth for error terminal is used for MAC retransmis-
sions and the bandwidth for no error terminal is reduced.
To keep goodput in TCP level, larger MAC level bandwidth
should be prepared for the error terminal.

Proposed method 2 can fairly share bandwidth in MAC
layer for every wireless link condition because the schedul-
ing control considers the MAC retransmissions when it
shares the bandwidth. Since the bandwidth in MAC layer
is appropriately prepared for the both terminals, communi-
cation quality for the no error terminal is not affected by the
error terminal in every wireless condition.

In Snoop and Original methods, the error terminal con-
sumes larger bandwidth for low error bit error condition.
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Fig.18  Average MAC level throughput of Proposed method 2 when the
BERs of two terminals are different (delay 1 ms).
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Fig.19  Average MAC level throughput of Snoop method when the
BERs of two terminals are different (delay 1 ms).
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Fig.20  Average MAC level throughput of Original method when the
BERs of two terminals are different (delay 1 ms).

However, the error rate becomes higher, these retransmis-
sion controls cannot recover the packet losses and the larger
ratio of bandwidth is used by the no error terminal.

3.2.2 Average Queue Length Evaluation

Figure 21 shows the average queue length with the two-
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Fig.21  Average queue length with the two-terminal model (delay 1 ms).
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Fig.22  Average round trip time with two-terminal model in Proposed
method 1 (delay 1 ms). ’

terminal model. - In Proposed methods 1 and 2, there is al-
most no difference under all BER conditions because of the
congestion control of two TCP senders and the effect of sta-
tistical multiplexing. The original method reduces the queue
length for the higher BER condition since the error-prone
flow cannot maintain communication and the queue is only
needed for the no error terminal. In the snoop method, addi-
tional buffer is needed for the snoop cache and this increases
the size of queue length. The breaking of TCP semantics
also makes the queue length large. In the higher BER con-
ditions, however, the queue length is also reduced for the
same reason as with the original method.

3.2.3 Average Round Trip Time Evaluation

Figures 22-25 show the average RTT with the two-terminal
model. In Fig. 22, Proposed method 1 shows no difference
between the terminals because IEEE 802.11 uses the “stop
and wait protocol” and the BS can send just one packet to
one of the terminals at a time. Since Proposed method 1
only expands this retransmission control, both flows should
wait for almost the same interval in the BS. The increase
of the delay with the higher BER congestion is caused by
queuing delay in the BS and each terminal.

In Proposed method 2, the bandwidth in MAC layer is
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Fig.23  Average round trip time with two-terminal model in Proposed
method 2 (delay 1 ms).
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Fig.24  Average round trip time with two-terminal model in snoop
method (delay 1 ms).
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Fig.25  Average round trip time with two-terminal model in original

method (delay 1 ms).

fairly prepared for the two terminals and the average round
trip time is almost the same for the no error terminal in every
wireless error condition. The heavily retransmission never
affects communication of no error terminal. Alternatively,
the delay for error prone terminal is increased because pack-
ets for error prone terminal have to wait longer period for the
retransmissions.
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Fig.26  Fairness index for TCP level goodput when the BERs of
terminals are different (delay 1 ms).
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Fig.27  Fairness index for MAC level throughput when the BERs of
terminals are different (delay 1 ms).

The snoop method and the original method have simi-
lar tendency for all the conditions in Figs. 24 and 25. In the
higher-BER case, the error-prone terminal needs a long RTT
because these packets should wait for each local retransmis-
sion control. This result also causes low TCP goodput of the
error-prone terminal.

3.3 Many Terminals Mode! (Scalability Evaluation)

This subsection discusses scalability of our proposed meth-
ods. We change the number of terminals from 2 to 10 with a
wired link delay of 1 ms. The BER of one terminal is fixed
at 5x 107> (error terminal), while that of the other terminals
are fixed at 1 x 107® (no error terminal).

Figure 26 and 27 show a metric of fairness index [18]
among the connections for TCP level goodput and MAC
level throughput, respectively. Since Proposed method 1
share the bandwidth fairly in IP level, the fairness index
is higher than 0.99 for any number of terminals. The fair-
ness index of Proposed method 2 is also higher than those
of Snoop method and Original method. These results show
that Proposed methods 1 and 2 realize fairly shared band-
width in TCP level even when there are many terminals with
error-prone and no-error links.
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In MAC level, Proposed method 2 fairly provides the
bandwidth and the fairness index is higher than 0.99 for the
number of terminals. Then, the bandwidth is fairly shared
with error terminal and no-error terminal in MAC level. To
keep fairness in TCP level in heavily error condition, the
fairness index of Proposed method 1 becomes lower than
that of Snoop method and Original method. However, the
fairness index is not changed for the number of terminals
and is kept larger than 0.84.

Note that the fairness index approaches 1.0 for the
larger number of terminal in the all methods because no-
error terminals are assigned the same bandwidth. Then, in
the case of that the number of terminals is small, the effect
of error-prone terminal becomes large.

Figure 28 and 29 show TCP level goodput of the error
terminal and MAC level throughput of the error-terminal,
respectively. Figure 28 shows that Proposed methods 1 and
2 keep higher goodput than Snoop and Original methods be-
cause the bandwidth for error terminal is kept by the packet
scheduling controls. In the case that the number of terminal
is larger, Snoop method gives lower goodput than Original
method and is difficult to maintain communications. Since
the buffer size in BS is limited by 150000 bytes and the
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Fig.28 TCP level goodput for an error terminal when the BERs of
terminals are different (delay 1 ms). )
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Fig.29 MAC level throughput for an error terminal when the BERs of

terminals are different (delay 1 ms).
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snoop cache for each terminal is included in it, packet losses
occurs easily with increasing terminals. The influence of
limited queue buffer size for the snoop method discussed in
section 3.1.4 becomes worse.

In Fig. 29, MAC level bandwidth is fairly shared in Pro-
posed method 2, and this means that the error-prone termi-
nal in Proposed method 1 aggressively obtains MAC level
bandwidth to maintain TCP level fairness and the error-
prone terminal in Snoop and Original methods is reduced
its bandwidth by no-error terminals. Even when the num-
ber of no-error terminals becomes large, Proposed method 1
and 2 ensure MAC level bandwidth for the error-prone ter-
minal to maintain the communications and this also realizes
scalability of Proposed methods 1 and 2.

4. Conclusion

This paper proposed a cross-layer retransmission control
with queue management for TCP communications in wire-
less environments. Since our proposed methods are de-
signed to reduce the packet retransmission delay and assist
MAC local retransmission control, packet losses are com-
pletely eliminated from a wireless link and all packets are
delivered in the correct order without impact negatively on
the conventional TCP congestion controls. From the simula-
tion experiments, the TCP goodput is improved, especially
in high BER conditions, and the available bandwidth of the
wireless link is used efficiently. The limiting factors come
from the limited buffer size in the BS and are also observed.
The fairness problem of TCP communication between con-
nections with different bit error rates in a wireless link is
also improved, and MAC level fairness is also controllable.

In IEEE 802.11e [19], to serve defferent QoS require-
ments, separated queue is prepared for them. The differ-
ent QoS is realized by enhanced distributed channel access
(EDCA) or hybrid coordination function controlled channel
access (HCCA). However, packet loss in the wireless link
in MAC are not considered in these controls. With adding
our proposed method to these controls, the communication
quality will be improved further.

TCP flows and UDP flows should be dealt separately in
our method even if these flows are for one terminal, because
that UDP generally delivers time sensitive data. Expanding
Proposed method 2, packet delay will be adjustable for time
sensitive applications, and a bandwidth will be fairly shared
among download and upload traffic. These controls should
receive additional consideration in the future.
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