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The enhanced binding energy for biexcitons in InAs quantum dots
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We observed that the biexciton binding energy in InAs quantum rhombic disks (QRDs) is enhanced
by twice compared with that for InAs quantum dots (QDs) so far reported around 1.24 um nearby
the telecommunication wavelength. The heterodyne-detected four-wave-mixing detected the
exciton-biexciton quantum beat superposed on photon echo decay, giving the biexciton binding
energy of 3.4 meV to 3 monolayer (ML) InAs QRDs and 4.1 meV to 4 ML InAs QRDs,
respectively. The largest biexciton binding energy of 4.1 meV in InAs QDs is ascribed to increased
electron-hole overlap in confined geometry with a minimized strain distribution. © 2011 American

Institute of Physics. [doi:10.1063/1.3554425]

Biexcitons in quantum dots (QDs) are key elements to
realize entangled two-photon sources. Excitons and biexci-
tons in InAs QDs are especially important because they can
cover the most useful wavelength ranging from 1.3 to
1.55 pm for optical networks. The binding energy for biex-
citons gives the upper limit of temperature above which the
biexcitons are unstable. Large biexciton binding energy is
required for the stable biexcitons at the elevated tempera-
tures. Although it simply increases with the decrease in the
size in nonstrained spherical QDs,' it sensitively depends on
shape and size of the strained QDs such as InAs QDs. In fact,
biexcitons in InAs QDs have either positive or negative bind-
ing energy depending on the strain, shape, and size of
them.”™ The general strategy to increase the biexciton bind-
ing energy is to increase the overlap of electrons and holes
confined in QDs, but the actual one is not clear for InAs
QDs. In this report we study biexciton binding energy in
InAs quantum rhombic disks (QRDs) in the near infrared
region by means of transient four-wave-mixing. The ob-
served exciton-biexciton quantum beat gives the average of
biexciton binding energy of an ensemble of QRDs.

By the metal organic chemical vapor deposition, InAs
QRDs studied in this work were grown in InP barrier layers
on a (001) InP substrate.” On a 2 monolayer (ML) wetting
layer 0.6 nm thick, 1 ML, 2 ML, and 3 ML ultrathin InAs
disks are formed by the “double cap method” and are re-
garded as 3, 4, and 5 ML quantum disks, respectively, as are
schematically drawn in the inset of Fig. 1(b). Cross-sectional
transmission electron microscopy (TEM) and scanning tun-
neling microscopy (STM) show extremely flat interface be-
tween InAs and InP.° Each quantum disk has a rhomb shape

whose longer diagonal is 40—-50 nm in the [110] direction
and shorter diagonal is 30-40 nm in the [110] direction, as
observed in a plan-view TEM image. The 3 and 4 ML QRDs
have a high aspect ratio of ~40. The areal density of all the
disks was 2% 10'%/cm?.

The sample was directly immersed in superfluid helium
and was kept at 2 K. An optical parametric oscillator was
synchronously pumped by a femtosecond Ti:sapphire laser. It
generated 120 fs infrared pulses ranging from 1050 to 1300
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nm at the repetition rate of 81.7 MHz. The laser beam was
divided into three beams, and optical frequencies of two of
them were shifted from » into »+80.0 MHz and v
+79.0 MHz by two TeO, acousto-optic modulators operat-
ing at 80.0 and 79.0 MHz, respectively. Resonant pulses at
the optical frequencies v+80.0 MHz and v excited the
sample coaxially in the Brewster-angle reflection configura-
tion. The polarization of both the excitation beams was par-
allel to the [110] axis of the crystal. The four-wave-mixing
signal was mixed with the laser beam at v+79.0 MHz, and
the mixed signal modulating at 81.0 MHz was detected by a
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FIG. 1. (Color online) (a) PL spectrum of InAs quantum structures and laser
spectrum used for the four-wave-mixing experiment. (b) Temporal change
of four-wave-mixing field amplitude emitted from InAs QRDs. A wetting
layer and QRDs are schematically shown in the inset.
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FIG. 2. Biexciton binding energies observed in InAs/InP QRDs (@) and
those observed in InAs/InP QDs (O; see Refs. 3, 11, and 12), InAs/InGaAs
QDs (X; see Ref. 13), InAs/InGaAsP QDs (<O see Ref. 14), InAs/GaAs
QDs ([J; see Refs. 2 and 15), InAs/GaAs QDs (shade; see Ref. 4), and
InGaAs/GaAs QDs (A; see Refs. 16-18).

balanced high-frequency InGaAs pin photodiode and a spec-
trum analyzer. Further the signal was amplified by a lock-in
amplifier at the mechanical chopping frequency of 90 Hz.
The highly sensitive infrared heterodyne detection allowed
us to observe the four-wave-mixing signal from a single
layer of InAs QRDs."®

The photoluminescence (PL) spectrum of the sample
is shown in Fig. 1(a). It is composed of bands peaked at
1052 nm (1.179 eV), 1142 nm (1.082 eV), 1238 nm (0.999
eV), and 1310 nm (0.937 eV) assigned to come from a 2 ML
InAs quantum well corresponding to a wetting layer (f2),
3 ML InAs disks (f3), 4 ML disks (f4), and 5 ML disks (f5),
respectively. When the f3 band is excited resonantly by
two linearly polarized pulses, we observed a four-wave-
mixing signal shown in Fig. 1(b). It is composed of a quan-
tum beat and a photon echo decay showing the dephasing
time of excitons and is fitted by the expression
A cos(2mt/ T)exp(—t/ 7')+ B exp(—t/ 7). The decay time 7 of
the echo field amplitude is 16 ps and the dephasing time of
the excitons in 3 ML QRDs is 7,=27=31 ps. The dephasing
time is much shorter than the radiative lifetime of the exci-
tons in 3 ML QRDs, 1.58 ns.” The quantum beat starts with
an oscillation minimum at =0 and oscillates with a period of
T=1.2 ps, reflecting the biexciton binding energy defined by
the energy difference between exciton transition and exciton-
biexciton transition. The oscillation minimum at =0 shows
the exciton-biexciton quantum beat.'’ The biexciton binding
energy of 3.4 meV was obtained. When the 4 band is ex-
cited resonantly, the decay time of the photon echo is pro-
longed and the dephasing time is 7,=41 ps. The exciton-
biexciton quantum beat is superposed on the photon echo,
and the beat period of T=1.0 ps gives the biexciton binding
energy of 4.1 meV. The exponential damping time of the
beat, 7, shows the biexciton dephasing time of 1.8 ps for 3
ML QRDs and 1.3 ps for 4 ML QRDs. Comparing biexciton
binding energies of 3.4 and 4.1 meV, we note that biexciton
binding energy increases with the increase of height of
QRDs.

Biexciton binding energies of 3.4 and 4.1 meV obtained
in the present work are plotted as a function of the exciton
recombination energy in Fig. 2. So far biexciton binding en-
ergies for InAs/InP QDs,3’“’12 InAs/InGaAs QDs,13 InAs/
InGaAsP QDs,'4 InAs/GaAs QDS,2‘4’15 and InGaAs/GaAs
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QDs (Refs. 16-18) have been reported. They are also plotted
in Fig. 2. Looking at Fig. 2, we found that 4.1 meV is the
largest biexciton binding energy in InAs QDs. Moreover 4.1
meV is twice of 2.0 meV, 5 adjacent average of biexciton
binding energies around the exciton recombination energy of
0.999 eV measured by single dot spectroscopy.3 It is also
noted that the most strained systems, InAs/GaAs QDs, do not
have large biexciton binding energies.

Reminding of theoretical and experimental works on
biexciton binding energy in spherical QDs, biexciton binding
energy increases monotonously with the decrease in the size
of QDs in both strong and weak confinement regimes.] How-
ever this is not the case for 4 and 3 ML InAs QRDs and InAs
QDs reported,2 as seen for the exciton recombination energy
ranging from 1.0 to 1.26 eV in Fig. 2. On the other hand,
biexciton binding energy decreases with the decrease in the
exciton recombination energy ranging from 0.9 to 1.0 eV in
Fig. 2. Increasing the size reduces the overlap of electrons
and holes in the QDs. Further increasing the size increases
the strain distribution in the QDs and decreases the biexciton
binding energy, because strain field causes piezoelectric field
in InAs QDs which spatially separates electrons and holes
leading to reduction in the electron-hole attractive Coulomb
energy and exchange energy and increase in electron-
electron and hole-hole repulsive Coulomb energy.

To explain the anticorrelation of biexciton binding en-
ergy and the exciton transition energy observed for 4 ML
InAs QRDs and 3 ML InAs QRDs, we remind that the ra-
diative lifetime of 4 ML InAs QRDs is 7,=1.4 ns and is
shorter than that of 3 ML InAs QRDs, 7,.=1.6 ns, by 14%.°
The radiative rate 1/ 7, of QDs is proportional to fw?, where
f is the oscillator strength and  is the optical transition
frequency. Using the optical transition energies of 1.00 eV
for f4 and 1.08 eV for f3, we can evaluate that f for 4 ML
InAs QRDs is larger than f for 3 ML InAs QRDs by 30%.
The disk-height dependence of f gives the overlap of the
electron-hole wave function. The effective mass of the elec-
tron is smaller than that of the hole by an order of magnitude,
and the conduction band discontinuity is reduced by the
strain, as discussed later. As a result, electron wave function
spills from the 3 ML InAs QRDs more than from the 4 ML
InAs QRDs, while the hole is well confined in the quantum
disks. The spillover of the electron wave function reduces the
electron-hole attractive Coulomb energy and exchange en-
ergy and hence reduces the biexciton binding energy.

Minimizing the strain distribution in QDs is also impor-
tant to increase the biexciton binding energy. Lattice con-
stants of freestanding zinc-blende InAs and InP are a(InAs)
=0.608 nm and «(InP)=0.587 nm, respectively. Heteroint-
erface (001) between InAs and InP has a lattice mismatch of
3.45%. Because the 2 ML thick InAs wetting layer is much
thinner than InP layers and is within the critical thickness for
the onset of strain relaxation,' the InAs layer alone is coher-
ently strained. In fact, dark shade reflecting the strain field is
absent at both sides of the InAs wetting layer, as seen in the
cross-sectional TEM.’ Although biaxial compressive strain
€mag=—0.0345 is applied to a thin InAs layer along the in-
terface, uniaxial tensile strain e, =0.0376 is perpendicu-
lar to the interface, and the InAs layer is elongated in the
[001] direction. According to the model-solid theory,” the
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coherent strain increases the valence band discontinuity to
AE,=0.40 eV, while decreases the conduction band discon-
tinuity to AE.=0.39 eV. Electron wave function spills from
the 2 ML InAs quantum well, while the hole is well confined
in the quantum well, because the effective mass of the
electron is smaller than that of the hole by an order of
magnitude.21 Coherent strain reduces the biexciton binding
energy only through the reduction of the symmetric electron-
hole overlap.

On the other hand, dark shade seen just above the inter-
face in the cross-sectional TEM (Ref. 5) shows that biaxial
tensile strain is present in an InP upper layer. It means that
biaxial compressive strain is relaxed somewhat at the upper
InAs/InP interface of QRDs. On the contrary, dark shade
seen outside the interface in the plan-view TEM (Ref. 5)
shows that uniaxial tensile strain is applied in the [001] di-
rection nearby the edge of InAs rhomb in the InP layer. It
means that uniaxial compressive strain is applied in the [001]
direction in the InAs QRDs, but strain itself is weakened at
the upper InAs/InP interface of QRDs because of their large
aspect ratio. Further intermixing between As and P seen in
the cross-sectional STM is considered to reduce the strain
field considerably. In fact, the strain field applied in the InAs
QRDs is much weaker than the InAs QDs, because dark
shade observed for InAs QRDs in the cross-sectional TEM
(Ref. 5) is lighter and more limited spatially than that ob-
served for InAs QDs grown by the “normal-capping proce-
dure.” A large aspect ratio reduces the strain distribution in
InAs QRDs. It prevents the asymmetric electron-hole sepa-
ration and the decrease in biexciton binding energy. We con-
sider that 4 ML InAs/InP QRDs have optimum size and
shape for the large biexciton binding energy for InAs QDs.

In summary, we observed the largest biexciton binding
energy in InAs QDs through exciton-biexciton quantum beat
by means of the highly sensitive heterodyne-detected four-
wave-mixing. It is 4.1 meV for 4 ML InAs QRDs and twice
of the biexciton binding energy in InAs QDs so far reported
at 1.24 um nearby the telecommunication wavelength. A
strategy to increase the biexciton binding energy in InAs
QDs is to reduce the strain distribution in the quantum disks
with a high aspect ratio as well as spillover of the electron
wave function from the thin quantum disks.
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