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The aim of the present study is to elucidate how simulated annealing (SA) works in its finite-time implementation by starting from the verification of its conventional optimization scenario based on equilibrium statistical mechanics. Two and one supplementary experiments, the design of which is inspired by concepts and methods developed for studies on liquid and glass, are performed on two types of random traveling salesman problems. In the first experiment, a newly parameterized temperature schedule is introduced to simulate a quasistatic process along the scenario and a parametric study is conducted to investigate the optimization characteristics of this adaptive cooling. In the second experiment, the search trajectory of the Metropolis algorithm (constant-temperature SA) is analyzed in the landscape paradigm in the hope of drawing a precise physical analogy by comparison with the corresponding dynamics of glass-forming molecular systems. These two experiments indicate that the effectiveness of finite-time SA comes not from equilibrium sampling at low temperature but from downward interbasin dynamics occurring before equilibrium. These dynamics work most effectively at an intermediate temperature varying with the total search time and thus this effective temperature is identified using the Deborah number. To test directly the role of these relaxation dynamics in the process of cooling, a supplementary experiment is performed using another parameterized temperature schedule with a piecewise variable cooling rate and the effect of this biased cooling is examined systematically. The results show that the optimization performance is not only dependent on but also sensitive to cooling in the vicinity of the above effective temperature and that this feature is interpreted as a consequence of the presence or absence of the workable interbasin dynamics. It is confirmed for the present instances that the effectiveness of finite-time SA derives from the glassy relaxation dynamics occurring in the “landscape-influenced” temperature regime and that its naive optimization scenario should be rectified by considering the analogy with vitrification phenomena. A comprehensive guideline for the design of finite-time SA and SA-related algorithms is discussed on the basis of this rectified analogy.
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I. INTRODUCTION

In recent decades, various research topics in computer science have been studied using concepts and methods developed in the physics community. A profound characterization of computational complexity using the concept of phase transition [1–4] is an intriguing approach in this line of work. Computational complexity theory [5] deals with the inherent difficulty of computational tasks and is applicable to their feasibility assessment. The concept of phase transition plays a meaningful role in describing the nature of computationally difficult-to-solve problems: The hardest problem instances cluster in the transition range and the complexity class is associated with the characteristics of this transition. Optimization is also an attractive subject in this interdisciplinary research field. Some physically relevant properties of combinatorial optimization problems have been examined by focusing on their mathematical form shared with frustrated disordered systems [6–8]. In addition, one often employs heuristic algorithms to solve hard optimization problems. Also on this point, several algorithms have been developed in the physics community and applied to the solution of problems arising in physics and other areas of science and engineering [9,10].

In the present paper, we look at one of those heuristic optimization methods, simulated annealing (SA) [11,12], which was proposed in the early days of this growing interdisciplinary field. An optimization problem is usually formulated as a task of finding a solution minimizing a given cost function, and the SA algorithm is designed to find such an optimal (or suboptimal) solution by emulating the sampling of low energy states of a physical system using the Monte Carlo method. There is now an abundant literature on algorithmic properties of SA, including its optimization performance [10,13,14]. Furthermore, several essential improvements in sampling quality have been achieved to overcome the slow-convergence problem [15]. For these reasons, one may not be able to appreciate further efforts to comprehend the optimization characteristics of this historic approach. We see, however, many attempts to eliminate barriers among various complex systems including hard optimization problems [16–19]. From the present interdisciplinary point of view, it would appear that a correct understanding of the function of SA has historically been hampered by a misguided analogy to physical phenomena. Because of this situation, we consider the optimization mechanism of finite-time SA by restarting our investigation from the verification of its conventional naive optimization scenario. In the remainder of this introduction, the outline of the study is presented after a brief review of the relevant background.

Originally, the approach of SA for optimization is based on the idea of equilibrium statistical mechanics [7,11,12]: By replacing the feasible solution and its cost with the microscopic state and its energy, respectively, the Metropolis algorithm (MA) [20] for equilibrium sampling is employed with decreasing temperature. In this analogy, a globally optimal solution of the optimization problem corresponds to a ground state of the physical system. It follows that one can expect to find an optimal or suboptimal solution with high
probability at low temperatures. Under such cold conditions, however, a search process, that is, a sequential sampling process, tends to be stuck in some subset of the solution space. This is because a neighborhood function, which determines the connectivity of the solution space, generally creates a complex multimodal landscape of the cost function and the process is apt to be confined in one or a few valley structures at low temperatures. As a result, convergence to the equilibrium cost distribution is very slow and the algorithm fails to work in its finite-time implementation.

To extract the most out of this optimizer, one has elaborated the design of the temperature schedule. It has been generally recommended that the system should be cooled from high temperature as slow as possible to keep it in its equilibrium state at each temperature. Furthermore, a reduction of the cooling rate near the temperature analogous to the freezing point has been considered to be an effective strategy [7,11]. This idea is based on the analogy between the optimal solution and the ideal crystal, and therefore is implemented to avoid yielding unfavorable results like amorphous states. In practice, the freezing temperature of an optimization problem is manifested as a specific-heat peak; the specific heat is evaluated from the cost fluctuation at each temperature [11].

Although this recipe for optimization has been generally mentioned in literature, one should recall that this is merely an envisioned scenario. In fact, physical annealing as a heat treatment of metals [21,22] and glasses [23] is not generally the solidification process of liquid. This treatment is normally intended for property modification of materials in the solid state and is performed often in the following sequence: First the material is heated up to a prescribed temperature (below the freezing temperature); then it is kept at this temperature for a certain period of time and/or carefully cooled over a narrow temperature range; and last it is cooled down to the initial temperature. Although one may expect energetic stabilization also in this sequence, such an expected effect has not been explicitly considered in the standardized framework of the algorithm. Meanwhile, a new experiment has shown that in the solution of some typical optimization problems, a constant-temperature search after rapid quenching outperforms a search with an elaborated cooling schedule in the same amount of time [24]. Even before that, it was shown that there exists an effective temperature for finite-time optimization and that in some instances, this temperature is different from the specific-heat peak (or the cost-fluctuation peak) temperature and is found on its low temperature side [25,26]. Strangely enough, this crude but workable search strategy taking advantage of such an effective temperature is more analogous to the actual heat treatment by physical annealing than is the standardized SA approach with slow cooling.

Given the historical success of SA on both the theoretical and the practical sides, one might say that this review makes the situation unnecessarily complicated by taking the word out of context. However, precise knowledge of similarities and differences between complex physical systems and hard optimization problems should be necessary if one attempts to create a mutually beneficial relationship between the physics and optimization communities [18] or to discuss their research topics on an equal footing [19,27,28]. In the analogy between the two fields, complex multimodal cost functions of hard optimization problems correspond to rugged energy surface landscapes of complex physical systems such as glass. The characteristics of the geometry of and the system’s behavior in such landscapes have been mainly investigated for physical systems. Hence, complementary studies for optimization problems and search trajectories are expected to be useful in fertilizing the integrated research field. In addition, a good understanding of the optimization mechanism of SA should be essential for fair competition with other algorithms. After the proposal of SA, several improvements have been achieved through the use of other concepts and methods developed in the physics community. These include the adoption of constant thermodynamic speed [29], generalization inspired by Tsallis statistics [30,31], application of extended ensemble methods [32,33], and utilization of quantum fluctuation [34]. The optimization qualities of these algorithms, and also of some others (e.g., Refs. [35,36]), were often compared with those of SA to demonstrate their relative superiority. Identifying the origin of the effectiveness of SA, the other methods as well, should be needed for the appropriate design of such competition experiments and for a better understanding of each algorithm.

Taking this situation into account, we reconsider the optimization characteristics of finite-time SA on one of the hard optimization problems, the traveling salesman problem (TSP) [37,38]. Our goal is to obtain a reasonable interpretation of its optimization mechanism by precise analogy with physical phenomena. To this end, the following two and one supplementary experiments were designed with the help of concepts and methods developed for studies on complex physical systems. The first experiment was designed to investigate the optimization characteristics of SA in line with the conventional naive optimization scenario. For this purpose, a new quasiequilibrium condition was introduced by applying the concept of effective ergodic convergence [39,40] and used as an adaptive stopping criterion employed at each temperature. This framework of the temperature schedule enabled us to simulate successive quasiequilibrations in a stepwise cooling and to test the validity of the scenario. The second experiment was designed to analyze the search trajectory of the MA through the observation of its transition process among the basins of attraction in the solution space. The analysis was performed in a manner similar to the mapping-onto-minima approach [41–43] in the hope of drawing an explicit analogy to the physical process by reference to the corresponding interbasin dynamics of molecular model systems. These two experiments showed that there exists an effective temperature for finite-time optimization by the Monte Carlo dynamics and suggested that its physical counterpart is a temperature relevant to the glass transition. To examine the search function of the glassy behavior in the approach of SA directly, a supplementary experiment was designed and performed using temperature schedules with a piecewise variable cooling rate. The results showed that the optimization performance is not only dependent on but also sensitive to the cooling rate in a restricted temperature range including the above effective temperature and that in this range the glassy relaxation dynamics naturally play a primary role as an optimizer.

This work is a significant extension of some preliminary studies [44–46]; the present paper describes the systematized
new results and also discusses comprehensively the optimization characteristics of finite-time SA and SA-related algorithms. All the experiments were designed for a proper understanding of the optimization mechanism without a direct attempt to propose new improvements of the algorithm; for this reason, the experiments were sometimes performed under conditions unsuited for practical use. For the sake of completeness, the experimental details are redescribed in the relevant sections below. The remainder of this paper is organized as follows: In Sec. II, we define the TSPs that will serve as test beds and introduce the standard framework of the SA algorithm. In Sec. III, the methods of the first two experiments are described in detail. After presenting their results, we discuss the origin of the effectiveness of finite-time SA, including the physical implication of the effective temperature. In Sec. IV, the method of the supplementary experiment is described in detail and after presenting the results, we summarize the optimization characteristics of finite-time SA and discuss some SA-related topics. In Sec. V, we conclude our study.

II. PRELIMINARIES

A. Random TSPs

The TSP [37,38] is a combinatorial optimization problem to find the shortest tour that passes through each of the given cities once and returns to the starting city. We consider the following two types of random problems: (i) random Euclidean TSP (RE-TSP), where the locations of N cities are sampled uniformly in the unit square region and the intercity distance is computed under the Euclidean metric; (ii) random distance matrix TSP (RD-TSP), where the intercity distances between N cities are sampled uniformly in the unit interval. Even in the latter type, we consider only the symmetric case, namely, that the intercity distance does not depend on the order of two cities.

B. Standard SA

Johnson et al. have performed detailed experimental analyses of SA for these random TSPs [38] and other representative problems [47,48]. They introduced a parameterized framework of the cooling schedule without regard to the physical analogy and investigated systematically the optimization performance of their basic algorithm. We adopt this standardized framework as a reference; however, we proceed with our study always keeping physical counterparts in mind.

First, we introduce some notation and terminology used throughout this paper. Let x be a tour (a feasible solution), $f(x)$ be the cost function defined by the tour length, and $N(x)$ be the neighborhood function. Throughout the study, we use a 2-opt neighborhood [38], which is defined as a set of tours constructed by any change of two intercity paths from the tour x. We use the notation $x_n$ ($n = 0, 1, 2, \ldots$) to represent the (actual) search history and $x^*$ to represent the incumbent solution (the best-so-far solution). A locally optimal solution is a solution that does not have any improved solution in its neighborhood. A basin is defined as a set of solutions attracted to the same locally optimal solution by a simple local search, that is, a repetition of the move to the best solution in the neighborhood. Let $y(x)$ be the locally optimal solution inside the basin including the solution x and we refer to its cost $f(y(x))$ as the cost of the basin. [Obviously, $y(x)$ can be found by a simple local search starting from the solution x.] We denote the temperature by $T$; however, we often use the logarithmic temperature $\Theta(=\log_{10} T)$.

The standard framework of the SA algorithm is described as follows.

[SA1] Select an initial temperature $T_0$ and a cooling ratio $\gamma$.
[SA2] Set $n := 0$ and generate an initial solution $x_0$ randomly. Set $T := T_0$ and $x^* := x_0$.
[SA3] Implement a single step of the MA and increment n by one. (At this point, the current solution is $x_n$ and the current incumbent solution is $x^*$.)
[SA4] If the stopping criterion for the MA search (the constant-temperature search) is satisfied, go to [SA5]. Otherwise, return to [SA3].
[SA5] If the termination condition of the algorithm is satisfied, output $x^*$ and stop. Otherwise, set $T := \gamma T$, $x_0 := x_n$, and $n := 0$; and return to [SA3].

In a single step of the MA in [SA3], the following [MA1] is implemented.

[MA1] Choose a trial solution $x'_n \in N(x_n)$ randomly and set $\Delta := f(x'_n) - f(x_n)$. If $\Delta < 0$, accept the trial solution and set $x_{n+1} := x'_n$; furthermore, if $f(x_{n+1}) < f(x^*)$, renew the incumbent solution, $x^* := x_{n+1}$. If $\Delta \geq 0$, accept the trial solution with the probability $\exp(-\Delta/T)$ and set $x_{n+1} := x'_n$; with the complementary probability, reject the trial solution and set $x_{n+1} := x_n$.

We adopt the following stopping criterion in [SA4] and termination condition in [SA5] after Johnson and McGeoch [38]. The stopping criterion in [SA4] is that the counter $n$ reaches a predetermined constant value $L$; periodic reduction of temperature by multiplying by a constant factor is called geometric cooling. The termination condition in [SA5] is that five consecutive reductions of temperature proceed without any renewal of the incumbent solution and without the acceptance ratio going above 2%. Here, the acceptance ratio is the ratio of the case that a trial solution is accepted as the next solution in the MA search. We refer to this algorithm simply as the standard SA.

Before closing this section, we need to complement the initial setting of the algorithm. In the beginning of our series of experiments, an initial acceptance probability $p_0$ is selected instead of an initial temperature $T_0$. The reason is that the interesting temperature range is unknown in advance and therefore the use of temperature is unsuited for our systematic investigation. In practice, the conversion was made according to the functional relationship between acceptance probability and temperature; this relationship was determined in the preliminary runs of the standard SA by averaging the measured acceptance ratios at each temperature.

III. EXPERIMENTAL ANALYSIS I

A. Adaptive SA

In the standard SA algorithm, the number of steps allocated in the MA search is constant regardless of the temperature. If we want to simulate successive quasi-equilibrations in this stepwise cooling, we have to introduce some sort of relaxation or equilibration time into the stopping criterion for each
MA search. For this purpose, in the first experiment, we consider many independent search processes simultaneously and evaluate the degree of equilibration by measuring the difference among the cost distributions each of which is accumulated in each process.

To describe the method more fully, let $I$ be the number of search processes and $x^{(i)}$ be the solution of the $i$th process. We introduce the measure $\Omega_n$ defined by the following equation:

$$\Omega_n = \frac{1}{I} \sum_{i=1}^{I} \left( F_n^{(i)} - \bar{F}_n \right)^2 ,$$

where

$$F_n^{(i)} = \frac{1}{n+1} \sum_{k=0}^{n} f(x^{(i)}_k)$$

and

$$\bar{F}_n = \frac{1}{I} \sum_{i=1}^{I} F_n^{(i)} .$$

That is, $\Omega_n$ is the variance of the average costs obtained in individual search processes and is expected to approach zero in equilibration ($n \to \infty$). Therefore, this measure is calculated in every time step and if the condition defined by the inequality $\Omega_n / \Omega_0 < \varepsilon$ is satisfied for the first time, all the MA searches are stopped and the temperature is reduced, where $\varepsilon$ is a preset parameter ($0 < \varepsilon < 1$) that quantifies the intended degree of equilibration. In what follows, this condition is called the quasiequilibrium condition, and SA with this adaptive stopping criterion is referred to as the adaptive SA. Its algorithm is organized as follows.

[ASA1] Select an initial temperature $T_s$, a quasiequilibrium constant $\varepsilon$, a cooling ratio $\gamma$, and the number of search processes, $I$.

[ASA2] Set $n := 0$ and generate $I$ initial solutions $x_0^{(i)}$ ($i = 1, 2, \ldots, I$) randomly. (The note on the $I$ independent runs with respect to the superscript $i$ is omitted without confusion.) Set $T := T_s$ and $x^{(0)} := x_0^{(1)}$.

[ASA3] Calculate $\Omega_0$.

[ASA4] Implement a single step of the MA. (Namely, implement [MA1] for each of the $x^{(i)}$s.) Increment $n$ by one. (At this point, the current solutions are $x_n^{(i)}$s and the current incumbent solutions are $x^{(i)*}$.)

[ASA5] If the termination condition of the algorithm is satisfied, output $x^{(i)*}$ and stop. Otherwise, calculate $\Omega_n$.

[ASA6] If the quasiequilibrium condition is satisfied, set $T := \gamma T$, $x_0^{(i)} := x_n^{(i)}$, and $n := 0$; and return to [ASA3]. Otherwise, return to [ASA4].

As described in the previous section, the initial temperature $T_s$ is determined by the initial acceptance probability $p_s$ in [ASA1]. To specify the termination condition in [ASA5], we use the global counter to count the accumulated number of search steps in the individual cooling process. The algorithm is terminated if this global counter reaches a predetermined value of the total number of search steps, $n_c$.

The use of the measure $\Omega_n$ is inspired by the concept of effective ergodic convergence proposed by Mountain and Thirumalai [39,40]. They considered several glass-forming molecular model systems and probed the approach to ergodic behavior in each system by monitoring the difference, for example, among the time-averaged energies of individual molecules.

A parametric study was conducted to investigate how our adaptive cooling influences the optimization performance evaluated by the cost of the basin including the incumbent solution. In this experiment, the framework of the cooling schedule is described by the five parameters, $p_s$ (or $T_s$), $\varepsilon$, $\gamma$, $I$, and $n_c$, and their values were selected in the following way. All possible combinations of a value of $p_s$ approximately from $\{0.9, 0.5, 0.1\}$, a value of $\varepsilon$ from $\{0.1, 0.3, 0.5, 0.7\}$, and a value of $\gamma$ from $\{0.95, 0.75, 0.55\}$ were selected for the first three parameters. The values of $I$ and $n_c$ were chosen by taking account of the system size $N$ and the computation time. For some system sizes, the dependence of the performance on the number of processes was examined by varying $I$.

### B. Hidden search dynamics of MA

In the second experiment, we analyze the search dynamics of the MA through the observation of successive interbasin transitions occurring in the landscape of the cost function. The experiment is performed in the following manner. First, a tentative target temperature is selected for operational convenience, and a standard SA is employed from a sufficiently high temperature until the temperature falls below the tentative value for the first time. Then the temperature is fixed at the final value and after resetting $n(0)$, an MA search is performed for a long time. Throughout this constant-temperature search, we observe the change of the basin’s cost along the search trajectory. In what follows, we regard the final temperature as an actual target temperature, which is denoted as $T_c$ ($\Theta_c = \log_{10} T_c$), and refer to the history described by $f(y(x_n)) (n = 0, 1, 2, \ldots)$ as the hidden search dynamics.

This method of analysis is similar to the mapping-onto-minima approach introduced by Stillinger and Weber [41–43], and this approach has been successfully used for studies on liquid and glass. In the discussion of the present experimental results, we make reference to two computer simulations of glass formation in Lennard-Jones (LJ) systems [49,50]. This is because both provide data useful for bridging between optimization dynamics and physical processes. On the basis of similarities found in the successive interbasin dynamics, we discuss the physical implication of the search characteristics of the MA. This will be described in Sec. III.D.

The experiment was conducted at various levels of temperature over the interesting temperature range found in the first experiment. The initial temperature $T_s$ of the preceding SA was taken to be 10 ($\Theta_s = 1$), which is high enough for the acceptance probability to exceed 90% for any instance considered in the present study. The cooling ratio $\gamma$ was fixed at 0.95. The hidden search dynamics occurring after a rapid quenching ($L = 1$) were observed at all target temperatures used in the experiment; the influence of the quenching rate on the following MA dynamics was also examined by varying $L$ at several temperatures.

### C. Results

The experiments were performed for $N = 32(\approx 10^{1.5})$, 100, 316($\approx 10^{2.5}$), 1000, and 3162($\approx 10^{3.5}$) on both types of
TSPs. Although the results are shown only for the case of RE-TSP with \( N = 316 \), the characteristic features described below were similarly observed in the other cases. The initial temperatures selected for this illustrative case in the first experiment were \( T_0 \approx 1.661, 0.306, \) and \( 0.089 (\epsilon_\gamma \approx 0.22, -0.51, \) and \(-1.05) \) in the descending order of the three values of \( p_s \). In practice, the same set of values was used for the other RE-TSP instances because these values were little affected by the system size. [For the record, the corresponding three temperature values for RD-TSP were \( T_0 \approx 2.378, 0.438, \) and \( 0.135 (\epsilon_\gamma \approx 0.38, -0.36, \) and \(-0.87), \) irrespective of the system size.] It should be mentioned that for low values of \( p_s \), the average cost level of the solutions likely to be found at the initial temperature deviates considerably from that of the initial random solutions. This causes an unavoidable rise of the measured acceptance ratio from the predetermined probability in the beginning of the run; this deviation was ignored in the present experiment.

We begin with the results of the first experiment. Under the present experimental conditions, as shown just below, the adaptive SA outperforms the standard one if we select an appropriate set of parameter values. What is more important is that although its cooling schedule is determined by the five parameters, its optimization performance evaluated by \( f(y(x^*)) \) appears to be directly influenced by the final temperature \( T_f (\epsilon_\gamma = \log_{10} T_f) \) that is secondarily determined at the end of the run. To illustrate these features, Fig. 1 shows the average performance of both the standard and the adaptive SAs against the (average) final logarithmic temperature for \( p_s \approx 0.9 \). The results displayed in Fig. 1(a) were obtained by the following procedure. First, a standard SA with \( L = \) \( \mathbb{N}^2 \) was run as \( I(=2^5) \) times independently for each of the three values of \( \gamma \). Then, by using the same values of \( T_i \) and \( I \) as in this standard SA, an adaptive SA was performed for each of the four values of \( \epsilon \) for each \( \gamma \). The total number of search steps in the latter experiment was equalized to that spent in the former one; more specifically, the number of search steps spent in the standard SA was averaged over the \( I \) runs and truncated to an integer for each \( \gamma \). From this sequence, a pair of results, average \( f(y(x^*)) \) and (average) \( \Theta_\gamma \), was obtained for each of the three cases of the standard SA and the 12 cases of the adaptive SA; here, each average was taken over the \( I \) processes. In addition, the average behavior over several different instances (different city configurations for RE-TSP) was observed throughout the first experiment. Thus, the results averaged again over the same ten instances are plotted in the present figure. We find that, as mentioned above, the adaptive SA can surpass the standard one in the average performance for each \( \gamma \). More important, its final temperatures attained under the most workable conditions appear to be close to each other regardless of the value of \( \gamma \). Figure 1(b) shows the results with the same adaptive SA as in Fig. 1(a) except that the total number of search steps was extended and equalized to the longest case (i.e., \( \gamma = 0.95 \)). Surprisingly, the results lie roughly on a single line regardless of the combination of the parameter values. Quasistatic cooling, which has been recommended in the conventional naive optimization scenario, is ideally realized by letting \( \epsilon < 1 \) and \( \gamma \approx 1 \). The present results, however, indicate that the uncontrollable final temperature is a major factor in the extraction of optimizing ability in the finite-time implementation of the algorithm. Figure 2 depicts four examples of the cooling schedule constructed in the case \( \epsilon = 0.3 \) and \( \gamma = 0.75 \) shown in Fig. 1(b). As is expected from the physical analogy, the length of the MA search increases with decreasing temperature; as a result, most of the search time is allocated near and at the final temperature in this adaptive cooling.

The results for all the combinations of the values of \( p_s, \epsilon, \) and \( \gamma \) are shown in Fig. 3 for \( I = 2^5 \) and \( 2^7 \); the average performance is plotted against the final logarithmic temperature as in Fig. 1(b). For each value of \( n_e \), a total of 72 results are shown using the same symbol. (Eight different instances are considered here.) As in Fig. 1(b), these 72 results lie roughly on a single curve and it changes its position in the lower left direction with increasing \( n_e \). Thus, we find that the optimization performance is directly influenced by the total number of search steps and by the final temperature. The other parameters, for example the quasiequilibration constant
FIG. 3. Optimization performance $f(y(x^*))$ (RE-TSP with $N = 316$). For each $n_e$, a total of 72 results [36 results (see text for details) for $I = 2^3$ and those for $I = 2^5$] are plotted against the final logarithmic temperature using the same symbol. After being averaged over $I$ search processes, the results are averaged again over the same eight instances.

and the cooling ratio, appear to influence the performance indirectly, only through the first two factors. Note that the optimum final temperature slightly decreases with the progress of the search.

During this adaptive cooling, the specific heat was measured at each temperature. The specific heat $C(T)$ is defined, as usual,

$$C(T) = \frac{\langle f(x)^2 \rangle - \langle f(x) \rangle^2}{T^2},$$

where $\langle \cdot \rangle$ denotes the time average, which was computed in each MA search, though the formula holds only in the equilibrium state. The results averaged over the $I(=2^5)$ processes are shown in Fig. 4 for the case $p_s \approx 0.9$, $\varepsilon = 0.1$, and $\gamma = 0.95$; plotted are the results for the first four of the eight instances. We easily notice that a single peak appears near $\Theta = -1.4$ regardless of the problem instance. Note that the above optimum final temperature ($\Theta_i \approx -2.0$) is clearly different from this maximizing temperature and is on its lower side. This feature is consistent with the known results [25,26] mentioned earlier. For reference convenience, we denote the specific-heat-peak temperature by $\hat{T}$ ($\hat{\Theta} = \log_{10} \hat{T}$).

Next we turn to the results of the second experiment. The hidden search dynamics $f(y(x_n))$ after a rapid quenching ($L = 1$) are shown in Fig. 5. The results were averaged over $I(=2^5)$ independent runs on a single instance identical to the first instance in the first experiment. The average dynamics can be classified into three categories according to the target temperature; the characteristic features are summarized as follows. In the high temperature regime [$\Theta_s \gg -2.01$; the result for $\Theta_s = -1.41$ in Fig. 5(a) is one illustration], the system explores many basins whose costs distribute around the average value; the average cost of the basin is almost equal regardless of the temperature. In contrast, when the target temperature falls below $\hat{\Theta}$, transitions to lower basins occur after the initial $\sim 10^5$ search steps. At relatively high temperatures, these downward dynamics continue for a while and then change to roughly horizontal transitions [the intermediate temperature regime, Fig. 5(a)]. As the temperature decreases, the lifetime of these downward dynamics becomes longer and the system settles into more low-lying basins. Once the target temperature falls below some lower temperature, $\Theta_c \approx -2.0$ for the present instance, the unidirectional downward dynamics appear to last beyond the observation time [the low temperature regime, Fig. 5(b)]. It was confirmed for the present instance that in the successful case of the adaptive SA, most of the search time was spent near this characteristic temperature; more specifically, for each of the best five combinations of the parameter
values for $n_c = 10^8$ in the first experiment, the last more than 80%–90% of the total number of search steps were spent in a logarithmic temperature range included between $-1.89$ and $-2.10$. Note that the downward interbasin dynamics, when they occur, become sluggish with decreasing temperature. As a result, if the performance is evaluated by the final basin’s cost $f(y(x_n))$, the optimum temperature decreases with the progress of the search. [As can be seen from Fig. 5(a), the best target temperatures are $\Theta_1 = -1.81$ for $n_c = 5 \times 10^5$, $\Theta_2 = -1.92$ for $n_c = 5 \times 10^6$, and $\Theta_2 = -2.01$ for $n_c = 5 \times 10^7$.] In other words, the optimum temperature is determined by the trade-off between the quickness of the descending motion and the fitness of the accessible basin.

Of course, these observations depend on the precooling rate; however, as shown just below, it does not affect the time required for the system to settle down to the horizontal transition state. In Fig. 6, the results for four different precooling rates are shown for three target temperatures. For $L \leq 10^3$, no qualitative change from the result for $L = 1$ (the most rapid quenching here) is observed for all the three temperatures. This is probably because the time for the cooling is shorter than the initial transient period. In contrast, for $L \geq 10^4$, the downward dynamics, when they occur ($\Theta_2 < \Theta$), begin during the cooling step and the following MA dynamics start from a low-lying basin. As can be seen from Figs. 6(b) and 6(c), however, this preprocessing does not affect the time needed for the settlement.

D. Discussion

These results show the existence of an effective temperature that depends on the total number of search steps. Contrary to the traditional recommendation, this temperature clearly deviates from the specific-heat-peak temperature. To discuss the physical implication of the present results, first we review two relevant molecular-dynamics studies on different glass-forming LJ systems. In both studies, the system’s behavior was characterized by the time variation of the inherent-structure energy (the minimum energy), which dynamics are equivalent to the hidden search dynamics observed in our second experiment.

One of these studies was made by Sastry et al. on the equilibrium dynamics of a binary LJ mixture [49]. This model was originally proposed for a two-component alloy and yet it has been widely used as a model glass former. In this study, a stepwise cooling was done from an equilibrated high temperature state and equilibration at each of the successive temperatures was carried out by periodic rescaling of the molecular velocities in a certain period of time. The results showed that the interbasin dynamics can be classified into three categories according to the temperature and that this classification is strongly affected by the underlying energy landscape. The relevant characteristics are summarized as follows: In the high temperature regime ($T > T_1$), the system explores a wide range of minimum energies and the average value does not vary significantly with the temperature. In contrast, in the intermediate temperature regime ($T_1 > T > T_2$), the sampled minimum energy becomes progressively biased toward lower energies with decreasing temperature. By correlating these results with the motion of molecules, it was found that the crossing $T_1$ corresponds to the onset of “slow dynamics” and the system becomes influenced by the underlying energy landscape. Last, in the low temperature regime ($T < T_2$), the system is frozen and confined in a single or a few basins on the observation time scale. The temperature $T_2$ depends on the cooling rate in a manner analogous to the experimental glass transition, namely, slower cooling lowers this temperature.

The other study was made by Shinjo on the relaxation dynamics of a single-component LJ system [50], which was used as a model of argon. There, unconstrained dynamics after rapid quenching were observed at several temperatures: The experimental procedure is similar to that in our second experiment with a small value of $L$. This study showed that the interbasin dynamics can be classified into four categories.
according to the temperature. The relevant characteristics, including those not described in the text but seen from the figures, are summarized as follows: In the high temperature regime \((T > T_1)\), the system wanders over a wide range of minimum energies throughout the run; the system was considered to be in the liquid state. Contrasting, in the intermediate temperature regime \((T_1 > T > T_2)\), first the system wanders over a wide range of minimum energies and then it settles into a single basin or a few basins with almost the same minimum energy; this change was regarded as a transition from the supercooled liquid to the solid state. The sampled minimum energy gradually decreases with large fluctuation in the wandering phase. (This can be seen from Fig. 2 in Ref. [50].) Next in the low-intermediate temperature regime \((T_2 > T > T_3)\), the wandering phase disappears and a stepwise decrease in minimum energy is observed during the run. It should be noted that over the last two temperature regimes, the reachable minimum energy appears to go down as the temperature decreases (Figs. 1–3 in Ref. [50]). Last, in the low temperature regime \((T < T_4)\), the system stays at a single basin or a few basins with almost the same minimum energy throughout the run, and this energy is conversely higher than the lowest minimum energy found in the third regime (Fig. 4 in Ref. [50]). By correlating these results with the number of accessible local minima, it was predicted that the temperature \(T_2\) would be the glass transition temperature.

The connection between their molecular and our optimization systems is a little unclear because we have no good grounds for believing that not only the two dynamics—the Hamiltonian and the Monte Carlo dynamics—but also the two landscapes—the landscape of the LJ systems and that of the TSPs with the 2-opt neighborhood—are equivalent in the present context. We can find, however, that there is a striking resemblance between these two systems in the temperature dependence of the successive interbasin dynamics. That is, the horizontal transition state of the Monte Carlo dynamics, the level of which state decreases with decreasing temperature [Fig. 5(a)], is analogous to the equilibrium state of the Hamiltonian dynamics in the “landscape-influenced” temperature regime [49]. Hence, the preceding downward transitions can be regarded as a relaxation step (as observed in Ref. [50]) to the equilibrium state. These physical implications suggest that the conventional physical analogy is a misguided one and if and when it is modified, the following two features should be taken into account.

The first is that the effectiveness of finite-time SA comes from the downward interbasin dynamics occurring before equilibrium, not from the equilibrium sampling after quasistatic cooling. In the first experiment, we found that the search performed in a limited temperature range plays a direct role in the effective use of SA. As seen from the second experiment, this range includes the temperature at which the relaxation continues just until the end of the observation and the equilibration time is not affected by the rate of the preceding cooling. These findings strongly suggest that the optimizing ability of the Monte Carlo dynamics derives from the relaxation dynamics near the effective intermediate temperature.

The second is that this effective temperature is specified by the condition that the equilibration time is comparable to the observation time. This means that the effective temperature can be identified using the Deborah number [51,52]. The Deborah number is defined as the ratio of relaxation time to observation time; thus, if we use the above equilibration time as a measure of the relaxation time, the effective temperature is identified as the temperature at which the number is unity. This view is consistent with the finding that the effective temperature decreases with the extension of the search time, which fact was observed in both of our experiments, as well as in the previous study [24]. The Deborah number was originally introduced to discuss the rheological properties of materials, and its applicability to the characterization of the glass transition is discussed in Ref. [52]. Whether this application is appropriate or not, the present findings strongly suggest that the effective temperature is related not to the crystallization phenomenon but to a vitrification-like process because this temperature is not intrinsic to each problem instance but is variable with the observation time like the glass transition temperature. It is worthy to note that although the concept of time has no intrinsic meaning in the Monte Carlo dynamics, this characterization of the effective temperature serves its purpose, irrespective of the dynamics, because the Deborah number is a dimensionless number.

From this discussion, the downward dynamics analogous to relaxation phenomena are expected to play a key role also in the optimization process with slow cooling. To confirm this feature directly, another experiment for SA was designed to examine systematically the effect of cooling in various temperature ranges. The details of this supplementary analysis are described in the next section.

**IV. EXPERIMENTAL ANALYSIS II**

**A. Rate-cycling experiment**

We introduce here another design of the temperature schedule for the supplementary experiment. This experiment is similar to what is called the temperature-cycling experiment [53] except that the derivative of the temperature instead of the temperature itself is changed cyclically. This variant experiment is referred to as the rate-cycling experiment for short below. The temperature-cycling experiment has also been used in studies on liquid and glass, and in particular on aging phenomena [53–56].

The framework of the cooling schedule is reconstructed in the following manner. First, an initial logarithmic temperature \(\Theta_s\), a final logarithmic temperature \(\Theta_f\), and a total search time \(t_e\) (or a total number of search steps, \(n_e\)) are selected. Then, the cooling process is divided into three stages so that the cooling in the intended logarithmic temperature range, \(\Theta_s + 1/2\Delta\Theta > \Theta > \Theta_s - 1/2\Delta\Theta\), is performed as its second stage. We refer to this intermediate temperature range simply as the target range. The cooling rate in logarithmic temperature scale is selected and fixed in each stage so that the rates in the first and third stages are equal and are \(\lambda\) times the rate in the second stage. In this framework, the six parameters, \(\Theta_s\), \(\Theta_f\), \(\Delta\Theta\) (the logarithmic temperature width of the target range), \(\lambda\) (the cooling rate ratio), and \(t_e\) (\(=n_e\)), uniquely determine the cooling schedule.

For experimental convenience, we use the following expression of the logarithmic temperature schedule in the \(k\)th
stage:
\[ \Theta(t) = \Theta(t_{k-1}) - \frac{t - t_{k-1}}{t_k} \Delta \Theta \quad (k-1 \leq t \leq k), \]

where \( t_{k-1} \) and \( t_k \) are the beginning and the ending time of this stage, respectively, and \( h_k \) and \( t_k \) are the logarithmic temperature width and the allocated time in this stage, respectively; hence, \( t_k \) equals the accumulated time of \( \tau_j \)'s up to \( j = k \) \((t_0 = 0)\). An example of the cooling schedule is depicted in Fig. 7. The values of \( h_k \)'s are determined by \( \Theta_i \), \( \Theta_e \), \( \Theta_c \), and \( \Delta \Theta \), and those of \( \tau_j \)'s are determined by \( h_i \)'s, \( \lambda \), and \( t_c \) by the following equations:

- \( \tau_1 = (h_1/H)t_e \)
- \( \tau_2 = (h_2/H)t_e \)
- \( \tau_3 = (h_3/H)t_e \), where \( H = h_1 + \lambda h_2 + h_3 \). For \( \lambda > 1 \), the cooling in the second stage is slower than that in the other stages and thus much time is allocated in the target range. Conversely, for \( \lambda < 1 \), the cooling is faster and little time is allocated in the target range. Note that if \( \lambda = 1 \), then the schedule is equivalent to the geometric cooling schedule.

The algorithm for this rate-cycling experiment is described as follows.

[RCSA1] Determine the logarithmic temperature schedule \( \Theta(t) \); that is, select the values of the six parameters, \( \Theta_i \), \( \Theta_e \), \( \Theta_c \), \( \Delta \Theta \), and \( \lambda \), and those of \( \tau_j \)'s are determined by \( h_i \)'s, \( \lambda \), and \( t_c \).

[RCSA2] Set \( n := 0 \) and generate an initial solution \( x_0 \) randomly. Set \( \Theta := \Theta(0) \) and \( x^* := x_0 \).

[RCSA3] Implement a single step of the MA, namely, [MA1] (the logarithmic temperature \( \Theta \) has to be converted to the temperature \( T \) in advance). Increment \( n \) by one. (The current solution is \( x_n \) and the current incumbent solution is \( x^* \)).

[RCSA4] If the termination condition, \( n = n_c \), is satisfied, output \( x^* \) and stop. Otherwise, set \( \Theta := \Theta(n) \), and return to [RCSA3].

The optimization performance and the hidden search dynamics were investigated for the same instances as in the second experiment. The parameter values were selected in the following way. The values of \( \Theta_i \) and \( \Theta_e \) were fixed at \( 1 \) and \( -4 \), respectively; these values as well as the values of \( \Theta_c \) and also \( t_c \) (or \( n_c \)) were selected to cover the whole interesting temperature range found in the first two experiments. The value of \( \lambda \) was selected from \{100, 10, 1, 0.1, 0.01\}. The value of \( \Delta \Theta \) was taken to be 1.0 and for some system sizes, the experiment was repeated with varying \( \Delta \Theta \), the values of which were selected from the range from 0.2 to 1.8. The results will be presented only for \( \Delta \Theta = 1.0 \) as typical illustrations because in the characteristic features described below, no qualitative differences were observed in other cases.

**B. Results**

The optimization performance evaluated by \( f(y(x^*)) \) is shown in Fig. 8 for \( n_c = 10^6 \) and \( 10^7 \); the results were averaged over \( I(\leq 2^5) \) independent runs. We find that for both values of \( n_c \), the average performance is improved by allocating much time to the search performed in some intermediate temperature range (\( \lambda > 1 \)). What is more important here is that the best target range extends on both sides of the effective temperature found in the first two experiments. Conversely, in the case that little time is allocated (\( \lambda < 1 \)), the average performance is deteriorated. In other words, the performance is sensitive to cooling crossing the effective temperature.

Figure 9 shows the hidden search dynamics \( f(y(x_n)) \) for the case \( \lambda = 100 \) in Fig. 8(b); the results were averaged over the \( I \) processes. In this case, the search time allocated in the second stage is more than 96% of the total search time. We find that, if the system is not in the initial transient period, the downward interbasin dynamics begin at approximately the time that the logarithmic temperature falls below \( \Theta \), regardless of the target temperature. (The time steps passing through \( \Theta \) are \( n \approx 6.9 \times 10^6 \) for \( \Theta_c = -1.2, n \approx 3.1 \times 10^7 \) for \( \Theta_c = -1.6 \), and \( n \approx 2.3 \times 10^5 \) for \( \Theta_c = -2.0 \)). For \( \Theta_c \geq -1.2 \), the system freezes.
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probably because of its easiness and cost performance. There
conventional finite-time SA, as confirmed in the present work,
transient period with the increase of the system size. For this
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convergence is the principal mechanism for optimization by SA. In a practical sense, however, the assumption of ergodicity is not relevant for this kind of complex system because it has the nature of effectively broken ergodicity [60,61]. With this feature in mind, we confirmed that the glassy relaxation dynamics naturally function as a crucial ingredient in the present optimization. It may be said that the rectified analogy restores the normal relationship between simulated and actual annealing.

The next comment concerns the use of nonmonotonic temperature schedules. This line of improvement can be found, for example, in the thermal cycling [62] and bouncing [63] approaches. If we reflect the rectified analogy in the design of the reheating schedule, heating up to or slightly beyond the range corresponding to the glass transition range may be a rational strategy. This idea comes from the stabilization phenomenon observed in glass-forming materials [23]: When a cooled glass is reheated, the glass does not return its history experienced in the cooling process but relaxes in the glass transition range into another state possibly reached by a slower cooling. Note that in monotonic cooling from high temperature, more time is dissipated for the initial transient period with the increase of the system size. For this reason, nonmonotonic cooling is a more realistic approach to deal with large-size instances. It should be emphasized that, whether monotonic or not, the rectified analogy may provide a comprehensive guideline for the effective design of the temperature schedule.

Finally, a remark is made on threshold algorithms [14]. The name is intended to cover any kind of algorithm having a threshold by which one determines whether or not to accept a deteriorated move to the neighborhood. The SA algorithm belongs to this group and in fact a parameterized exponential function is used as a threshold (see [MA1] in Sec. II B). The threshold accepting method [64] and the generalized SA algorithm [30,31] are other known examples. In the conventional finite-time SA, as confirmed in the present work, what is important is not its intended statistics but the effective use of the glassy relaxation dynamics observed as downward interbasin transitions in the solution space. Therefore, it is quite natural to consider that the other threshold algorithms work by the same mechanism. If this is correct, for fair competition among threshold algorithms and also for a comprehensive understanding of their optimization characteristics, each algorithm has to be designed and implemented in such a way that the glassy relaxation dynamics function successfully in the landscape of the cost function. The positive role of these

\[ f(x_i) \]
dynamics in the search process of several threshold algorithms has been affirmatively confirmed in a recent experimental analysis conducted by the author [65]. This confirmation was made by applying the present series of experiments to some of the same TSP instances.

V. CONCLUSION

The optimization mechanism of finite-time SA was reconsidered by starting from the verification of its conventional naive optimization scenario and by aiming at the elucidation of the precise connection with physical phenomena. A series of three experiments was designed by applying concepts and methods developed for studies on liquid and glass and was conducted on two types of random TSPs up to a system size of practical interest. We confirmed that there exists an effective temperature in finite-time optimization by SA and found that in the cooling process near this effective temperature, downward interbasin dynamics successfully function as an optimizer. By comparison with the corresponding results of computer experiments on LJ systems, these dynamics were related to a slow approach to equilibrium and thus the effective temperature can be identified as the temperature at which the Deborah number is unity. It is concluded that the effectiveness of finite-time SA derives from the glassy relaxation dynamics occurring in the landscape-influenced temperature regime and that the naive optimization scenario should be rectified on the basis of the analogy with vitrification phenomena, at least for the present TSPs. This rectification is expected to restore the normal relationship between simulated and actual annealing and to develop a comprehensive understanding of the optimization characteristics of the SA and related algorithms.
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